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Summary

Residual stresses in a component can alter its mechanical performance
and environmental resistance against corrosion or hydrogen embrittle-
ment. To continuously reduce component weight and still increase the
mechanical performance by the use of steels with higher yield strengths
in corrosive environments, the residual stress formation during manu-
facturing must be monitored and understood. Due to steel’s complex
microstructure, residual stresses form on different characteristic length
scales and not only macroscopic scale. Residual stresses can also form
on smaller length scales and require thus a multi-scale investigation.

The residual stress formation in low-alloyed, seamless, sour gas re-
sistant steel tubes on different length scales was investigated using a
model based simulation approach. Starting from the macroscopic scale
a model for calculating the temperature, phase and residual stress evo-
lution as a function of radial position within the tube during cooling was
created. The heat treatment model was validated with thermal mea-
surements, the phase evolution model was verified with microhardness
measurements over the tube’s cross section and the residual stress evo-
lution using high-energy x-ray diffraction measurements. In this thus
validated macroscopic model, the cooling boundary conditions were
varied in order to find potential low-residual stress cooling strategies
for mostly martensite or mostly bainite microstructures.

The experimentally validated continuum model was employed to
calculate the effects of local chemical enrichment and depletion in seg-
regation lines on residual stresses, i.e. the mesoscopic stresses. The
martensite transformation start temperature is delayed due to chemi-
cal enrichment of C, Mo and Cr and the concomitant changes in ther-
mal expansion, volume expansion and elastic properties were derived
from calculations and literature. The mesoscopic residual stresses are
calculated by means of a submodel and as a function of composition.

On the microscopic scale the residual stresses around precipitates
are investigated. This is owing to the recent trend of using precipitates
as hydrogen traps and that some have been already proven to be benefi-
cial in some cases. Thus a relative comparison of occurring precipitates
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and inclusions was sought, for low alloyed steels. This was done using
an analytic, thermo-elastic comparison of average matrix stress and
average inclusion stress based on literature data. The inclusions are
ranked by their residual stress formation potential.

For a single inclusion the crystallographic relations, interface prop-
erties and creep dissipation are considered to calculate the energetically
favored shape and orientation of Mo2C in bcc Fe. The anisotropic inter-
face energies, calculated with first principle methods, suggest that the
experimentally observed elongated shape of Mo2C in bcc Fe is caused
by interface energy minimization. The mechanical strain energy contri-
bution for lattice formation was considered and is for realistic inclusion
volumes smaller than the interface contribution. When matrix creep
effects are neglected for simplified considerations, the elastic contribu-
tion would overweight the interface contribution.

With these developed methods, residual stress in a low- and micro-
alloyed sour gas resistant steel tubes are calculated and their evolution
is resolved on three different length scales. The macroscopic model al-
lows a detailed understanding of how the cooling process and residual
stress formation interact. Based on the developed models, low-residual
stress cooling strategies are provided. It is beneficial to reduce sur-
face temperature gradients as far as possible and use spray water cool-
ing on both the inner and the outer surface. To account the steel’s
complex microstructure, the residual stresses caused by interdendritic
segregation and precipitate formation are discussed. Stresses caused
by the chemical inhomogeneities resulting from segregation, act over a
wider characteristic length scale and are comparatively low compared
to stresses due to thermal misfits of precipitates. Common precipitates
in steel are ranked by their residual stress formation potential.
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Zusammenfassung

Die Eigenspannungsentwicklung in niedrig legierten, nahtlos gewalzten
und Sauergas beständigen Rohren wird auf verschiedenen Längenskalen
mit Simulationsmethoden untersucht. Beginnend mit der markoskopis-
chen Ebene wird ein Modell entwickelt, um die Temperatur, Phasen
und Eigenspannungsgeschichte an verschiedenen, radialen Positionen
währen dem Kühlen eines Rohres zu berechnen. Das Modell zur Tem-
peraturentwicklung wird mit Temperaturmessungen an der Anlage va-
lidiert, das Phasenevolutionsmodell kann mit
Mikrohärtemessungen über den Rohrquerschnitt korreliert werden und
die berechneten Eigenspannungen werden mit Eigenspannungsmessun-
gen mittels Röntgenbeugungsmethoden verglichen.

Mit diesem experimentell validierten, makroskopischen Modell wer-
den durch Variation der Kühlbedinungen Vorschläge zur Reduktion von
Eigenspannungen für überwiegend martensitische oder überwiegend
bainitische Gefügezusammensetzung im Rohr abgeleitet.

Das makroskopische Kontinuummodell wird weiter verwendet, um
die Effekte lokaler Seigerung auf Eigenspannngen zu untersuchen.
Seigerung von C, Mo und Cr vezögert die Umwandlung von Austenit zu
Martensit und verändert die thermische Ausdehnung, den Volumssprung
und elastische Eigenschaften der Tochterphasen.

Auf mikroskopischer Ebene werden Eigenspannungen um Inklusio-
nen untersucht, im Hinblick auf den Trend, dass Inklusionen gezielt
als Fallen für Wasserstoff in Stählen genutzt werden können. Ein rel-
ativer Vergleich von Inklusionen, die in niedrig- und mikrolegierten
Stählen vorkommen, basierend auf deren thermo-elastichen Potential
zur Eigenspannunsgbildung wird präsentiert. Die vereinfachte thermo-
elastische Eigenspannunsbetrachtung kann für eine genauere Unter-
suchung um Informationen über die Kirstallographie und Kriechmech-
anismen bei erhöhten Bildungstemperaturen ergänzt werden.

Für eine einzelne Mo2C Inklusion in Eisen werden die kristallo-
graphischen Beziehungen berücksichtigt um mit atomistischen Meth-
oden die Grenzflächenenergien verschiedener Mo2C/Fe Orientierungen
zu berechnen. Diese Interfaceenergien zeigen, dass die experimentell
beobachtete, nadelige Form der Kabride zu einer Energieminimierung
führt. Wenn man den mechanischen Beitrag der Deformationsenergie
mit Kriechen in der Matrix mitberücksichtigt, überwiegt dennoch der
Interfacebeitrag. Bei einer vereinfachten, elastische Betrachtung der
Deformationsenergie wird der mechanische Beitrag zur Gesamtenergie
jedoch deutlich überschätzt.

Mit den entwickelten Methoden kann die Eigenspannungsentwick-
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lung in niedrig und mikrolegierten, sauergasbeständigen Stahlrohren
berechnet und auf drei Längenskalen erklärt werden. Mithilfe des
makroskopischen Models kann die Wechselwirkung zwischen den
Kühlbedingungen und der Eigenspannungsentwicklung verstanden wer-
den und daraus Strategien für Kühlbedingungen mit geringer Eigenspan-
nungsentwicklung abgeleitet werden. Dazu ist es von Vorteil, die Tem-
peraturgradienten an den gekühlten Oberflächen gering zu halten und
wenn möglich auf beiden freien Oberflächen zu kühlen. Um die kom-
plexe Mikrostruktur in Stahl zu berücksichtigen, wird die Spannungsen-
twicklung um Seigerungszonen und Ausscheidungen untersucht. Dabei
zeigt sich, dass Spannungen zufolge der chemischen Inhomogenität an
Seigerungen zwar über größere Distanzen wirken, aber von geringerer
Höhe sind als Spannungen um Ausscheidungen.



Contents

1 Introduction 1

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Residual stresses . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Manufacturing process . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Material . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.4.1 Alloying concept . . . . . . . . . . . . . . . . . . . . . 7
1.4.2 Martensite and bainite . . . . . . . . . . . . . . . . . . 8
1.4.3 Interaction with hydrogen . . . . . . . . . . . . . . . . 9

1.5 State of the art . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.6 Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

1.6.1 Model types . . . . . . . . . . . . . . . . . . . . . . . . 13
1.6.2 Phase transformation model . . . . . . . . . . . . . . . 15

1.7 Main findings . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2 Publication 1

Residual stress and microstructure evolution in steel tubes

for different cooling conditions

- Simulation and verification 30

2.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.3 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.3.1 Process description . . . . . . . . . . . . . . . . . . . . 33
2.3.2 Model description . . . . . . . . . . . . . . . . . . . . 33

2.4 Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

3 Publication 2

Model-based residual stress design in multiphase seamless

steel tubes 50

3.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.3 Materials and methods . . . . . . . . . . . . . . . . . . . . . . 54

viii



CONTENTS ix

3.3.1 Model description . . . . . . . . . . . . . . . . . . . . 54
3.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.4.1 Strategy 1 . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.4.2 Strategy 2 . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.4.3 Strategy 3 . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.5 Discussion and conclusion . . . . . . . . . . . . . . . . . . . . 67

4 Publication 3

Residual stress evolution in low-alloyed steels on three dif-

ferent length scales 73

4.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.3 Methods and Modeling . . . . . . . . . . . . . . . . . . . . . . 77

4.3.1 Phase transformation model . . . . . . . . . . . . . . . 80
4.3.2 Macroscopic model . . . . . . . . . . . . . . . . . . . . 80
4.3.3 Mesoscopic model . . . . . . . . . . . . . . . . . . . . 81
4.3.4 Microscopic model . . . . . . . . . . . . . . . . . . . . 84

4.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.5 Summary and conclusions . . . . . . . . . . . . . . . . . . . . 90

5 Publication 4

Numerical analysis of shape, orientation and interface prop-

erties of Mo2C precipitates in iron 97

5.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.3 Computational Details and Methodology . . . . . . . . . . . . 101

5.3.1 DFT simulations . . . . . . . . . . . . . . . . . . . . . 102
5.3.2 Energy contributions . . . . . . . . . . . . . . . . . . . 105

5.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
5.4.1 Thermo-elastic properties of bulk Fe and Mo2C . . . . 107
5.4.2 Mo2C-Fe Interface . . . . . . . . . . . . . . . . . . . . 109
5.4.3 Balance of interface and strain energy . . . . . . . . . 117

5.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
5.6 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122



Chapter 1

Introduction

1.1 Motivation

Residual stress formation can be a crucial point during manufacturing as it
can alter a material’s performance significantly. To understand how residual
stresses form, is the first step to avoid them.

In this work residual stresses in an high strength low-alloyed steel are
quantified, their formation mechanisms investigated and ways how to lower
them are proposed during heat treatment and cooling. The mechanisms are
investigated by means of simulation verified with measurements and tackle
the stress evolution on three different length scales. On each scale residual
stresses appear and decay with a characteristic length and in a material
point stresses on all length scales are superimposed. Using finite element
models on each scale, residual stress formation mechanisms are revealed and
it can be determined, which system parameters have the greatest impact to
lower them. This provides tools for manufacturing process for alloys with
low residual stresses.

When discussing residual stresses in steels and presenting simulation re-
sults, there is always a need for additional experimental proof. But residual
stresses of higher order are often not experimentally accessible. In the fol-
lowing section available residual stress measurement methods on different
length scales are discussed as well as areas, where finite element simulation
is vital to provide experimentally non-accessible information.

To understand the residual stress formation in steels, the metallurgical
processes during cooling must be understood. This includes the understand-
ing why certain elements are alloyed and how they affect phase transfor-
mations and resulting properties - as well as how the transformation from
austenite to martensite and bainite proceeds and which specific features the
product phases have.

The final seamless steel tubes are exposed to combined mechanical and
environmental loading, which is a specific challenge. The combination of
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CHAPTER 1. INTRODUCTION 2

high local stresses (whether due to application or residual stresses) and
corrosive media can accelerate component failure. Especially environments
that promote hydrogen uptake are crucial for high strength steels, since
with increasing strength they become more susceptible to hydrogen induced
failures. This must be avoided either by a reduction of stresses due to big-
ger cross sections with lower strength steels or, to save material and still
maintain component integrity, by developing new high strength steels with
reduced residual stresses.

The following introduction gives a brief overview of how residual stresses
can be determined, and the use of simulation to provide additional informa-
tion will be motivated. Then the manufacturing process of seamless steel
tubes is presented, to show when the residual stresses form along the pro-
duction line. To understand residual stress formation mechanisms in low
alloyed steels, the role of phase transformation and alloying elements and
how they affect interaction with hydrogen and sour gas is discussed.

Finally the working and modeling approach is presented to demonstrate
for a selected steel grade how residual stresses form on the macro- to meso-
and micro-sale using experimentally validated finite element models.

1.2 Residual stresses

Residual stresses are self-equilibrated stresses which exist without external
loading [1]. The internal stress level is superimposed with external stresses
during loading, and thus decrease the materials’ load bearing capacity.

In combined loading with corrosive environments and mechanical load-
ing, residual stresses can enhance corrosion and hydrogen related damage.
As the investigated seamless steel tubes are used in corrosive environments
with sour gas (H2S), hydrogen can be absorbed due to the surface corrosion
process [2] and favor hydrogen induced cracking (HIC) meachanisms as well
as sulfide stress cracking (SSC) [3].

Bouchard [4] investigated how the scale of residual stress drives the
growth of structurally significant cracks for steel welds. He pointed out,
when the length of a plastic defect approaches the length of the residual
stress scale, the stresses on that scale provide no further driving force. Thus
the significance of the residual stress contribution to drive structurally sig-
nificant cracks is ranked macro >meso >micro. Bouchard and Withers also
grouped the residual stresses into three characteristic scales λ over which
they self-equilibrate: Type I residual stresses where λ is of the component
size, type II stresses there 3g ≤ λ ≤ 10g and type III residual stresses with
λ ≤ g where g denotes the grain size of the material.

In the investigated steel, the mechanisms of higher order cannot strictly
be correlated with grain size, and thus the residual stresses are grouped
into three categories with respect to their characteristic length scale: (i)
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macroscopic on the component scale (ii) mesoscopic stresses around segre-
gation lines with 1g ≤ λ ≤ 3g and (iii) microscopic residual stresses around
precipitates and inclusions with λ ≤ 1− 2g, see 1.1 after [1].

In this work residual stresses are referred to as ”macroscopic” if the char-
acteristic length ranges from millimeters to meters and covers the investi-
gated components’ dimensions. The ”mesoscopic” residual stresses appear
on an intermediate scale from millimeters to micrometers. During phase
transformation to martensite and bainite lattice distortion can cause stresses
on a scale that can be considered mesoscopic. They include stresses within
former austenite grains in the new martensite or bainite substructure and
depend on crystallographic factors, orientations, volume expansions, etc.
These residual stresses can hardly be altered in the manufacturing process
and are considered an inherent property of the microstructure. Thus, the
selection of the mesoscopic scale for this work is oriented close to the man-
ufacturing process and instead of investigating mesoscopic stresses on an
martensite/bainite substructure level in detail we focus on the mesoscopic
stresses caused by segregation lines. The segegration lines (so called ”lines”
but in reality 2D planes) are caused during casting due to enrichment of al-
loying elements in inter-dendritic spaces and have different chemistry than
the initially formed ferritic dendrite. These local inhomogeneities cause
different thermal expansion, volume expansion, transformation start tem-
peratures and thus residual stresses. Residual stress measurements on this
length scale for simulation comparison, require extensive experimental ef-
fort and very precise sample preparation. Since common techniques, such
as X-ray diffraction require a prior determination of the chemical profile to
compensate measured lattice parameters for the chemical contribution, and
an unstrained lattice parameter as a strain reference must be determined. So
for this application the developed experimentally verified macroscopic model
is a way to give calculated estimates for residual stresses on an intermediate
scale, which are experimentally difficult to access.

The third order, or microscopic residual stresses appear on a charac-
teristic length scale from nanometers to micrometers and cover residual
stresses around precipitates, voids, dislocations. Especially precipitates play
an important role for designing hydrogen-resistant steel since in the recent
past their potential for beneficial hydrogen trapping [5] was explored for
applications with low hydrogen concentrations. They can act as so-called
”deep traps” with high binding energies for hydrogen. Thus we focus on the
residual stress fields around precipitates as hydrogen can locally accumulate
there.

Residual stresses can never be measured directly and are always calcu-
lated from measured strains using assumed or measured elastic properties.
The penetration depth versus the spatial resolution [6] decides the selection
of the appropriate measurement technique for the application at hand.

To determine residual stresses on a macroscopic level, strains can be
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Macroscopic residual stresses are relevant in steel components for ex-
ample after cooling [8], after hardening [9] or after welding [10, 11]. In all
these cases, the residual strains are assessed after the investigated produc-
tion step- but the evolution however can be assessed using an accompanying
finite element simulation.

For higher local resolution and also multi-phase states diffraction meth-
ods can be employed, to determine strains (stresses) during in-situ mechani-
cal loading [12]. When phase transformation is involved, residual stresses are
always determined in the final state [13] and mechanical properties, thermal
properties and metallurgical properties vary strongly and thus correlating
measured stresses to strains is difficult. In this work’ simulation framework
the phase kinetics and changes in material properties are determined sepa-
rately and combined in a phase transformation model.

Microscopic stresses can be determined using high-resolution transmis-
sion electron microscopy (HR-TEM), as Douin and coworkers did for inclu-
sions in aluminium [14]. In steels, this is more difficult due to the high defect
densities, but global lattice strains can be determined in duplex steels [15]
using SEM. And residual stresses around a single inclusion of 10 ➭m have
been studied by [16] in high strength steels using X-ray micro-tomography,
experimentally and using an elasto-plastic finite element model. For design-
ing low-residual stress steels, a comparison of relevant inclusions is presented
in this work. This is supposed to allow a rough classification of precipitates
on the one hand by their trapping behavior and on the other hand by their
residual stress formation potential.

1.3 Manufacturing process

The hot rolling process for seamless steel tubes consists of nine main process-
ing steps depicted in Fig. 1.2. First (a), the bloom in the as-cast condition is
cut into billets of the correct weight for the final tube’s dimensions. Then the
billets are transported to a (b) rotary heating furnace with a temperature
of about 1300◦C depending on the material, to dissolve and homogenize all
alloying elements in the matrix. Next the billet is transported to (c) a cross-
roll-piercer, where, based on the Mannesmann principle, a hollow cylinder
with specific inner diameter and wall thickness is formed [17]. Then the hol-
low work piece is attached to a mandrel bar and on (d) a push-bench pushed
through a setup of non-driven three-roll-cages and elongated to a maximum
length of 22.9 m. A (e) reeler releases the inner mandrel bar followed by (f)
a wall thickness inspection. Then, in thermo-mechanically controlled pro-
cesses, an (j) intermediate cooling step with phase transformation follows,
to reach smaller grain sizes. A (g) reheating furnace heats the tube shell to
800 to 1000◦C and is followed by the final shaping process: (h) the stretch
reducing mill. There the tube shell is elongated with a maximum of 28
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released). The main focus on this work is on residual stress evolution in a
QT steel grade. The formation mechanisms can however be transferred to
TM grades as well.

1.4 Material

The investigated steels in this work are two T95 grades following API stan-
dard 5CT [19]. The carbon contents of these steels are 0.31wt%C for steel A
and 0.25wt%C for steel B. The latter was developed as sour-gas resistant
steel grade and thus the main research focus is on this material. The in-
cluded publications refer to this grade.

1.4.1 Alloying concept

For sour gas resistant seamless steel tubes of high strength a fine-grained
tempered martensitic microstructure (σY >750 MPa) and high toughness
[19] is required. For this steel class grain refinement and precipitation
strengthening are the most relevant strengthening mechanisms [20].

Precipitates in low-alloyed steel form at different process steps along
the manufacturing line. Beginning with casting, where oxides and high
temperature carbides and nitrides [21] are formed. They are summarized as
so called primary carbides. During hot rolling and tempering precipitates
containing Ti, V, Nb, Mo and Cr from [21].

The population precipitated in austenite during rolling or in the normal-
ization heat treatment step is incoherent in the resulting martensite/bainite
(TM) after phase transformation and also in the final quenched and tem-
pered martensite (QT). Especially NbC due to its strain induced precipita-
tion can prevent austenite grain growth during hot rolling as it changes the
recrystallization temperature [22, 23, 24, 25].

No significant effect of microalloying elements on hydrogen uptake or
corrosion resistance in sour gas (H2S) environment was found by Riecke in
1991 [26] for tempered ternary alloys. In his work he compared the effect
of Mo, V, Ti, Nb and Zr for comparable weight fractions. Later, Mendibide
presented an alloying concept for H2S resistant steels and mentioned a pos-
itive effect of Cr form 0.7-1.3 wt% and also that Nb carbides apparently
reduce hydrogen uptake during permeation charging [27]. This effect was
not further discussed in detail but could be linked to a larger number of
hydrogen traps, when Nb is additionally added.

In a broad variation of alloying and heat treatment, it turned out that
higher tempering temperatures positively affect the corrosion resistance (as
long as ferrite α to austenite γ phase transformation is prevented) [28].

For the concept of quenched and tempered low-alloyed steels precipi-
tates function as strengtheners, especially in QT grades, as the as-quenched
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martensite strength is reduced in the subsequent tempering step. Ti, V, Nb,
Mo are well known to be effective strengtheners [29, 30, 31]

The microalloying elements Ti, V and Nb all have in common, that
they form MC carbides an NaCl like fcc rock salt structure and have a
’Baker-Nutting’ [32] orientation relationship with bcc iron when formed in
martensite/ferrite. If they were formed in austenite, they would exhibit the
Kurdjumov-Sachs orientation relationship in bcc iron after phase transfor-
mation [33].

TiC and VC differ in their hydrogen trapping behavior. Vanadium forms
non-stochiometric V4C3 carbides [34] with free interstitial lattice positions
that have been shown to act as additional hydrogen traps [35, 36].

Fors compared in his work all micro-alloying elements with respect to
their misfit strain as function of precipitate size first for VC [29] and later
for many MC carbides [37]. Based on the lattice parameter for iron and MC
carbides Fors calculated the misfit strain for disk like precipitates of Baker-
Nutting orientation relationship as a function of slab thickness, i.e. the
disk thickness. For the same slab thickness, TiC has about twice the misfit
strain of VC and also requires twice the amount of geometrically necessary
dislocations [37].

This is of particular interest, since small, incoherent particles show the
highest strengthening effect due to the transition from Friedel to Orowan
mechanism [38, 20]. Also the interface energy of the precipitate with the ma-
trix plays a role, and this gives a relative comparison, which micro-alloying
element should in theory have the highest strengthening potential.

1.4.2 Martensite and bainite

Microstructure

When discussing residual stresses in low alloyed steels the constituent phases
must be discussed. During accelerated cooling austenite γ transforms to
martensite or bainite. Martensitic transformation is athermal- and the
growth rate ż is proportional to cooling temperature increment over time
Ṫ = dT

dt
. It starts at a specific temperature called martensite start tempera-

ture Ms and is a displacive shear deformation of the bcc lattice with respect
to fcc austenite [39, 40].

The structure of martensite has a hirarchical order and the substructure
sizes depend on the carbon content [39, 40]. For low carbon martensite
(<0.5wt% carbon) laths with about 0.5 ➭m width are formed. The size of
its substructures also depends on the former ausentite grain size and Mn
content [41]. The main alloying elements controlling the martensite start
temperature are C, Mn, Ni and Si [42].

Phase transformation to bainite is also displacive but below bainite trans-
formation start temperature Bs it continues at constant temperature. There
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are two to three different types of bainite depending on the literature. Ohtani
[43] distinguishes three different types of bainite: (I) carbide free bainite,
(II) lower bainite and (III) upper bainite. Bhadeshia [44] distinguishes only
between upper and lower bainite.

The distinction between martensite and lower bainite can be made either
via hardness, optically, EBSD and the orientation with respect to the former
austenite grain or the orientation of cementite [40]. The relevant elements
controlling bainite transformation are C, Mn, Mo, Cr [42].

1.4.3 Interaction with hydrogen

One of the first things known about the interaction of hydrogen and steel was
that the susceptibility to hydrogen induced cracking (HIC) and hydrogen
embrittlement (HE) increases with its strength [5].

The yield strength of steel depends on the grain size, dislocation density,
solution strengtheners and interstitials. All of them hinder dislocations in
their movement and thus raise the yield strength [20, 40]. But all these
lattice defects act as potential hydrogen trapping sites.

For hydrogen the material’s solubility refers to the sum of available in-
terstitial lattice positions and trap sites with different binding energies per
unit volume [45, 46]. A trap site can be any lattice defect: grain bound-
aries, dislocations, voids, precipitates and their interfaces, etc. The traps
can be assumed to be in local thermodynamic equilibrium with the lat-
tice and are categorized in shallow or weak traps with binding energies of
around 30 kJ/mol (i.e. low angle grain boundaries, interstitial lattice posi-
tions, dislocations) and with increasing energy up to deep or strong traps
with more than 60 kJ/mol (matrix/precipitate interfaces, carbon vacancies
within precipitates, voids) [47].

When the available hydrogen concentration is small compared to the
trap solubility (i.e. available trap positions per unit volume), deep traps
are filled based on the thermodynamic equilibrium. When more hydrogen
is available, also shallow traps are filled. For shallow traps little activation
energy for de-trapping is needed and hydrogen can enter the lattice and
easily diffuse. The sum of hydrogen at interstitial lattice positions and
shallow traps is often referred to as mobile or diffusible hydrogen. But
basically all trapped hydrogen is available for diffusion if activation energy
for detrapping is provided. However, only the mobile or diffusible hydrogen
concentration is responsible for hydrogen embrittlement [48].

Depending on the amount of hydrogen there are two different approaches
how to prevent HE. (i) if the hydrogen concentration is lower than the trap
solubility, hydrogen accumulates at positions with higher trapping energy
that are energetically favorable. If the number of these deep trap sites is
high enough to contain all present hydrogen, and the activation energy for
escaping these traps cannot be overcome at application temperatures, they
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are called ’benefical’ traps. They contain the hydrogen and there is no/little
diffusible hydrogen in the matrix left (in equilibrium at a given temperature).

(ii) if the hydrogen concentration is higher than the solubility of the
traps at a given temperature, there will be strongly and weakly trapped
(diffusible) hydrogen present at trap sites and interstitial matrix positions.
The weakly trapped hydrogen is able to diffuse within the matrix and will,
when new defects such as crack tips or stress fields are formed, accumulate
there due to higher number of available trapping positions in the strained
lattice, especially if plastic deformation appears. The local hydrogen accu-
mulation can then cause hydrogen induced damage.

In the case of sour gas, there is a constant supply of hydrogen and thus a
condition (ii) with constantly higher hydrogen concentration than material
solubility is assumed. In this case, diffusible, weakly trapped hydrogen is
present in the matrix and the development approach is to reduce all internal
stress concentrations- in form of residual stresses on all length scales, since
they act superimposed to external loading. These stress fields and especially
plastic deformation, increase the number of trap sites and thus the local
hydrogen content, which can lead to hydrogen induced damage.

Moderer [28] tested a number of alloys with a broad variation of micro-
alloying elements and the general trend is that with higher tempering tem-
peratures better sour gas resistance can be achieved. And higher tempering
temperatures require a delayed ferrite dissolution to austenite and precipi-
tation strengtheners to sustain strength.

Sasaki reported in 2015 that MnS should be avoided in combination
with hydrogen, as it acts as a pre-crack[49]. When hydrogen is present in
the material (it can be absorbed by surface corrosion processes, cathodic
protection, or supplied by hydrogen transport) it interacts with local mi-
crostructure. The interaction of hydrogen with residual stresses was investi-
gated by Dabah [50] using high energy X-ray diffraction and was found that
hydrogen reduces residual stresses during uptake in a reversible manner.

When discussing hydrogen uptake in low alloyed steels, one has to care-
fully compare the investigated microstructures. Martensite, bainite and fer-
rite have been repeatedly reported to differ with respect to hydrogen uptake
and hydrogen embrittlement (HE). However, the reason for it is not often
addressed: whether it is due to a difference in dislocation density, size of
microstructural features such as grain size, block/subblock size and the cor-
responding boundaries per volume or due to retained austenite in martensite
and bainite.

It has been reported that martensite can contain larger amounts of hy-
drogen compared to bainite and the hydrogen content in martensite increases
with increasing carbon content [51]. In a study on martensite and bainite of
the same carbon content of 0.2wt%C the susceptibility to hydrogen embrit-
tlement in as-quenched martensite is higher than in bainite [48]. Martensite
also shows higher hydrogen contents of 10 ppm compared to ferrite/pearlite



CHAPTER 1. INTRODUCTION 11

and bainite and has the highest fractions of diffusible hydrogen (4 out of
10 ppm). Note that the effect of the reported value in ppm strongly de-
pends on the strength and microcstructure. Bainite has been reported to
be more susceptible to hydrogen embrittlement [52] compared to ferrite due
to a larger number of weak traps that provide diffusible hydrogen during
loading in a ferritic/bainitic steel.

Zuh reported, that [53] QT martensite shows, despite higher strength,
better hydrogen resistance than quenched and partitioned (QP), intercriti-
cally annealed and quenched and partitioned (IAQP) microstructures con-
taining retained austenite. But this effect seems also to strongly depend on
the amount and morphology of retained austenite within the structure.

Regardless of the exact reason, whether it is due to a higher disloca-
tion density, grain and subgrain boundary, number or carbides, etc., the
approach selected in this thesis is to determine macroscopic and mesoscopic
residual stresses as a function of process conditions for a microstructure con-
taining martensite, tempered martensite and bainite, since higher hydrogen
concentrations appear, where stress concentrations and plastic deformation
appears.
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1.5 State of the art

Calculating macroscopic residual stresses using a simulation approach for
steels has been topic of research already in the previous century. Fernandes
(1985) [54] and Denis [55] (1992) published a numerical framework that con-
siders phase transformation effects in steels. These approaches require data
on the material’s mechanical, thermo-physical and transformation behav-
ior. The kinetic behavior for displacive transformation was early described
by Koistinen and Marburger [56] and was also used in this work. For the
diffusive phase transformation approaches from Scheil based on the additiv-
ity principle [57], or a thermodynamic formulation from Lusk [58] used by
Prime [9], are available.

The selected kinetic model in this work was developed by Garrett [59].
Schemmel [8] and coworkers already implemented a similar framework for
residual stress formation in steel cylinders for continuous cooling. This work
extends the framework from [8] to consider discontinuous cooling conditions
resulting from the spray water quenching equipment, using an approach
adapted from [60]. This combination allows calculating the residual stress
evolution during discontinuous cooling and requires taking into account all
previously formed product phases for a non-continuous cooling path.

On the mesoscopic scale it is known, that segregation can cause resid-
ual stresses. This effect is for example pronounced in nickel-base super
alloys, where Epishin and coworkers modeled residual stresses due to inter-
dendritic segregation taking into account the dendrite geometry [61]. In
steels, solid state phase transformation is involved and may dominate the
stress state. Siwecki and colleagues [62] calculated the residual stresses due
to segregation in samples from heavy steel plates after quenching. In this
experimental study the residual stresses are calculated from experimentally
determined residual strains. Their calculations yield similar magnitudes of
residual stresses for comparable chemical variations as considered in this
work. In this work we numerically investigate the effect of the macroscopic
stress state in addition to the isolated investigation of stresses due to chem-
ical variation. Changes in local properties due to segregation are taken into
account.

On the microscopic scale it is well established to calculate residual stresses
around precipitates using numerical models. A qualitative comparison of
different precipitate types with respect to their residual stress formation po-
tential has also already been performed by [63]. These known approaches
are combined in this work to complete the quantitative summary of residual
stresses on three different length scales for low-alloyed steels.
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1.6 Modeling

The finite element software ABAQUS [64] is used to implement and calcu-
late the temperature, phase and residual stress evolution on different length
scales. Four different finite element models are created to perform the cal-
culations presented in the publications and are briefly introduced in this
section.

1.6.1 Model types

The finite element model describing the macroscopic temperature and resid-
ual stress evolution is presented in detail in chapter 2. The thermal bound-
ary conditions describing spray water cooling were adapted from [60]. The
necessary mechanical properties were experimentally determined and in-
clude elastic and plastic properties of austenite, as-quenched martensite and
bainite. The bainite samples for the mechanical material characterization
were specially heat treated to adjust a >90% bainite microstructure. The
thermo-physical properties were determined experimentally (thermal expan-
sion, thermal conductivity, density, specific heat) as function of temperature
for martensite and austenite. In bainite they are assumed to be similar to
martensite. Temperature dependent Poisson’s ratios for the phases were cal-
culated using JMatPro [65]. The phase transformation kinetics was fitted
to dilatometer curves at cooling rates ranging from 300 ◦C/s to 0.19 ◦C/s
covering transformations to martensite, bainite and ferrite/pearlite. The
kinetic parameters for the Koistinen and Marburger kinetic [56] describing
the transformation to martensite and the bainite and ferrite phase trans-
formation kinetic [59, 66] were adjusted both manually and using a least
squares optimization routine in Python. Also a Scheil kinetic model [57]
was fitted for bainite phase transformation using a Python routine. The
phase transformation models as well as the material data were implemented
in ABAQUS.

❼ Axisymmetric macroscopic model of a tube’s cross section

This model is employed to calculate the macroscopic temperature,
phase evolution and residual stresses as a function of radial position
in a tube. Different tube geometries (177.8 mm outer diameter and
12.65 mm wall thickness and 200 mm outer diameter and 22.65 mm
wall thickness) and cooling conditions are calculated. The cooling is
implemented using a user defined subroutine applying a given amount
of water represented by a temperature dependent heat transfer coeffi-
cient [67, 68] on the tube’s inner and outer surface that accounts for the
spray water cooling in the manufacturing process. In axial direction
(i.e. z-direction) the mechanical boundary condition is a generalized
plane strain condition (εz=const.) and the thermal boundary condi-
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tion accounts for heat transfer in axial direction. The thermal problem
is solved first using axisymmetric, linear thermal elements DCX4 and
subsequently the mechanical solution is calculated with the resulting
temperature field using CAX4 elements. The element size is varying
from 0.1265 mm to 0.2265 mm for the different dimensions.

The total strain tensor εt is decomposed into

εtij = εelij + εpij + εthij + εvolij + εtripij (1.1)

The phase evolution for ferrite/pearlite, bainite and martensite has
been similarly implemented by [8] and coworkers to investigate residual
stresses in steel cylinders and was adapted in this work.

❼ Mesoscopic generalized plane strain submodel

of an endless segregation plane within the tube to investigate the effect
of the marcoscopic stress and temperature evolution on the mesoscopic
scale. The boundary conditions are transferred from the macroscopic
level. For a point on the inner and outer position the total strain of one
element- which corresponds to an area of 126.5×126.5 ➭m with a seg-
regation line thickness (calculated to adjust certain volume contents)
of 20-100 ➭m.

❼ Mesoscopic generalized plane strain model without external loading

to isolate the effect of carbon content, volume expansion and phase
transformation on residual stress formation for an infinite segregation
plate. The martensite start temperature was varied based on local
changes in carbon content determined by the martensite lattice pa-
rameter in stress free samples. The lattice strain in the segregation
line can be correlated to a carbon fluctuation of maximum ± 0.03wt%.
The lattice strain was determined in stress free samples to obtain a
macroscopically unstressed reference strain and calculate the macro-
scopic residual stresses correctly. Metallurgical volume expansion and
thermal expansion, which also change with local chemistry, were de-
termined depending on the carbon content [69] and JMatPro [65]

❼ Microscopic model with single inclusion

From a material’s point of view all particles of different structure than
the matrix can be referred to as precipitates, which can form either in
the melt, austenite or some product phase. From a mechanical point
of view and particularly when discussing strain fields around particles
with Eshelby based eigenstrains, an inclusion is referred to as a region
Ω that is subjected to a stress-free eigenstrain- but is of the same
elastic behavior as the matrix. An inhomogeneity has different elastic
properties than the matrix [70]. This model is employed to calculate
strain energies for Mo2C carbides in iron.
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❼ Microscopic model with multiple inclusions A submodel from [71] was
adapted for modeling a volume element with multiple inclusions of
oblate to prolate spherical shape with different aspect ratios and sizes.
The cubic volume element is subjected to periodic boundary conditions
and either (i) mechanical loading using a reference node to determine
the Young’s modulus as a function of precipitate phase fraction and
(ii) thermal loading to calculate thermo-elastic residual stresses. This
model is used to calculate the mesoscopic Young’s modulus in a segre-
gation line as a function of carbon content and precipitate volume frac-
tion and thus the mesoscopic residual stresses. Also residual stresses
due to thermal mismatch. Note that the inclusions are assumed to
be mainly Cr rich cementite, as has been found by TEM and EDX
measurements.

1.6.2 Phase transformation model

The Koistinen and Marburger model correlates the evolution of the dis-
placive phase transformation from austenite to martensite with the cooling
rate [56]. It describes an athermal transformation, since at constant tem-
perature the cooling rate is zero and transformation stops.

Isothermal diffusive phase transformation was described 80 years ago by
Avrami [72] and extended by Cahn with the principle of additivity [73]. It
implies that the transformation progress at two different temperatures can
be combined. Scheil further extended this approach and invented a method,
where a fictitious time accounts for transformation at previous continuous
cooling as if it had been isothermal and thus allows modeling phase evolution
during non-isothermal cooling.

Another approach, considering the nucleation and growth of the product
phase as it occurs in diffusive transformation was published by Garrett [59]
and Mahnken [66]. This approach requires several fitting parameters (10 per
transformation) but allows on the other hand a transformation description
over a broader range of cooling rates.

The material model and the necessary data is described in detail in
chapter 2. In this section the additional information on the numerical im-
plementation is given and the following section describes the user subrou-
tines SDVINI,USDFLD, EXPAN, HEATVAL, CREEP and FILM to describe the
phase transformation and thermal process boundary conditions.

The user subroutines are solved at each integration point [64]. USDFLD
returns a user defined number of field variables, which are each assigned to
certain phases and influence the material properties. The user subroutines
are initialized using SDVINI, were start values for the state variables are de-
fined. State variables are for example phase fraction z, phase increment ∆z,
phase formation rates ż = dz/dt, temperature T and other internal variables.
To initialize the user defined field, the following keywords must be included
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in the .inp file:*User Defined Field, *Initial Conditions, type=SOLUTION,

user and *Initial Conditions, type=FIELD.

SDVINI

defines the initial values of the state variables

USDFLD

contains the implementation of the phase transformation models, i.e.
the Koistinen and Marburger [56] kinetics for martensite formation,
where the newly created phase increment per time for the time incre-
ment ∆t and temperature increment ∆T is a function of the kinetic
parameter β if the temperature T is below martensite start tempera-
ture Ms:

∆zM =

{

0 if T<Ms

−β∆Tzγ if T>Ms

(1.2)

For transformation to bainite the newly created phase increment ∆zb
is calculated following [59, 66] as a function of temperature T , the
nucleation radius R, the critical nucleation radius Rcrit, the free energy
Gs and the austenite volume fraction zγ

∆zB =

{

0 if T>Θ0

∆zb(T,R,Rcrit, Gs, zγ , ...) if T<Θ0

(1.3)

With a critical nucleation radius Rcrit, which is calculated as a function
of temperature T and the parameters A1,Q and Θ0 by

Rcrit =
A1,QΘ0(Θ0 − T )0.5

T (Θ0 − T )
. (1.4)

The free energy Gs is

Gs =
A3,QΘ

2
0(Θ0 − T )1.5

(Θ0 − T )2
. (1.5)

using parameter A3,Q. The increment of the nucleation radius ∆R is
calculated as a function of temperature T and the parameters α2u and
Θ∗ as

∆R = α2uexp

(

−|T −Θ∗|

Bu

)

. (1.6)

The current nucleation radius R at time increment i is

Ri = Ri−1 +∆R. (1.7)
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If Ri exceeds the critical radius Rcrit at time i, Rcrit,i then the phase
formation rate ∆żB is calculated as

żB = A5exp

(

Θ∗ − T

B1

)

exp

(

−Gs

RT

)

〈R−Rcrit

R

〉n

(zγ)
γ (1.8)

with A5, B1 and n as material parameters and R as the gas constant.

The newly created phase increment ∆zB is calculated by

∆zB = żB∆t. (1.9)

The austenite phase fraction is reduced by the martensite and bainite
increments

∆zγ = −∆zM −∆zB (1.10)

and the new austenite, martensite and bainite phase fractions are

zM,i = zM,i−1 +∆zM (1.11)

zB,i = zB,i−1 +∆zB (1.12)

zγ,i = zγ,i−1 +∆zγ . (1.13)

UEXPAN

This subroutine governs the thermal and metallurgical expansions εth

and εvol.

The thermal expansion increment is the phase-fraction weighted sum
of the k = 0, ..., N phases times the temperature increment:

∆εth =
N
∑

k=0

αkzk∆T (1.14)

With αk being the thermal expansion coefficient of the phase k. The
metallurgical volume strain increment due to phase transformation is

∆εvol =
N
∑

k=0

żk(kkT + dk)∆t (1.15)

where kkT and dk are parameters to describe a linear temperature
dependence of the metallurgical expansion.

The returned strain increment EXPAN(1) is ∆εth +∆εvol.

HETVAL

The latent heat returns the heat flux increment ∆Q̇TR(żk) (J/m3s),
which is created by dissipation during phase transformation. H is
implemented following [57] as:

∆Q̇TR(żk) = ∆Hk∆żk. for k = 1, . . . , N (1.16)
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Hk is determined from differential scanning calorimetry curves at dif-
ferent cooling rates for the individual phases and is the integral of the
specific heat (J/kgK) over temperature.

CREEP

In order to describe the phenomenon of transformation induced plas-
ticity, the plastic strain during transformation is implemented using
the subroutine creep.

The creep subroutine returns the sum of the creep strain increment
∆εtrip and classical creep strain increment ∆εcr. However, classical
creep is only considered when calculating the tempering kinetics and
is not active in the quenching procedures. Leblond’s initial formulation
of the TRIP strain [74]

εtripij = KσijΦz (1.17)

Φz = z(2− z) (1.18)

where K is some constant at the order of 10−4 MPa−1, σij is the applied
stress and Φz a saturation function. The incremental formulation is

∆εtripij = KSijΦ
′

z∆t (1.19)

dΦz

dt
= Φ′

z = 2ż − 2zż = 2ż(1− z) (1.20)

The creep formulation in ABAQUS however is

∆εcrij =
1

3
∆εswRij +∆εcrnij . (1.21)

Where Rij denotes the matrix of swelling ratios and nij is the gradient
of the deviatoric stress potential, which is defined as

nij =
∂Q

∂σij
=

3

2

Sij

Q
(1.22)

with Q as the equivalent stress, σij is the applied stress and Sij the
deviatoric stress tensor. And since ∆εsw=0

∆εcrij = ∆εcr
3

2

Sij

Q
. (1.23)

The creep formalism is used to implement the TRIP strain, i.e.

∆εcrij ≡ ∆εtripij . (1.24)

Thus the TRIP strain increment ∆εtrip is calculated for each product
phase k as

∆εtripk = 2KkQf ′(z1. . . zN )żk∆t (1.25)
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Note that the interaction with other product phases evolving simulta-
neously is accounted for by the saturation function f ′(z, ..., zn) with

f ′(z1. . . zN ) =

(

1−

N
∑

i=1

zi

)

. (1.26)

Classical creep is implemented by means of a temperature dependent
power law. Since during tempering the stresses relax in as-quenched
martensite/ bainite the creep law was parametrized with measure-
ments on as-quenched martensite.

FILM

The FILM subroutine applies a given amount of water represented by a
temperature dependent heat transfer coefficient to the inner and outer
surface of the tube’s axisymmetric model. The heat transfer coefficient
is calculated following [67, 68].

In reality the cooling boxes are fixed and the tube moves along them.
In the model it is more efficient to keep the tube fixed and to let the
cooling boxes move with a velocity v. With the given tube geometry,
the position of each box xi is calculated over time. If the position of a
point on the tube coindex with the position of one of the cooling boxes,
then the heat transfer coefficient is switched to corresponding temper-
ature dependent values. Otherwise, a fixed coefficient for contact with
air is applied.
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1.7 Main findings

The main findings of this work are:

❼ An experimentally verified process model accounting for phase trans-
formation during accelerated cooling of steel tubes, that yields residual
stress distributions

Specifically: After quenching: Residual stresses in tangential and axial
direction range from -800 MPa to 700 MPa. Radial stresses are below
100 MPa.
Ater tempering: Macroscopic residual stresses in all directions are re-
duced to ±20 MPa.

❼ Low-residual stress cooling concepts for the investigated material are
derived: Reduction of temperature gradients, cooling from both sides
and phase transformation initiated on inner and outer surface yields
low residual stresses

Specifically: Residual stresses of dimension 177.8×12.65 mm can be
reduced to ±250 MPa using internal and external cooling.

❼ The macroscopic residual stress state is independent of microstructure:
low-residual stress distributions can be achieved with mostly marten-
site but also mostly bainite microstructure.

Specifically: Residual stress distribtions with tangential and axial stresses
of ±250 MPa can be achieved with both, mainly martensitic or mainly
bainitc microstructure.

❼ Segregation lines can locally cause residual stresses. After accelerated
cooling they depend on local transformation start temperatures and
after tempering on the different coefficients of thermal expansion.

Specifically: For an experimentally determined change in local chem-
istry residual stresses of ±30 MPa remain in segregated areas and
matrix.

❼ Residual stresses around inhomogeneities, in this work referred to as
microscopic residual stresses, remain after tempering for secondary
precipitates and can be present after accelerated cooling for primary
carbides and oxides.

Specifically: Average thermo-elastic residual stresses in the matrix are
30 to 60 MPa. Local residual stresses can range up to 500 MPa.
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❼ For Mo2C precipitates the shape and orientation is determined by in-
terface anisotropy.

Specifically: The incoherent interface energy is about 3 times higher
then the mechanical strain energy for the investigated inclusion size.
Both interface and strain energy yield a minimum for inclusion orien-
tationsd observed in reality.

The developed models allow the calculation of residual stresses in low-
alloyed steels on three different length scales. Strategies for cost efficient
processing routes yielding low residual stresses can be derived on this basis.
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2.1 Abstract

A finite element modelling approach is applied to investigate the evolution
of residual stresses, temperature and phase fraction during quenching of
low-alloyed seamless steel tubes. Under real-process quenching conditions,
non-continuous cooling occurs that results in a stopping and restarting trans-
formation front throughout the tube’s radial direction. It is shown that
the simulated temperature history, transformation kinetics and the residual
stresses from the thermo-mechanical model can be correlated with exper-
imentally observed residual stresses and micro-hardness investigations of
produced tubes. The effect of the discontinuous cooling was found to be
negligible with respect to residual stresses for comparable conditions, but
it can cause local self-annealing and micro-hardness drops. The combina-
tion of outer and inner cooling of the tube influences residual stress and
micro-hardness distribution significantly.

2.2 Introduction

Quantitative knowledge of residual stresses and their distribution in steel
products is essential to guarantee their quality and safety in use. Several
ways to calculate residual stresses in components are documented in lit-
erature, ranging from analytical solutions to frameworks for finite element
(FE) based model approaches. A detailed literature review on the theo-
retical framework for implementing phase transformation in residual stress
calculations was given by Rohde and Jeppsson in 2000 [2]. In 2008, Sim-
sir and Gür published a FE method based framework for steel quenching
simulations [3] and later investigated the effects of asymmetrical specimen
geometries on residual stress distributions [4]. A similar framework was used
to simulate the influence of size effects during quenching of steel cylinders
by Schemmel and coworkers [5] in a FE model. In the recent past, the
focus of modelling residual stresses with simulation methods also included
microstructural influences such as crystallographic orientation on the occur-
ring transformation-induced plasticity (TRIP) [6] as well as the influence
of asymmetric cooling conditions on hot rolled plates [7]. Many industrial
quenching processes use a cooling setup that can cause non-continuous cool-
ing and thus discontinuously progressing phase transformation. In this pa-
per, the effect of non-continuous cooling conditions on residual stresses and
phase transformation in seamless steel tubes is presented. This involves
discussing the effects of a stepwise propagating phase transformation front
and the effects of plasticity and transformation-induced plasticity on the
resulting stress state. The stepwise propagation of phase transformation
appears, because during the quenching procedure the tubes are cooled by
moving through a spray water cooling line, which consists of several cooling
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baskets. Near each basket the cooling efficiency is high, while between two
baskets the heat flux is lower and the warmer regions near the inner diame-
ter reheat the outer area. To investigate the residual stress evolution under
the non-continuous cooling conditions of the spray water quench, depending
on the tube dimension and the cooling speed, a simulation framework is
implemented in the FE program ABAQUS. User subroutines are used to ac-
count for phase transformations, cooling conditions and material properties.
The simulation results are compared to online temperature measurements
to verify the thermal model boundary conditions. For the comparison of the
residual stress simulation results with the real process, tubes of two differ-
ent dimensions were produced, and after manufacturing, a slice was cut off
to perform stress measurements on it. The evolving residual stresses were
calculated by means of a consecutive analysis of three problems: (i) the
time dependent temperature profile controlled by the austenitization tem-
peratures and cooling system;(ii) the evolving solid-state transformations
during accelerated cooling, which serves as input for (iii) the residual stress
evolution during phase transformation.

2.3 Methods

The following section describes the process, the model and the included
theory in detail.

2.3.1 Process description

The investigated quenching process is part of a quenching and tempering
procedure. During quenching, the tube is cooled very rapidly from austeni-
tization temperature to about 60◦C. The austenitization aims at homogeniz-
ing the material after the rolling process and the subsequent rapid cooling
gives a fully martensitic microstructure with high strength. To achieve this
kind of microstructure the tube is transported to a water-quenching system,
where it is cooled while it moves through eight cooling baskets with spay
water nozzles, see Fig. 2.1. Depending on their dimensions different cooling
routes are chosen for the tubes; the dimension 178x12.65mm is cooled only
by the cooling baskets, whereas the dimension 200x22.65mm is additionally
cooled by a lance that also applies water from the inside. Fig. 2.1 depicts the
schematic time temperature profile during quenching and tempering (QT)
process and the cooling equipment.

2.3.2 Model description

The following section gives a description of the model that combines the
thermal boundary conditions, the solid-state phase transformation model
and the necessary input data for the stress simulation.
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and yield stress, generally referred to as property Pk, are linearly weighted
by phase fractions zk for k = 0. . . N phases by

P (T, zk) =
N
∑

k=0

Pkzk, (2.1)

where k = 0 denotes the parent phase and nonzero k the product phases.
The transformation strains εTR

ij for martensite and bainite is given by

εTR
ij = δij

N
∑

k=10

βk(T )żk, (2.2)

where δij is the identity tensor, βk(T ) denotes the temperature dependent
uniaxial transformation strain and żk the formation rate. The latent heat
of the transformations, QTR(żk), is the enthalpy ∆Hk times the formation
rate of phase k,

QTR(żk) = ∆Hkżk. (k = 1. . . N) (2.3)

The transformation-induced TRIP strains are implemented following Green-
wood and Johnson [16] and are implemented in the FE program using a
modified Leblond’s [17] formulation:

εTRIP
ij =

3

2
KkSijf

′(z1. . . zN )żk (2.4)

Where zk denotes the transformed fraction of product phase k and the func-
tion f ′(z1. . . zN ) makes sure that the corresponding TRIP strain saturates
when the parent phase has been consumed by 1...N product phases:

f ′(z1. . . zN ) = 2

(

1−

N
∑

i=1

zi

)

. (2.5)

The calculations were performed in the finite element simulation program
ABAQUS using DCAX4 and CAX4 elements for the thermal and mechanical
calculation step with a size of 0.12x0.12mm.

Simulation input data

The investigated material is a micro-alloyed high strength steel with 0.3wt%
carbon. To describe the thermal conductivity λ, specific heat cp, Young’s
modulus E and Poisson ratio ν data from JMatPro calculations for the
individual phases (austenite and martensite) are used as input data. The
data for the phases are combined according to the phase fractions calculated
from the phase transformation kinetic model, see equation (2.1). Table 2.1
and table 2.2 give the temperature dependent input data for austenite and
martensite.
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Table 2.3: Model parameters for the bainite phase transformation follow-
ing [18]:

A5 Θ∗ B1 n γ A1/Q
∗ A3 Θ0 α2u Bu

(−) (◦K) (◦K) (−) (−) (−) (−) (◦K) (s−) (◦K)

7.23 710 40 16 1.005 10.85 3.5e-5 850 7.23 150

The plastic material data for austenite, martensite and bainite were ob-
tained in tensile tests at elevated temperature (see Fig. 2.3).

The parameters for the Koisitinen and Marburger kinetic were optimized
as follows: αM= 0.021 and Ms= 370◦C. The bainite phase transformation
kinetic was implemented following the work of Garrett [9] and Mahnken [11]
and the parameters are presented in Table 2.3.

The Greenwood and Johnson parameter for the martensite phase trans-
formation was experimentally determined to be KM= 8.96e-5 (MPa−1) and
for the bainite phase transformation KB= 8.83e-5 (MPa−1).

2.4 Measurements

The plastic material data were experimentally obtained for austenite, marten-
site and bainite in thermo- mechanical material tests on cylindrical speci-
mens with a narrowed gauge length that were cut from the tube. The used
test equipment was a universal testing machine Instron 8803 with a vac-
uum heating chamber, a load cell U10M with maximum 250 kN from HBM
and a laser extensometer by the company Fiedler Optoelektronik GmbH
model P-2S-50. An additional heat treatment according to CCT diagrams
was applied to achieve specimens of min 95% pure phases. Temperature
measurements on a test tube during quenching are performed using a high-
temperature data acquisition tool during quenching that detects data from
thermocouples. The thermocouples are fixed by a ceramic bond on the outer
surface of the tube. The hardness H 0.2 is tested on a Buehler micro hard-
ness tester. The high-energy X-ray diffraction residual stress measurements
were performed at the beamline P07 of Helmholtz-Zentrum Geesthacht, lo-
cated at the PETRA III synchrotron source of DESY, Hamburg. Rings of 10
mm thickness were cut from manufactured tubes and the stresses in radial
and tangential direction were measured with an energy of 87 keV and us-
ing conical slits evaluating the 211 bcc peak. The Greenwood and Johnson
parameter was measured following the work of Neubert and coworkers [19].

2.5 Results

In this section, the validation of the heat transfer coefficient for the tube
production line is presented and compared with simulation results. The
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ditions. (3) Cooling of dimension with 200 mm outer diameter and 22.65
mm wall thickness, referred to as dimension 2, with real process and thus
discontinuous cooling condition. Both real process simulations (case 2 and
case 3) are compared with residual stress and hardness measurements.

Next, the calculated inner and outer surface temperature for the model
case with continuous cooling of dimension 1 are shown in Fig. 2.5a. The
continuous cooling is accomplished by fully cooling the tube with the first
cooling basket. This leads to a complete martensitic transformation without
interruption. The temperature on the inner surface is time delayed due to
the thermal conductivity. When the temperature in the two points falls
below the martensite start temperature Ms the transformation starts, as can
be seen in Fig. 2.5b. The transformation is accompanied by a volume change
and the TRIP effect. The evolution of the different strain contributions in
tangential direction is depicted in Fig. 2.5c. The total tangential strain εt
in is split up into its components: an elastic component εelt ; a component
εth+vol
t that accounts for thermal expansion εtht and volume expansion εvolt ;
and a component εp+trip

t that accounts for the sum of classical plasticity εpt
due to thermal misfits and TRIP εtript .

The component εelt denotes the elastic strain contribution in tangential
direction. It can be seen that the elastic contribution is small compared to
εp+trip
t . Before the phase transformation during cooling from the annealing
temperature to Ms, the plastic strain εpt is positive for point 1 on the outer
surface and negative for point 2 on the inner surface due to the thermal
misfit. When the transformation starts the TRIP contribution leads to
decreasing εp+trip

t . This is because the stress state changes from tensile to
compressive regime due to the volume expansion in the transforming region,
see Fig. 2.5d, and according to equation (4) this leads to a negative TRIP
strain.

When the transformation has finished in point 2, see in Fig. 2.5b at 21 s,
the difference in the stresses at point 1 and point 2 is small compared to the
difference at 40 s, see Fig. 2.5d. This is due to the thermal expansion. Since
transformation finishes at the inner point 1 at about 200◦C while point 1
is already cooled to 20◦C an additional change in stresses is visible in Fig.
2.5d, when transformation has already stopped.

The resulting residual stress distribution for continuous cooling, the plas-
tic strain εpt and the transformation-induced plasticity εtript are depicted in
Fig. 2.6.

Fig. 2.6 shows that the contribution of transformation-induced plastic-
ity εtript is small compared to plasticity εpt caused by stresses due to thermal
and volume expansion. It shows that after the tube is cooled to ambient
temperature, the plastic strain near the inner surface of the tube increases
again because this austenitic region has to balance compressive stresses from
already transformed martensite as the phase transformation continues from
the outer to the inner surface. Before the phase transformation starts, the
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residual stress design for best product performance and operating conditions.
The main conclusions are:

❼ The non-continuous cooling leads to a combination of cooling and re-
reheating phases in the tubes’ radial direction, which in turn gives a
stepwise martensite formation, confirmed by hardness measurements,
and causes local self-annealing.

❼ Detailed analysis of time and spatially resolved simulation results allow
the understanding of residual stress evolution.

❼ The residual stress distribution is strongly dominated by plasticity due
to thermal misfits. The transformation-induced plasticity plays an
important role, since it counteracts the classical plasticity and shifts
stresses near the inner surface to values close to zero.

❼ The effect of the discontinuous cooling was found to be negligible with
respect to residual stresses, but it can cause local self-annealing and
micro-hardness drops.

❼ A basic Koistinen and Marburger phase transformation model consid-
ering temperature dependent transformation strains and transformation-
induced plasticity yields good qualitative agreement with residual stress
measurements. Further model improvements might consider a non-
homogeneous austenite grain size distribution before quenching and
decarburization effects on the surface.
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3.1 Abstract

Residual stresses in quenched seamless steel tubes highly depend on the
cooling conditions to which the tubes have been subjected. The design
aspect of how to use controlled cooling strategies in multiphase steel tubes
to achieve certain residual stress and phase configurations is discussed. In
an experimentally validated finite element (FE) model considering a coupled
evolution of martensite and bainite, three cooling strategies are tested for a
low-alloyed 0.25 wt.% C steel tube. The strategies are (i) external cooling
only, (ii) internal and external cooling for low residual stresses in a mainly
martensitic tube, and (iii) internal and external cooling with low cooling rate
for a mainly bainitic tube. The strategies represent design cases, where low
residual stresses with different phase compositions are provoked, in order
to show the potential of numerical analysis for residual stress and property
design. It can be concluded that, for the investigated steel class, intense
external cooling leads to a characteristic residual stress profile regardless of
the dimension. A combination of external and internal cooling allows a more
flexible design of residual stress and phase distribution by choosing different
cooling parameters (i.e., water amount and cooling times). In general, lower
cooling rates lead to lower thermal misfit strains, and thus less plasticity
and lower residual stresses.

3.2 Introduction

The novel aspect of this work is to use an experimentally verified multiphase
process model and present mechanism-based cooling strategies tailored to
specific requirements, such as defined residual stress state and multiphase
composition. Residual stresses are nowadays usually calculated using finite
element (FE) models. Denis et al. [2] gave a mathematical description on
how to couple thermal, mechanical, and metallurgical fields including phase
transformation in 1992, which is the essential framework for calculating
residual stresses during heat treatment. Rhode and Jeppsson [3] published
a detailed literature review on the established models and a comparison of
experiment and simulation. A very general overview for numerical modelling
for stresses in heat treatment applications can be found in the work of [4].

The effect of manufacturing process and material parameters on residual
stresses or distortion considering phase transformation has already been
investigated using FE methods for different applications. For welding, for
example, Fu et al. [5] investigated in 2016 the influence of welding sequences
on distortion, while Bhatti [6] focused on the influence of thermo-mechanical
material properties on residual stresses and distortion. Islam et al. [7]
additionally used numerical optimization to reduce distortion for arc welding
processes and combined distortion modelling with optimization.
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For conventional hardening, Prime investigated and predicted residual
stresses in a steel ring [8] and Eck and coworkers [9] modelled the resid-
ual stress evolution in a more complex component, that is, tire protection
chains. Schemmel et al., in 2015, pointed out the effect of component sizes
on residual stress formation [10].

When phase transformation is involved, as in ferritic steel products,
the concomitant volume expansion and transformation-induced plasticity
(TRIP) [11] can have a strong impact on the resulting residual stress distri-
butions, as discussed in the work of [10]. Deng pointed out the impact of
phase transformation in medium carbon steels has on residual stresses [12].
When multiple phase transformations (i.e., austenite to martensite and bai-
nite) appear, however, this has to be accounted for in the TRIP strain and
modelling strategy is proposed.

The systematic use of simulation to improve residual stresses or distor-
tion for ferritic steels has been discussed in the literature. Especially for
welding, recently published papers investigated the tuning of process pa-
rameters in order to reduce residual stresses and distortions [13]; however,
in some cases without considering TRIP and metallurgical volume expan-
sion, as in the literature on welding mentioned above from Islam, Fu, and
Bhatti. Nallathambi et al. [14] investigated the systematic reduction of dis-
tortion and the effects of certain material properties such as yield strength
and transformation start temperatures with the FE method for cooled steel
profiles. Islam et al. [7] even used optimization techniques to minimize dis-
tortion in welds, but did not take into account phase transformation effects.

In this paper, a numerical simulation of a tube quenching process is
presented considering all relevant phase transformation effects with the goal
of testing sets of process parameters that result in residual stresses as low
as possible. To find processing routes that result in desired residual stress
states with a defined phase composition, for example, mainly martensitic,
mainly bainitic, or mixed, model-based design strategies are developed and
used instead of iterative optimization routines.

It can be distinguished between minimum, optimum, and low residual
stress configurations. Low residual stresses (close to zero) do not always
imply that this is the optimum stress configuration, because, in some cases,
it is beneficial to have high compressive residual stresses (however, residual
stresses must be always self-equilibrated, and thus compressive stresses near
the surface must lead to tensile stresses elsewhere). Stress configurations
showing low residual stresses also do not automatically imply that this is
a minimum possible residual stress configuration. To find a global mini-
mum for all phase transformation and cooling configurations, a numerical
minimization would be necessary, as performed, for example, in the work of
[7].

The focus of this work is to use a FE integrated physical-based cooling
model and test different cooling strategies to design different phase distri-
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bution and stress configurations computationally. In the present work, the
simulation results of three different strategies to provoke certain stress and
phase configurations for a tube with 200 mm outer diameter and 22.65mm
(200x22.65mm) wall thickness are investigated:
The cooling strategies include the following:

(i) external cooling only, that is, the coolant is applied only to the tube’s
outer surface;

(ii) both, external and internal cooling for mainly martensitic microstruc-
ture, that is, an additional cooling is applied through a cooling device
from inside the tube;

(iii) and both external and internal cooling, mainly to adjust a bainitic
microstructure.

The critical physical quantity, giving rise to residual stresses in the in-
vestigated low-alloyed steels, is the temperature distribution, which, in turn,
influences plasticity and TRIP. A strategy on how to reduce residual stresses
after quenching is proposed. The main contribution of this work is modelling
strain and stress evolution during coupled bainite and martensite transfor-
mation in seamless tubes. Differences between low-stress and high-stress
cooling concepts are pointed out and mechanism-based cooling strategies
are proposed to design tailored residual stress configurations in multiphase
steel tubes.

3.3 Materials and methods

This section gives a brief model description of the investigated material, the
used FE model and the employed cooling strategies.

3.3.1 Model description

A tube with 200 mm outer diameter and 22.65 mm wall thickness is mod-
elled by an axisymmetric thin strip (see Fig. 3.1) subject to generalized
plane strain condition (εz = const.) in axial direction. The FE software
ABAQUS/Standard (version 2018) [15] is used and the chosen 2D axisym-
metric element types are DCAX4 for the thermal and CAX4 elements for the
mechanical calculation step with a size of 0.12x0.12mm and a generalized
plane strain condition in axial direction. The model thickness is 0.12mm
in axial direction, that is, one element line. The mechanical boundary con-
ditions are shown in Fig. 3.1 and the thermal boundary conditions apply
the heat transfer coeffcients αos on the outer surface and αis on the inner
surface and a continuous condition on the surfaces perpendicular to axial
direction.
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and Mahnken [19] for the basic framework, and in the works of [20, 21], who
added a distinction for upper and lower bainite and included additional
variant selection.

The model parameters were taken from the work of [17]. Alternative
models for diffusive phase transformation at non-isothermal conditions use,
for example, a stepwise isothermal Scheil approach based on the additivity
principle described in detail in the works of [2, 4]. Lusk et al. [22] consider a
set of thermodynamic Avrami-type equations as implemented, for example,
by Prime [8]. In this work, a model proposed by Mahnken was chosen for
its higher accuracy over a wide cooling range and the physical foundation
of most of its parameters.

The phase transformation models are implemented in an incremental
form in ABAQUS using user subroutines [15]. The subroutine USDFLD
assigns N–1 calculated product phase fractions to N–1 variables of a user
defined field, as the mother phase austenite is not assigned to an individual
variable. To account for the change in properties for a combination of dif-
ferent phases, namely, the change in thermal expansion, volume expansion,
TRIP strain, latent heat, Young’s modulus, and Poisson’s ratio, the proper-
ties Pk for k = 0, ..., N phases are linearly weighted by their phase fraction
zk by the following:

P (T, zk) =
N
∑

k=0

Pkzk, (3.2)

The weighted thermal strain increment ε̇th and volume expansion incre-
ment ε̇vol are calculated in the user subroutine UEXPAN. The equivalent
TRIP strain increment ε̇trip is calculated in the user subroutine CREEP. The
user subroutine HEATVAL accounts for the change in latent heat, following
the works of [4, 17].

The TRIP strain during phase transformation [11] is implemented using
the formulation of the work of [23]. The formulation was slightly adapted
in the work of [17] and this work to account for the fact that the austenite
is consumed by multiple phase transformations. The modification was not
used to the full extend in our previous work [17], as the focus was on model
development and not process design, but is of relevance now for combined
martensite and bainite phase transformation and reads as follows:

εtripij =
3

2
KkSijf

′(z1. . . zN )żk (3.3)

where zk is the fraction of product phase k and the function f ′(z1, ..., zN )
ensures that the corresponding TRIP strain saturates with decreasing parent
phase, which has transformed to 1, ..., N product phases:

f ′(z1. . . zN ) = 2

(

1−
N
∑

i=1

zi

)

. (3.4)
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Figure 3.2: Dependency of the transformation start temperature of
martensite Ms (black, λ= 0.1) and of bainite Bs (red, λ= 1.1) for different
applied stresses.

The material parameters Kk, also known as the Greenwood–Johnson
[11] parameter, are determined by means of dilatometric experiments per-
formed at two different cooling rates to induce martensite or bainite forma-
tion, respectively, and subject to an additional mechanical load following
the method as proposed in the work of [24]. These experiments also reveal
if the phase transformation start temperatures (Ms and Bs) are sensitive
to the applied stress. Fig.3.2 shows the results for the transformation start
temperatures for martensite (λ= 0.1) (λ is time required for cooling from
800 to 500◦C in hectoseconds) and bainite (λ= 1.1) for an applied stress
ranging from -90 to 90 MPa, which is about half the yield strength of the
austenite at this temperature.

The stress applied during phase transformation has only a small im-
pact on the transformation start temperature, as shown in Fig. 3.2 - not
at all for the austenite–martensite transformation (λ= 0.1) and very little
for austenite-bainite phase transformation (λ= 1.1). This allows a numeri-
cal calculation of the cooling problem in a weakly coupled manner because
applied stresses do not affect the solution for the thermal field. So, the
transient heat problem is solved first and the results serve as input for the
mechanical problem.

The theoretical Greenwood–Johnson parameter for the martensite phase
transformation at room temperature is as follows [11]:

K =
5

6

∆V/V

σY,γ
∼

5

6

0.0261RT

250MPa
≈ 8.7 10−5MPa−1 (3.4)1

1In the original paper the equation was accidentally given by 5

3

0.0261RT

250MPa
, which yields

the remaining plastic strain after a full transformation cycle, i.e. α ↔ γ. The equation
however, must be corrected by a factor of 1/2 to yield the remaining strain after γ → α
transformation.
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Design strategy

Considering two possible phase transformations in the model (i.e., from
austenite to martensite/bainite), the current work focuses on finding cool-
ing conditions that result in residual stresses close to zero MPa and different
phase constituents.

Even if compressive stresses on the outer surface as for strategy 1 can be
beneficial in some applications (e.g., corrosion, crack initiation), they may
be detrimental in terms of distortion in subsequent process steps, such as
annealing or machining. Hence, this work focuses generally on the stress
evolution and, for this particular application, on their reduction.

It has been shown by the authors of [17] that areas with severe plastic de-
formation in austenite owing to thermal misfits show high residual stresses
at room temperature. Therefore, the approach was to lower the thermal
misfit in austenite, by lowering the temperature gradients with more mod-
erate cooling and still preserving mainly martensite phase composition, as
in strategy 2. To this end, the applied water amount was reduced and ad-
justed individually at the inner as well as the outer surface to obtain similar
temperature gradients.

One way of producing mainly a bainitic microstructure is to cool at
very low rates following a almost horizontal line of a continuous cooling
transformation (CCT) phase diagram. In this work, however, the goal is to
get lower bainite by ‘quasi’ isothermal transformation close to the martensite
start temperature, as shown in strategy 3. This is achieved by quick cooling
on the surfaces combined with self-annealing and the still warm inner area
of the tube and is discussed in detail in the following results section.

3.4 Results

In this section, the simulation results for three different cooling strategies
are discussed. The residual stress in the radial, axial, and tangential direc-
tion are denoted as σr, σz, and σt. The total strain ε is split up into the
sum of contributions from the elastic part εel, thermal expansion εth and
metallurgical volume expansion εvol, and inelastic strain contributions from
plasticity εp and transformation induced plasticity εtrip. The used subscripts
indices then denote the respective strain component.

ε = εel + εth + εvol + εp + εtrip (3.5)

3.4.1 Strategy 1

Cooling strategy 1 uses external cooling only, which for the investigated
dimension, 200x22.65 mm, leads to a mainly martensitic microstructure.
Fig. 3.4a shows the temperature evolution at a point on the inner surface
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time. A maximum of 20% bainite forms in the middle region.
The bainite formation in this middle region happens as a result of the

cooling setup; here, the material points transform partly to martensite, but
the transformation stops between two cooling baskets owing to reheating,
which raises the temperature above the martensite start temperature Ms.
Owing to the preceding transformation history (microplasticity, interface
formation, and so on), the remaining austenite contains a large number of
nucleation sites, thus giving rise to an accelerated formation of bainite. This
is accounted for by the term (1− z)γ in Equation (12) the work of [20]. The
variable is a constant growth parameter and z is the already transformed
product phase fraction.

The expression (1−z)γ was modified in this work to account for the mul-

tiphase transformation to
(

1−
∑N

i=1 zi

)γ

for i = 1, ..., N product phases.

This reduces the remaining austenite fraction also by the previously formed
martensite fraction, which is no longer available for bainite formation.

3.4.2 Strategy 2

Fig. 3.6a,b show the temperature distribution for a quenching concept gen-
erating low-residual stresses; in this strategy, internal cooling is applied
additionally to the external cooling (temperature on the inner surface is the
green, dashed line in Fig. 3.6a). Martensite transformation starts from both
surfaces: inner and outer. The inner region is cooled for only 3 s by an inner
cooling device inserted into the tube, and is re-reheated subsequently by the
still hot middle region of the tube’s wall (curves for several different points
in the middle region are not shown for better readability).

Comparing Fig. 3.6b to Fig. 3.4b shows that the residual stresses are
reduced significantly; for example, on the outer surface from -900 MPa to
-200 MPa and on the inner surface from 20 MPa to -150 MPa.

A comparison of the distribution of the plastic strain component in tan-
gential directions shown in Fig. 3.6b versus Fig. 3.4b reveals the effect of
the temperature gradient. These thermal misfits cause classical plasticity in
the austenite with low yield strength.

The TRIP strain εtrip remains of a similar magnitude (in the range of
-0.4% to 0.0%) as for strategies 1 and 2, despite the slightly slowed down
transformation— but with different distribution owing to the altered tem-
perature profile and thermal misfits.

This is an expected result, as the austenite yield strength is not imple-
mented as strain rate dependent, because no strong strain rate dependence
was detected experimentally- and the integral under the phase evolution
rate integrated over time must always be 1. Thus, a fully completed phase
transformation always leads to a similar TRIP magnitude for similar cool-
ing rate and the distribution is altered owing to changes in the stress state
during transformation.
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3.5 Discussion and conclusion

A multiphase numerical model is presented to show three systematic de-
sign strategies on how to adjust distinct microstructures and stress states
in low-alloyed seamless steel tubes. The model accounts for the different
physical phase transformation mechanisms relevant at the respective cool-
ing rates. Three distinct cooling strategies and their effect on phase fraction
and residual stress evolution were investigated: (i) strategy 1, resulting in
a mainly martensitic microstructure; (ii) strategy 2, generating very low
residual stress; and (iii) strategy 3, resulting in a predominantly bainitic
microstructure.

The use of intense external cooling leads to a characteristic residual
stress distribution regardless of the geometry with compressive stresses on
the outer surface (177.8 mm x12.65 mm [16] or 200 mm x22.65 mm) for the
investigated material and wall thickness range. Depending on the applica-
tion and subsequent processing steps, a low-stress concept is not always a
desirable option. If compressive stresses are favored, the simulation frame-
work can be employed to find a maximum for compressive stresses on the
inner and/or outer surface.

A combination of internal and external cooling can lower residual stresses
considerably, while a similar microstructure can be preserved. This is shown
by the comparison of strategy 1, using external cooling only, and strategy
2, where a combination of internal and external cooling and lower cooling
rates reduce thermal misfits. The thermal misfits cause plastic strain εp in
the austenitic state, as can be best seen in strategy 1, which is one of the
main contributors to residual stresses. For the investigated cooling cases,
the resulting residual stresses are dominated by both plastic strain, εp, and
TRIP strain, εtrip.

Different microstructures, mainly martensitic or mainly bainitic, at low
residual stress levels can be adjusted with different intensities of internal and
external cooling. Rapid cooling on both surfaces, as in strategy 2, can yield
mainly martensitic microstructure, while short cooling followed by ‘quasi-
isothermal’ bainitic transformation, as in strategy 3, yields a mainly bainitic
microstructure, but both strategies result in low residual stresses.

To reduce residual stresses effectively, balanced phase transformation
fonts from both surfaces during quenching are favorable and temperature
gradients should be as low as possible to keep thermal misfits low, while still
adjusting the desired microstructure. Further research should be dedicated
to investigating the fundamental effect of prior martensite formation on the
subsequent bainite transformation kinetics experimentally, with simulation
methods, and to extending the modelling framework to include changes in
chemistry and austenite grain sizes.
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4.1 Abstract

The work presents a qualitative and quantitative model-based and exper-
imentally validated residual stress evolution in low-alloyed steel at three
different length scales during heat treatment. For a seamless steel tube the
macroscopic temperature, phase and stress evolution is calculated by means
of a continuum model of the heat treatment process of the tube. The strain
and temperature evolution is transferred to a submodel, which resolves the
locally varying chemistry being a result of interdendritic segregation. This
allows an assessment of mesoscopic stresses which may contribute to lower
local crack growth resistance and corrosion properties. Within the segrega-
tion lines and the surrounding matrix precipitates form. They are catego-
rized with respect to their tendency for formation of microscopic residual
stresses. After rapid cooling macroscopic stresses up to 700 MPa may form
dependent on the cooling procedure- as well as mesoscopic stresses up to
∆50 MPa. Common inclusions are ranked by their tendency for residual
stress formation.

4.2 Introduction

The residual stresses in low-alloyed steels are of interest, since they may
deteriorate the steel’s mechanical performance. Residual stresses can affect
fatigue behavior [1] and also influence interaction with hydrogen [2]. Thus,
quantifying residual stresses is an important step to guarantee component
integrity. Since residual stresses exist on different length scales, i.e. they
self-equilibrate at different characteristic lengths [3], their cause and scale
determining the mechanical performance is not known a priori. Bouchard
and Withers displayed for the example of a weld line in steel in 2004 [3] which
scales are to be considered. They classify type I as macroscopic residual
stresses, where the characteristic length λ over which they self-equilibrate
is about the component size S; type II residual stresses appear on length
scales of 3g ≤ λ ≤ 10g, where g denotes the grain size; for type III residual
stress λ ≤ g. In this work we refer to type I stresses as macroscopic, type II
as mesoscopic, and type III as microscopic residual stresses.

Modeling approaches to combine different length scales were, for exam-
ple, published by [4] for the example of a high speed tool steel. Golanski
[5] published in 1997 a general approach on how to homogenize and transfer
the effect of residual stresses from one scale to another.

Breaking the microstructure down into calculable pieces is frequently
accomplished by means of representative volume elements (RVEs). If the
necessary volume is too big for efficient computations, smaller elements with
lower complexity can be considered such as statistical RVEs (SRVEs). Also
real geometry models, as in Zhang (2016) [6] can be used if the focus is on
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investigating geometry effects. Zhang et al also reported in 2016 that in
this multiscale setup the residual stresses are dominated by those caused by
thermal misfits superimposed with the macroscopic stress state.

Residual stresses on the macroscopic scale are calculated in this work
using a continuum model developed in [7] which yields temperature, phase
fraction and temperature evolution as a function of the tube’s radial posi-
tion during heat treatment consisting of quenching and optional subsequent
tempering. A study on how to adapt the quenching process in order to lower
residual stresses is published in [8].

The mesoscopic model of a section of the tube’s wall focuses on resid-
ual stresses around segregation lines (planes), caused by interdendritic seg-
regation during casting. This segregation produces local chemical inho-
mogeneities which can be the source of residual stresses. The segregation
structure was determined from micrographs. A simplified model of an infi-
nite segregation plane is created for further analysis.

The microscopic substructure is implemented by means of a “charac-
teristic” volume element taking precipitate stress fields into account with
prolate to oblate randomly distributed ellipsoids with an experimentally
verified phase fraction.

Residual stresses are never directly experimentally accessible, but are
always calculated from residual strains. Macroscopic stresses are accessible
via strain measurement techniques, such as technological experiments with
strain gauges or cut compliance tests [9]. The stresses are then calculated
using elastic, macroscopic material properties. The final stress state can
be characterized this way after any manufacturing step. An accompany-
ing thermo-mechanical simulation accounting for the phase transformations
provides insight to the stress formation mechanisms during processing.

The mesoscopic residual stresses (strains) around segregated areas re-
ferred to in this work, are difficult to access experimentally. They equilibrate
in steels on length scales which are on an intermediate level between the grain
structure on the lower boundary and the macroscopic continuum properties
on the upper bound (1g ≤ λ ≤ 3g), and are on a slightly smaller scale than in
the definition given by [3]. Due to the chemical inhomogeneities, properties
such as lattice parameters and stiffness change locally, which complicates
the correlation of strain fields with stress fields.

Siwecki and colleagues [10] calculated the residual stresses due to segre-
gation samples from heavy steel plates after quenching. This experimental
study calculates the residual stresses from residual strains. They measured
comparable chemical variations for Cr and Mo as considered in this work-
but observed larger changes in local carbon content. Their calculations yield
similar magnitudes of residual stresses assuming the same elastic properties
in segregated and depleted zone. In this work we numerically investigate the
effect of the macroscopic stress state in addition to the isolated investigation
of the effect of chemical variation. The variation of material properties due
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to chemical variation is additionally considered.
To quantify mesoscopic residual stresses numerically in a low- and micro-

alloyed steel, an experimentally verified modeling approach is used. Trans-
formation kinetics, as well as relevant material properties are varied with
respect to chemical composition to characterize the effect of composition
change on residual stresses.

Microscopic stresses around inclusions or even around dislocation cores
can experimentally be accessed with high resolution imaging techniques,
such as TEM or high-resolution TEM [11] or also using X-ray diffraction
and can again be calculated from strain maps [9]. A modeling approach
was selected to determine microscopic stresses in low-alloyed steel, to give a
qualitative and quantitative ranking of different inclusion types as well as to
determine average and local effects of inclusions on the matrix stress state.
First the average residual stress formation potential based on thermo-elastic
considerations after [12] is calculated for common inclusion types. Then
the histograms for maximum principal stresses as a function of precipitate
volume fraction are compared.

4.3 Methods and Modeling

Residual stress formation in micro-alloyed steel on three different length
scales is modeled. The following models are used, see in Fig. 4.1: (i) a process
model calculating the temperature, phase and residual stress evolution on a
macroscopic scale, developed in [7, 8] (ii) a model on the mesoscopic scale
describing an infinite segregation ”line” (plane) and (iii) a volume element
containing inclusions for calculating microscopic stresses.

On the mesoscopic scale two different model variants are used: an un-
constrained model, were the reference point (RP, see Fig. 4.1) remains un-
constrained during cooling to isolate the contribution of chemical variation
on residual stress formation. In the second mesoscopic model, referred to as
the mesoscopic submodel, the thermal and mechanical boundary conditions
from different points of the marcoscopic model (i.e. on the outer surface
point 1, and on the inner surface point 2) are transferred to this model in
order to determine the effect of macroscopic gradients on the mesoscopic
scale in addition to chemical variation. Since the mesoscopic model de-
scribes a selected volume element and not a representative VE, the applied
boundary conditions are compensated for the elastic anisotropy due to the
geometrical constellation in the selected volume element.

In the mesoscopic model the direction 3 coincides with the tangential
direction t, and direction 1 with the radial direction r of the macroscopic
model. For the microscopic model, the precipiates are statistically oriented,
resulting in an isotropic material response of the volume element and no
sub-coordinate system is given here.
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The mesoscopic residual stress formation is influenced by local chemi-
cal inhomogeneities, which alter phase transformation kinetics and material
properties. The changes in martensite start temperature Ms, thermal ex-
pansion α, metallurgical volume expansion ∆V and Young’s modulus Emicro

I

and Emicro
II for the depleted region (region I, see Fig. 4.1) and the segregated

region (region II, see Fig. 4.1) are varied based on measured variations in C,
Mo and Cr content.

The depleted region I and the segregated region II can differ in precipi-
tate volume fraction ζi, for i = I, II. Thus the mesoscopic Young’s modulus
Emeso

i in the corresponding region contain a carbon content dependent ma-
trix contribution Emicro

i a contribution from the precipitates Emicro
p . It is

assumed that the regions I and II contain the same species of precipitates
and only the volume fraction differs.

The mesoscopic moduli Emeso
i for the regions i = I, II can be calculated

using a homogenization function f :

Emeso
i = f(Emicro

i , ζi, E
micro
p ) (4.1)

The homogenization function f can range from the Voigt upper bound
of ((1− ζi)E

micro
i + ζiE

micro
p ) to the Reuss lower bound ((1− ζi)/E

micro
i +

(ζi/E
micro
p )−1). For the investigated case f is between the upper and lower

bound and is calculated numerically using the microscopic model.
Emicro

I , Emicro
II are a-priori unknown since the variation in carbon content

between region I and region II is, known but not the total content. In a first
step, Emeso is calculated as a function of precipitate volume fraction ζ and C
content as a preliminary result, see Fig. 4.2. For an experimentally observed
volume fraction of ζ = 4% in region I and II the microscopic moduli Emicro

i

are adjusted, that the resulting mesoscopic moduli Emeso
i yield a measured

macroscopic modulus Emacro for the experimentally determined segregation
line phase fraction χ = 20%.

The macroscopic stiffness Emacro is calculated using a second numerical
homogenization function F , which is provided by the mesoscopic uncon-
strained model. The volume fraction χ of the segregated region I and the
mesoscopic moduli serve as input

Emacro = F (χ,Emeso
I , Emeso

II ). (4.2)

In the elastic consideration, the stiffness of the embedded precipitates
adds to these moduli in the depleted region I and the segregated region II.

With the thus determined microscopic and mesoscopic elastic properties,
the stresses on the corresponding length scales can be calculated with the
above presented finite element models for quenched and tempered state. To
quantify the microscopic residual stresses around inclusions and precipitates,
a number of common inclusions in low-alloyed steel is selected and compared
with respect to their potential for thermo-elastic residual stress formation.
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shape functions with a coarse element size of 0.2 µm on the outer surface
compared to the cubes length of 1 µm, and strong element refinement near
the inclusions. The inclusions have randomly varying aspect ratios from 0.5-
2 and a main axis length ranging from 40-70 nm. They are meshed with an
element size of maximum 10 nm. Periodic boundary conditions are applied
the free surfaces. First,(i) a uniaxial displacement is applied on the reference
node to determine the Young’s modulus Emeso for different carbon content
and precipitate volume fraction ζ and (ii) to determine the thermo-elastic
residual stresses the reference point (RP) is unconstrained.

The microscopic residual stress formation as well as the ranking of dif-
ferent precipitate types is considered elastically below a temperature of 0.4
T/TM homologous temperature (about 400◦C) based on deformation mech-
anism maps in steel [18]. Above this temperature a stress free state is as-
sumed and at cooling from 400◦C to 25◦C residual stresses start at a stress
free state and form elastically. This thermo-elastic approach is a simplified
measure and for a more precise analysis the crystallographic features and
stress relaxation due to creep should be considered.

To calculate the thermo-elastic stresses a uniform temperature field is
applied and the amplitude changed from a temperature of 400 ◦C to RT.
A Young’s modulus Emicro

I for a matrix carbon content of 0.25 wt%C with
ν = 0.33 and for the inclusions Emicro

P = 310 GPa and ν = 0.33 are assumed,
which is supposed to represent a mixture of Cr-rich cementite and Cr/Mo
rich MC carbides, which have been shown to be relevant in similar alloys [19].

If a product is subsequently tempered, the macroscopic residual stresses
fully relax at a temperature of 700 ◦C. During cooling to room temperature
microscopic and mesoscopic residual stresses form due to thermal misfits
between the steel and precipitates.

Isotropic elastic properties E and ν from literature are implemented as
a starting value and the elastic properties for the precipitates are shown
in table 4.1 for representative carbides, nitrides and oxides. The thermal
expansion and elastic data to determine residual stress formation potential of
different precipitate types, was mostly taken from fist principle calculations
and are- if available- average values from 400 ◦C to 25 ◦C. The resulting
stresses in matrix and inclusion in the depleted region (i = I) and the
segregated region (i = II) were calculated following [12], where for the
assumption of spherical inclusions the average stress σ̄P is

σ̄P = σ11 = σ22 = σ33 =
(αi − αP )∆T

1
3KP

+ 1
4(1−f)Gi

+ ζ
3(1−f)Ki

(4.3)

where the subscript P denotes the inclusion properties and I, II the
matrix. The average matrix stress ¯σI,II is

σ̄i =
−ζσ̄P
1− ζ

(4.4)
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Table 4.1: Elastic and thermal properties ofa number of homogeneities in
low-alloyed steel.

α a B E G ν σp σm
(10−6K−1) (GPa) (GPa) (GPa) (-) (MPa) (MPa)

Al2O3 7.278 [20] 249 [21] 399 [21] 162 [21] 0.24* -402.5 21.2
MgO 1.272 [20] 164 [21] 310 [21] 130 [21] 0.19* 351.0 -18.5
TiO 5.783 [22] 262 [23] 294* 112* 0.31* -633.1 33.3
TiN 5.678 [24] 277* 459 [25] 188 [25] 0.22[25] -658.7 34.7
TiC 4.918 [24] 242 [26] 474 [26] 187* 0.17* -746.1 39.3
NbC 5.101 [25] 267 [26] 438 [26] 188* 0.23* -739.3 38.9
VC 5.532 [25] 308 [26] 513 [26] 210* 0.22* -699.3 36.8
MoC 6.507 [26] 328 [26] 410 [26] 159* 0.29* -554.8 29.2
Mo2C 5.167 [27] 300 [26] 322 [26] 122* 0.32* -751.6 39.6
Fe3C 9.583 [28] 224 [29] 242* 92 [29] 0.36* -59.8 3.1
Cr7C3 6.958 [30] 312 [31] 226* 82* 0.38* -477.5 25.1
BN 5.000 [32] 400 [33] 923* 414* 0.11* -828.7 43.6

Fe 10.00[7] 174[7] 209* 80* 0.3[7]

a If available, average value from 700 to 25◦C
* Calculated from cited literature values in the given reference.

4.4 Results

To get an elastically consistent mesoscopic model and macroscopic model
the Young’s moduli Emeso

I and Emeso
II (Emeso

I,II ) were calculated to give a
macroscopic modulus of 209 GPa [7] for a segregation line volume fraction
χ = 20% and precipitate volume fraction ζ = 4% in both depleted and
segregated region.

In the unconstrained version of the mesoscopic model the martensite
start temperature Ms, volume expansion ∆V and thermal expansion α are
varied as a function of carbon content for a segregation line volume fraction
χ = 20%. The residual stresses are shown in Fig. 4.8 over the local differ-
ence in Ms. In the case of pure martensite formation, the residual stresses
increase with the difference in Ms and saturate at a constant level when
transformation in region I and II do not proceed simultaneously anymore.

The mesoscopic submodel is subjected to the thermal and mechanical
history and the results are shown in Fig. 4.7 (left) on the outer surface
and (right) on the inner surface. On the outer surface the temperature
decreases stepwise due to the setup of the cooling baskets, while on the inner
surface it decreases continuously. These results match exactly the profiles
published in [7] in Fig.3.7a. Due to the lower martensite start temperature
Ms the transformation starts with a visible delay on the inner surface in the
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segregation line (region II).
The total strain ε1,ε2 and ε3, where ε3 corresponds to the macroscopic

tangential strain, are applied with a reference node and are constant over
the investigated mesoscopic model since it is small compared to the tube’s
wall thickness. The depicted creep strain εtrip3 represents the component
of the transformation induced plasticity (TRIP) in direction 3. The TRIP
strains εtrip3 on the inner and outer surface differ, since the stress states
during transformation vary.

Comparing the residual stress evolutions σ3 on the outer (point 1) and
inner (point 2) surface reveal that the outer surface reaches residual stresses
of −831 MPa (I) to −873 MPa (II) in tangential direction and the inner
surface 13 MPa (I) to −50 MPa (II), where (II) refers to the segregated area
and (I) to the depleted area.

The absolute level of mesoscopic residual stresses matches the findings
from the macroscopic calculations and measurements published in [7]- since
the elastic values consistently chosen. The difference between the minimum
and maximum values on the outer surface of 42 MPa and 63 MPa on the
inner surface match with the values in Fig.4.8. This shows, that despite
huge non-linearites during cooling and phase transformation the mesoscopic
residual stresses are superimposed to the macroscopic stresses.

The relative stress formation potential (i.e. the average matrix stress
σm,avg of different inclusion types is given for an arbitrary volume fraction
ζ of 4%, to get a relative comparison between the species in Fig. 4.9. Boron
nitride BN shows the highest residual stress formation potential in steel
based on thermo-elastic assumptions, followed by Mo2C, TiC, NbC and
VC. Cementite Fe3C has a low residual and MgO could potentially cause
voids, due to its larger thermal expansion compared to Fe.

For Cr-rich inclusions the maximum principle stresses of RVE’s with
varying precipitate volume fractions ζ are evaluated at the integration points.
The results are shown in Fig. 4.10. and show a bimodal distribution. The
first peak, is the most frequently occurring stress changing from 15 MPa to
75 MPa for volume fractions from 1% to 5%. It is of similar magnitude as
the calculated average matrix stress in Fig. 4.9. The second peak is close
to 250 MPa which occurs in the inclusion vicinity. The maximum values of
range up to 550 MPa- they are mesh size dependent however, but similar
mesh size was used to give a relative estimation however.

Figure 4.11 shows a summary of residual stress formation on macro-
scopic, mesoscopic and microscopic scale for quenched/ or accelerated cool-
ing and tempered condition. Macroscopic stresses form during cooling due
to plastic thermal misfits and phase transformation and are fully released
after tempering at about 700◦C, as has been experimentally shown in [34].

The mesoscopic stresses in the quenched state cause stresses and the
tangential component (submodel direction 3) around a single segregation
line of ≤ ± 75 MPa with tensile stresses in the matrix is shown. After
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Thus, considering the mesocopic model in an unconstrained way to evaluate
the effect of carbon content and composition is correct.

A mechanically unconstrained, independent mesoscopic model is em-
ployed to investigate the residual stresses in segregated areas and depleted
areas as function of carbon content. For cooling rates provoking only marten-
site, the residual stresses saturate after a certain difference in Ms in the seg-
regation line and depleted region. When bainite is formed in the segregated
area, the residual stresses decrease again after reaching a maximum value.

Mesoscopic and microscopic residual stresses, are investigated using both
a representative volume element (RVE) and an averaging approach. With
the RVE, the maximum principal thermo-elastic residual stresses for cubical
models containing different volume fraction of inclusions, are investigated.
The most frequent stress correlates with the calculated thermo-elastic aver-
age matrix stress and ranges from 10 to 70 MPa. A selection of inclusions is
ranked by the average matrix stress, which they cause for a given arbitrary
volume fraction. It turns out, that BN shows the highest relative residual
stress formation potential, followed by Mo2C, TiC, NbC and VC.
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5.1 Abstract

Precipitation is a key factor in material design and engineering, as it can al-
ter or deteriorate many material properties. To explore its full capabilities,
detailed understanding of precipitate formation, structure and interaction
with the matrix is essential. While currently most theoretical studies fo-
cus on micro to macro-scale treatment of precipitation, gaining insight into
atomic interaction of matrix and precipitate is essential for knowledge driven
material design. With the increasing computational power, atomic-scale
investigation of local details of the precipitates’ interface is within reach.
Combing this approach with the finite element method allows investigating
the reasons for precipitate shape, orientation, their interface properties and
residual stresses.

In the current study, we exemplarily study the Mo2C precipitate, a car-
bide commonly used for secondary hardening in steels, and its interface to
the Fe matrix using ab-initio density functional theory. Mo2C is reported to
form needles nucleated at dislocations and oriented with their prolate axis
in <100bcc > directions. The known orientation relationship determines the
possible coherent and incoherent interfaces, of which three configurations are
chosen. By applying the stress-balancing method and the gamma-surface
approach, the ground state structures of the interfaces are determined at
the tip and for two orientations at the long side of the needle. Quantify-
ing the interface energies for different orientations in coherent an incoherent
state shows, that the needle tip in fact shows a higher interface energy than
selected interfaces on the long side.

The anisotropic interface energy integrated over the precipitate’s surface
is compared with numerical finite element simulations accessing the me-
chanical strain energy of the volumetric lattice expansion during formation.
Based on the computed interface energies and strain energy contribution,
the specific needle-shaped structure of the precipitate can be explained. A
simplified elastic approach is compared with a case that also considers creep.

Considering only the interface anisotropy yields a predicted aspect ratio
of 1.6. Considering interface energy and and purely elastic strain energy dis-
regarding creep contributions, the aspect ratio of minimum energy would be
5. Considering the effect of creep in the matrix, reveals that the mechanical
contribution becomes negligible and the interface energy dominates.

For a selected interface, the full elastic properties are determined and
compared to the Grimsditch-Nizzoli approach, where we find good agree-
ment. Our study shows how a combination of the ab-initio and the finite
element method may be used to characterize and understand the micro-
mechanical effects of precipitates.
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5.2 Introduction

Considerable effort has been dedicated to understanding the mechanisms of
precipitate formation, structure, and their interaction with the matrix, as
for Mo2C carbides. The precipitate shape, size and positions are of great
interest due to their impact on the overall mechanical properties. During
formation, shape, size and growth rates of precipitates are determined by
the volumetric free energy, the interface energy and the strain energy. These
energy contributions depend on the interaction between matrix and precip-
itate. Coherency, size and interface energies also affect the interaction of
precipitates with dislocations and therefore their strengthening contribu-
tion. It is necessary to understand these processes to use precipitation as a
key factor to design material properties.

The Mo2C carbide obeys the Pitsch-Schrader orientation relationship
with the surrounding Fe matrix, which describes an alignment of a hexag-
onal close packed (hcp) with a body centered cubic (bcc) crystal structure
[1, 2, 3]. In this respect it is worth noting that Mo2C exhibits a hcp struc-
ture only above 1600 K and below that temperature the crystal structure
is orthorhombic (pseudo-hexagonal) α-Mo2C and belongs to space group 60
Pbcn [4]. Shi [5] reported that small systematic deviations up to 5.5◦ from
the Pitsch-Schrader relationship can exist and that near the needle tip Mo
seems to be substituted by Fe, while in the center of the particle the car-
bide is essentially Fe-free. For our calculations we assume for the sake of
simplicity pure Mo2C in the precipitate and pure Fe in the matrix.

A characteristic feature of Mo2C carbides is their shape, i.e. they are
needle like with the prolate axis in < 100 > direction of the Fe matrix [1, 2,
5]. These studies focusing on precipitation kinetics and orientation use TEM
SANS and gain insight into the resulting growth rates, size distributions
and aspect ratios but cannot get insight as to why a certain orientation is
preferred. The reason for the observed orientation relationship and shape of
the carbides has not been discussed yet in literature.

Insights to mechanisms from atomistic modeling gives a better under-
standing in addition to experimental work and has been successfully applied
in many cases; Janisch et al. [6] showed how precipitation may lead to grain
boundary embrittlement in Mo. Fors et al. [7, 8] studied the precipitate
stability of various carbides and nitrides in Fe and Sawada et al. [9] investi-
gated the transition from coherent to semi-coherent Nb-C precipitates using
first principles. A recent work by DiStefano et al. [10] focused on H trap-
ping at TiC precipitates, which could explain the large spread of trapping
energies observed in experiments. These findings from atomistic scale are
vital for an accurate description of precipitates and are hardly accessible by
other methods.

The experimentally observed aspect ratios for Mo2 carbide in Fe range
from 2 to 4, reported by [2] for tempering up to 100 h at 510◦C. The length-
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ening was investigated by Hall [11] at 600◦C for tempering up to 24 h and
reported precipitate lengths of 80 nm with an aspect ratio of 7. Yamasaki
and Bhadeshia [3] modeled the precipitation of Mo2C in iron and found be-
ginning Oswald ripening at an average length of 70-80 nm. Based on these
observations we calculate the energy balance for a Mo2C precipitate in Fe at
a temperature of 600◦C with a fixed volume of 5500 nm3 (which corresponds
to a length of 80 nm and an aspect ratio of 7).

We couple atomistic scale first principle methods with macroscopic scale
finite element (FE) methods to get a quantitative energy balance for Mo2C
embedded in a bcc iron matrix at 600◦C and a realistic inclusion volume.
We do not consider the precipitate growth kinetics, but the energy balance
of a coherent and incoherent precipitate for different orientations and aspect
ratios at constant volume to investigate why certain cases are favored. To
this end, volume expansion of Mo2C, temperature dependence of elastic
constants for Fe and Mo2C, and interface energies are computed using first
principles and then serve as input for finite element (FE) simulations of
the precipitate in a matrix by means of a continuum mechanical approach.
We find energetic reasons for the specific orientation relationship as well as
for the preferred needle like shape of the precipitate by combining of the
interface and mechanical aspects.

5.3 Computational Details and Methodology

In the following section we present the methods for calculating the thermal,
elastic and interface properties of Mo2C and Fe and the strain energy con-
tributions. It is assumed that for an early precipitation state the Mo2C-Fe
interface is coherent, which is in agreement with experimental data. To this
end, three distinct positions of the ellipsoid’s surface are selected. Then
we calculate the interface energies, work of separation and elastic interface
properties using Density-functional theory (DFT). The interface energies are
calculated for an incoherent interface and compared to the coherent case.

Subsequently, we use a FE model to calculate the strain energy contri-
butions for different orientations and aspect ratios at constant volume. The
formation of a precipitate is accompanied by a considerable volumetric lat-
tice expansion. For the macroscopic strain energy we take the volumetric
lattice expansion, i.e. the ’stress free eigenstrain’, which the inhomogene-
ity is subjected to, according to Allen and coworkers [2]. To determine the
strain energy contribution in the total energy balance the results of a sim-
plified elastic model are compared with a model considering creep, which is
likely to occur at the given precipitate formation temperature.

Combining interface energy contribution from first principles and the
strain energy contribution from finite element analysis yields the total energy
balance which is evaluated at different aspect ratios and orientations in order
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to determine the energetically most favorable configurations.

5.3.1 DFT simulations

The ab-initio simulations in this study were performed using density func-
tional theory (DFT) as implemented in the Vienna Ab-initio Simulation
Package (VASP) [12, 13, 14, 15] with projector augmented wave functions
(PAWs). For the xc functional, the implementation by Perdew, Burke, and
Enzernhof (PBE) [16, 17] was employed. The potentials for the elements
were taken from the VASP recommendations, i.e. C was treated with four,
Fe with eight, and Mo with twelve electrons in the valence. The tempera-
tures of interest for this study are always below the Curie point of Fe and,
therefore, Fe was considered in its ferromagnetic state. The energy cut-off
for the interface and surface calculations was 400 eV and k-point density for
all cells was set as close as possible to 36 points x Å.

Phonons are calculated using the small displacements method where
the computational framework for pre- and post-processing is provided by
the phonopy [18] package. Here, a supercell size of 3×2×2 in a, b and
c directions was used, respectively. For the Brillouin zone integration, a
40×40×40 q-point mesh was used.

Elastic constants

In order to obtain the elastic constants, the so called energy approach was
used as implemented in the python package ThermElpy [19, 20], which serves
as a toolkit for pre- and post-processing of DFT data. The toolkit automati-
cally analyzes a given crystal structure in terms of its symmetries and identi-
fies appropriate symmetry-inequivalent deformation types. For each of these
deformation types, 21 distorted structures are generated in the range of -5%
to 5% Lagrangian strain and their total energy is calculated using VASP.
The elastic constants are then obtained by fitting the total energy-strain
curves using polynomials and taking the second derivatives with respect to
strain. Using Voigt notation, this reads:

Cij =
1

V

∂2E

∂ηi∂ηj

∣

∣

∣

∣

η=0

, (5.1)

where ηi denotes the Lagrangian strain in Cartesian direction i. Special
care is taken also to choose the best fitting polynomial and data range using
descriptors like the cross validation score [19, 20].

Thermal expansion

The coefficient of thermal expansion (CTE) is calculated using the quasi-
harmonic approximation [21]. Starting form the 0K equilibrium volume, the



CHAPTER 5. PUBLICATION 4 103

cell is expanded and atomic positions and cell shape are relaxed. Then, for
each volume the free energy as a function of temperature is determined from
the inner energy and the vibrational free energy. The equilibrium volume
for each temperature is determined by calculating the mimimum of the free
energy vs. volume for that temperature from 0 to 1000K. The volumetric
CTE is then calculated using finite differences according to

αV =
1

V0

∆V

∆T
. (5.2)

Temperature dependence of elastic constants

To calculate the temperature dependence of elastic constants, first the vol-
ume thermal expansion of the solid V (T ) is obtained as described in Sec-
tion 5.3.1. Then, elastic constants are computed for a range of differ-
ent volumes V . The volume dependent elastic constants are then fitted
using a polynomial of third order to get a smooth function Cij(V ). Fi-
nally, the elastic constants for a given temperature are obtained by taking
the elastic constants for the equilibrium volume of this temperature, i.e.
Cij(T ) = Cij(V (T )).

Calculation of interface properties

As a prerequisite for the interface simulations, the surface energies of Fe
and Mo2C are computed. We consider Mo-rich conditions in this study.
The surface energy of Mo2C is computed using

γMo2C = (EMo2C − µMo2CNMo2C − µMo(2NC −NMo))/2A. (5.3)

where EMo2C denotes the total energy of a cell containing a Mo2C slab with
area A. It is important that the termination 1 on both sides of the slab is
the same. The chemical potentials µMo2C and µMo are obtained from the
total energy per structural unit of the corresponding ground state structures
and are given per structural unit, i.e. per atom for Mo, and for a unit of
two Mo atoms and one C atom in the case of Mo2C. Nx denotes the number
of structural units for x in the cell. The structures used for the simulation
of Mo2C are shown in section 5.6, Fig. 5.14.

For Mo2C, the computation of surface energies is more complicated as
for Fe because it is not always possible to construct stoichiometric slabs with
the same surface termination on both sides of the slab. The equation for
the surface energy of Fe simplifies to

γFe = (EFe − µFeNFe)/2A. (5.4)

1Termination denotes the atomic configuration at the interfaces and free surfaces.
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and a Mo2C slab with vacuum on top, the interface energy is given by

γI = (EI − µs
FeNFe − µs

Mo2C
NMo2C − µMo(2NC −NMo))/A− γsFe − γsMo2C

.
(5.5)

In this equation, EI denotes the total energy of the interface cell with
interface area A. In analogy to the surface energy (Eq. 5.3), the chemical
potentials µs

Fe, µ
s
Mo2C

, and µs
Mo are obtained from the corresponding ground

state structures and are given per structural unit. Due to the vacuum on
top and bottom of the interface structure, the cell (i.e. the combination of
Mo2C and Fe lattice) with the carbide-matrix interface also contains two free
surfaces: a Fe surface and a Mo2C surface, and the corresponding energies
(γsFe and γsMo2C

) have to be subtracted. The chemical potentials and the
surface energies are obtained from cells strained by the same amount as the
interface cell (denoted by the superscript s). Thus, the elastic energies of
the strained cell cancels out and the interface energy only remains.

Another characteristic of an interface is the work of separation, which
quantifies the work needed to separate a given interface. It is defined as

Wsep = γFe + γMo2C − γI . (5.6)

The surface energies γFe and γMo2C correspond to the surface energies
of the surfaces created when separating the interface.

5.3.2 Energy contributions

This section addresses the comparison of mechanical and interface energy
contributions caused by a Mo2C precipitate embedded in a Fe matrix during
isothermal formation. For the mechanical energy contributions we use a
continuum approach. The lattice expansion, which an inclusion volume is
subjected to when forming Mo2C, is taken from Allen [2] and is denoted
ε
vol,i.e. the assumed ”stress free eigenstrain”. The hexagnoal structure

proposed by [2] was adapted accordingly to our orthorhombic notation.

ε
vol =





0.003484 0.0 0.0
0.229 0.0

sym. 0.1136



 (5.7)

This eigenstrain is applied to the Mo2C inhomogeneity embedded in
the Fe matrix and resulting the strain energies are calculated for different
aspect ratios and orientations. Due to the considerable magnitude of the
eigenstrain, a purely elastic analysis with overestimate stresses and a case
considering creep is calculated at formation temperature. At 600◦C matrix
creep is activated in the matrix and dissipates strain energy. An elastic
approximation must thus be seen as simplification.
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When plastic dissipation appears in either matrix or inhomogeneity an
energy minimization is not adequate anymore and other extremizing princi-
ples may be used, as pointed out by [24] 2.

But since we consider only a monotonic loading path and no unloading,
creep can be mimicked by a non-linear, rate dependent elasticity and thus
we may minimize the total energy Et as the sum of

Et = EIF + Eel + Ecr, (5.8)

where Eel denotes the elastic, Ecr the creep (later summarize as strain energy
contribution Emech) and EIF is the interface energy contribution.

The interface energy contribution EIF is calculated by numerical inte-
gration over the ellipsoid’s surface for different orientations

EIF =

2π
∫

0

π
∫

0

|xIF

n | dϕdθ. (5.9)

Hhere
x
IF

n = RΓR−1
xn (5.10)

with R as the rotation tensor of the ellipsoid’s main axis with respect
to the bcc principal axis, and xn being the normal vector to the ellipsoid’s
surface in spherical coordinates and

Γ =





γ1 0.0 0.0
γ2 0.0

sym. γ3





.
This assumes a continuous gradient of the interface energy over the sur-

face. In reality there may be small fluctuations, though.
The FE model uses the calculated anisotropic moduli from first principles

as input in order to compute the relative strain energies. The inhomogeneity
is embedded within a cube of significantly larger size (cube side length=
100, inhomogeneity length of about 5 (depending on the aspect ratio) and a
mesh with quadratic, tetrahedral C3D10 elements. The mesh size is 10 on
the the cube’s surface and refined up to 0.1 near the inhomogeneity, after a
convergence analysis.

Two different models are used: model 1 with fix aspect ratio and different
orientations and model 2 with variable aspect ratio and fixed orientation of
the inhomogeneity’s principal axis.

With model 1 the mechanical strain energy contribution with respect to
different aspect ratios was determined for aspect ratios ranging from 0.1 to

2Other authors [25] also used minimization to find an energetically favored shape and
orientation. Here we explain additionally why minimization may be used.
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results are shown for the elastic properties of ferromagnetic bcc Fe in its
α-phase. The second part focuses on the thermal properties and elastic con-
stants of orthorhombic Mo2C, i.e., the ζ-phase. All elastic constants are
obtained using the energy approach as described in Section 5.3.1. Phonons
are calculated within the quasiharmonic approximation (QHA) as described
in Section 5.3.1. The temperature dependent elastic properties are calcu-
lated in order to use realistic values for a quantitative elastic strain energy
contribution.

Fe

The elastic constants of bcc Fe have been extensively studied both experi-
mentally as well as by theoretical calculations [28, 29, 30]. To give a con-
sistent picture of the elastic properties of the system Mo2C-Fe, we compute
the elastic constants of bcc Fe in its ferromagnetic state. The results for
the three independent components of the elastic matrix of bcc Fe at T=0K
are shown in Table 5.2. A comparison to a previous theoretical work by
Caspersen et al. [28] also given in the table shows good agreement with our
results. Compared to the results by de Jong et al [31], C11 shows a larger
deviation and is closer to experiment. This discrepancy is to be expected
due to the difference in the computed equilibrium lattice parameter.

For calculating the temperature dependent elastic constants the temper-
ature dependence of the lattice parameter is needed. An ab initio calculation
of the thermal properties of Fe is rather cumbersome. Therefore, we take
the thermal lattice expansion from experiment [32]. Calculation of elas-
tic constants at different lattice parameters allows for the prediction of the
temperature dependent elastic constants in a quasi-harmonic manner. The
resulting temperature dependence of elastic constants of ferromagnetic bcc
Fe is shown in Fig. 5.3 in comparison to experimental data. Generally, an
overestimation of elastic constants can be seen which is to be expected as a
consequence of the overestimation of bonding originating from the exchange-
correlation functional used in our DFT calculations. The temperature de-
pendence of the shear elastic constant C ′ is shown in Fig. 5.3 (a). Here, our
results show a stronger temperature dependence than experiments. Partly,
this difference can be attributed to the fact that elastic constants are deter-
mined experimentally using the ultrasonic technique which results in adi-
abatic values whereas the calculated values should be interpreted as being
isothermal. The temperature dependence of the diagonal shear component
C44 is shown in Fig. 5.3 (b). For the C44 component there is no difference
between the adiabatic and isothermal conditions and the temperature de-
pendence also quantitatively follows the trend observed in the experiment.
Also the temperature dependence of the bulk modulus shown in Fig. 5.3
(c) is in good agreement with the experimental data. Finally, it should be
noted that we study bcc Fe in its ferromagnetic state and disregard changes
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Table 5.2: The calculated elastic constants of bcc Fe in comparison to
other theoretical [28, 31] work and experiment [33]. (lattice parameter a in
Å, Cij in GPa)

this work Ref. [28] Ref. [31] experimental Ref. [33]

a 2.832 2.838 2.848 2.87
C11 280 271 247 243
C12 144 145 150 138
C44 96 101 97 121

in elastic anisotropy due to magnetic disorder which are reported to have
large influence above the Curie temperature TC [30]. For our calculation this
has little influence on the resulting elastic constants because we are below
Curie temperature (TC = 1043K).

Mo2C

The elastic matrix of the orthorhombic ζ-phase of Mo2C has nine indepen-
dent components. A comparison of the matrix of elastic constants obtained
using the procedure described in Section 5.3.1 with values from a previous
theoretical work by Connétable et al. [35] is given in Table 5.3, showing ex-
cellent agreement. To obtain the thermal expansion as well as the volumetric
CTE, phonons are explicitly calculated as described in Section 5.3.1. Fig. 5.6
(b) shows the volumetric CTE as a function of temperature, compared to
experiments. Here it can be seen that the averaged, i.e., volumetric CTE
is in good agreement with the experiment. In order to obtain the temper-
ature dependence of elastic constants, the volume expansion is determined
in the quasiharmonic aproxmation. The elastic constants are calculated for
structures with the equilibrium volume at different temperatres as described
in Section 5.3.1. The resulting temperature dependence of the nine inde-
pendent components of the elastic matrix are given in Fig. 5.4 (a), (b) and
(c). The temperature dependence of the macroscopic elastic moduli, bulk
modulus B, Young’s modulus E and shear modulus G are obtained by Voigt
averaging and compared to experimental values in Fig. 5.5. It can be seen
that changes of elastic moduli due to temperature changes correspond well
with the experimental trend. The overestimation of the absolute value of
the bulk modulus is to be expected and can be attributed to the exchange-
correlation functional used, which is known to overestimate bonding.

5.4.2 Mo2C-Fe Interface

The theoretical surface energies for different Fe and Mo2C surfaces are pre-
sented in 5.4. The surface energies for Fe are in good agreement with litera-
ture data, and are lower than for Mo2C. This is not surprising as Fe is softer,
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Table 5.4: Surface energies computed for Fe and Mo2C given in J/m2.

system termination surface γ literature

Fe (100)Fe 2.50 2.55[38], 2.53[39]
Fe (110)Fe 2.42 2.47[38], 2.46[39]
Mo2C T1 (100) 2.95
Mo2C T2 (100) 3.27
Mo2C T1 (010) 3.18
Mo2C T2 (010) 2.98
Mo2C T1 (001) 3.18
Mo2C T2 (001) 3.12
Mo2C T3 (001) 3.27

which means that it has weaker bonds and therefore, it is easier to break
bonds and to create a surface. Comparing the surface energies for differ-
ent Mo2C terminations, we observe a slight preference to terminate surfaces
with Mo rather than C, yet in general, the investigated surfaces only show
a comparably weak anisotropy.

For terminating the Mo2C slab at the interface with Fe we have the same
possibilities as for the free surfaces, as mentioned in section 5.3.1. This
means two different terminations for interface 1 and 2 and three different
terminations for interface 3 between Mo2C and Fe. When joining two slabs,
different translations of the slabs with respect to each other are possible.
The sum of these translation states make up the γ-surface of the interface
[38, 7]. The lowest energy on this γ-surface corresponds to the energetically
most favorable interface. For every interface termination the γ-surface is
computed to identify the ground state structure. To save computational
effort, only the symmetrically unique part of the γ-surface was computed.
We also used slightly smaller slabs normal to the interface plane than given
in Table 5.1. However, as we are only interested in relative changes of the
interface energy for the γ-surface, this should not affect the results. The γ-
surfaces are shown in Fig. 5.7. The plots show that there is a small variation
in the interface energy (below 0.25 J/m2) for both terminations of interface 1,
for interface 2 with termination T2, and interface 3 with termination T2.
This variation is more pronounced for interface 2 with termination T1 and
interface 3 with termination T3. However, for termination T1 for interface 3
the variation is exceptionally large.

The minimum of the γ-surface corresponds to the ground state of the
interface for a chosen termination. In Fig. 5.15 the ground state structures
are shown. Visible effects of the relaxations are only observable for the atom
layers closest to the interface. For interface 3 with termination T1, major
reconstruction of the Fe atoms at the interface takes place: Fe atoms in the
interface complete the Mo hexagons of the Mo2C slab and the remaining Fe
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Table 5.5: The dimensions of the original Fe and Mo2C slabs as given
in Table 5.1 as well as the interface dimensions obtained from the stress
balancing method [22] in Å with the corresponding strains.

Interface 1 Interface 2 Interface 3

l11 l12 l21 l22 l31 l32
Mo2C 5.22 12.12 5.22 4.74 4.74 12.12
Fe 5.66 12.01 5.66 4.00 4.00 12.01
Interface 5.37 12.15 5.40 4.36 4.37 12.23
ǫ Mo2C [%] 2.79 0.25 3.33 -8.72 8.57 0.91
ǫ Fe [%] -5.40 1.15 -4.81 8.26 -8.36 1.83

atoms reorder. Also for terminations T2 and T3 the relaxations of the Fe
atoms at interface appear to be of larger magnitude.

The interface energies for these interfaces are computed using Eq. 5.5
and are given in Table 5.6. The interface energies are lowest for interface 1
and highest for interface 3 ranging from 0.99 to 1.54 J/m2. In general, we
observe a linear correlation of the constituting unstrained surface energies
with the interface energy where high surface energies lead to high interface
energies. The interface energy of an incoherent interface (γincohI ) is approx-
imated by the mean over the γ-surface, as in an incoherent interface every
translation of the γ-surface will appear [7]. For interface 1 and 2 the gamma-
surface is relatively small and therefore the contribution from translations to
the incoherent interface energy is rather small (¡ 0.1 J/m2). The situation is
different for interface 3, where this contribution is generally much more pro-
nounced: It is of the same size as the interface energy for all terminations,
and reaches 1.58 J/m2 for T1.

The work of separation for separating the strained interface to strained
surfaces (W s

sep) ranges from 2.75 J/m2 for interface 3 with termination T3
to 4.16 J/m2 for interface 1 with termination T1. If we assume that upon
separation, the Fe and Mo2C slab will relax from the strained state back
to equilibrium (Wsep), the variation is much lower with values ranging from
4.19 to 4.44 J/m2.

By optimizing the shape of a precipitate at constant volume with the
objective to minimize the total interface energy with the matrix, the equi-
librium shape of the precipitate is obtained [40]. For this minimization the
pymatgen python library [41] is employed. Based on the minimal interface
energies (bold values for γI in Table 5.6) the equilibrium shape of the pre-
cipitates is predicted to be more or less cubic, which does not reflect the
experimentally observed needle like shape. However, if we take into consid-
eration the incoherent interface energy and in addition that for a ’rounded’
precipitate, all terminations will appear on the interface. Then we obtain an
averaged interface energy of 1.17 J/m2 for interface 1, 1.34 J/m2 for inter-
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Table 5.6: The interface energies for coherent (γI) and incoherent inter-
faces (γincohI ) for the interfaces shown in Fig. 5.15 with the corresponding
strained surface energies and the work of separation obtained from strained
and unstrained surface energies, W s

sep and Wsep, respectively. For every in-
terface the lowest interface energy is given in bold numbers and the values
are in J/m2.

γI γincohI γsFe γsMo2C
W s

sep γFe γMo2C Wsep

Interface 1 - T1 0.99 1.01 2.24 2.90 4.16 2.42 2.95 4.38
Interface 1 - T2 1.25 1.33 2.24 3.04 4.03 2.42 3.27 4.44

Interface 2 - T1 1.41 1.43 2.27 2.74 3.60 2.42 3.18 4.19
Interface 2 - T2 1.21 1.24 2.27 2.59 3.64 2.42 2.98 4.19

Interface 3 - T1 1.35 2.93 1.81 2.51 2.97 2.50 3.18 4.33
Interface 3 - T2 1.33 1.42 1.81 2.38 2.85 2.50 3.12 4.29
Interface 3 - T3 1.54 1.62 1.81 2.48 2.75 2.50 3.27 4.23

face 2 and 1.99 J/m2 for interface 3. This leads to a cuboid with two short
edges and one longer edge with an anisotropy of 1.6. Which is much smaller
than the experimental anisotropy value of about 5 this is a much smaller
value. This deviation already indicates that the interface energy alone is not
enough to explain the needle shape, as further discussed below.

In order to determine the impact of the Mo2C-Fe interface on the elas-
tic properties of the composite we also compute the elastic tensor of the
interface region using DFT for interface 2. To decrease computational ef-
fort, the cell size is decreased in z direction from [030] for Mo2C to [020]
and for Fe from [05̄5] to [03̄3] such that the cell contains 48 atoms instead
of 76 atoms in a setup without vacuum. As for Mo2C, we have nine inde-
pendent elastic constants corresponding to nine independent deformations.
Using ThermElpy, the structures with displacements are set up, the energy
is evaluated using VASP and the analysis is again performed using total
ThermElpy. The elastic tensor for the interface is given in Table 5.7. The
elastic constants of the composite are bewteen the corresponding bulk values
of Fe and Mo2C with the exception of the C23 which is larger than for the
bulk components. It corresponds to a shear along [001] Mo2C and [100] Fe
direction, which for the interface is stiffer due to strong bonding across the
interface.

A much simpler way to obtain elastic constants of an interface is given
by the Grimsditch-Nizzoli approach [42, 43] based on linear elasticity, which
was originally formulated for superlattices but has already been applied
also for interface surroundings [44]. In Table 5.7, the Cij for all interfaces
from Grimsditch-Nizzoli are given. The comparison for interface 2 between
the GN values and the DFT values shows that GN gives already a very
good approximation, see also Fig. 5.8 for a graphical representation of the
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Table 5.7: The elastic constants for interface 2 evaluated using DFT (I2
- DFT) as well as the elastic constants for all interfaces computed with the
Grimsditch-Nizzoli approach [42, 43].

I2 - DFT I2 - GN I1 - GN I3 - GN

C11 384 384 378 359
C12 169 192 133 172
C13 146 159 163 141
C22 368 357 391 399
C23 172 141 185 179
C33 376 379 356 356
C44 107 99 99 115
C55 119 115 123 123
C66 131 134 120 124

correlation. The largest deviation is again found for C23. The fact that the
deviations from the Grimsditch-Nizzoli elastic constants are generally small
indicates that the contribution from the interface to elasticity is rather small.

5.4.3 Balance of interface and strain energy

Fig. 5.9 shows the integrated incoherent interface energy with respect to
precipitate orientation. For an out-of-(100)bcc-plane rotation, see Fig. 5.2,
ϕ=90◦ the interface energy is at a constant minimum. This orientation cor-
responds to the experimentally observed Pitsch-Schrader orientation, when
compared with Fig. 5.1. The minimum interface energy is 1.3 J/m2 for this
orientation.

When comparing the coherent and incoherent energy contribution inte-
grated over the inclusion surface with varying aspect ratio, see Fig. 5.10, the
aspect ratio of minimum interface energy changes from 1.2 to 1.6. This is
smaller than the experimentally observed values, but confirms the general
trend that the interface anisotropy favors an elongated precipitate shape.

Fig. 5.11 shows the total energy contribution, as the sum of elastic and
creep dissipated energy, for different orientations of a prolate inhomogeneity
of aspect ratio 5. The energy surface as a function of ϕ and θ also yields a
minimum at ϕ=90◦. This means that both interface and total strain energy
yield a minimum for the experimentally observed Pitsch-Schrader orienta-
tion. With increasing aspect ratio the effect of varying total energy with
orientation becomes more pronounced, while it flattens when the aspect ra-
tio approaches 1.0 and the strain energy becomes independent of orientation.

Comparing the absolute values for interface energy and mechanical strain
energy for an inclusion of 5500 nm3 (which corresponds to a length of 80 nm
and an aspect ratio of 7) we find the total energy dominated by the interface
energy.
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at 600◦C we show that the interface energy dominates when creep is taken
into account and is one order of magnitude higher than the strain energy
contribution. The opposite is true, when creep is neglected. Then the
mechanical contribution would dominate.

Both, the calculated interface energies and the strain energies yield a
minimum value at the experimentally observed orientation. The elastic con-
stants of the Mo2C and Fe composite calculated by means of first principles
confirm the findings of the Grimsdtisch-Nizzoli approach, which is based on
linear rule of mixture.

5.6 Appendix

(a)
(100)T1

(b)
(100)T2

(c)
(010)T1

(d)
(010)T2

(e)
(001)T1

(f) (001)T2 (g)
(001)T3

Figure 5.14: Structures for various terminations of Mo2C surfaces where
the green line denotes the simulation cell. yellow: carbon, grey: Mo
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(a) Interface 1 - T1 (b) Interface 1 - T2 (c) Interface 2 -
T1

(d) Interface 2 -
T2

(e) Interface 3 - T1 (f) Interface 3 - T2 (g) Interface 3 - T3

Figure 5.15: The ground state structures for the different terminations of
the chosen interfaces. yellow: carbon, grey: Mo, red: Fe
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[6] R. Janisch and C. Elsässer. Growth and mechanical properties of a MoC
precipitate at a Mo grain boundary: An ab initio density functional
theory study. Physical Review B - Condensed Matter and Materials
Physics, 77(9):094118, 2008. ISSN 10980121. doi: 10.1103/PhysRevB.
77.094118.

[7] D. H. R. Fors and G. Wahnström. Theoretical study of interface struc-
ture and energetics in semicoherent Fe(001)/MX(001) systems (M=Sc,
Ti, V, Cr, Zr, Nb, Hf, Ta; X=C or N). Physical Review B - Con-
densed Matter and Materials Physics, 82(19), 2010. ISSN 10980121.
doi: 10.1103/PhysRevB.82.195410.

124



BIBLIOGRAPHY 125

[8] D. H.R. Fors, S. A.E. Johansson, M. V.G. Petisme, and G. Wahn-
ström. Theoretical investigation of moderate misfit and interface en-
ergetics in the Fe/VN system. Computational Materials Science, 50
(2):550–559, dec 2010. ISSN 09270256. doi: 10.1016/j.commatsci.
2010.09.018. URL https://www.sciencedirect.com/science/

article/pii/S0927025610005227.

[9] H. Sawada, S. Taniguchi, K. Kawakami, and T. Ozaki. First-principles
study of interface structure and energy of Fe/NbC. Modelling and
Simulation in Materials Science and Engineering, 21(4):045012, jun
2013. ISSN 09650393. doi: 10.1088/0965-0393/21/4/045012. URL
http://stacks.iop.org/0965-0393/21/i=4/a=045012?

key=crossref.7d05c218b2097c3782ab39b4ef47ccc0.

[10] D. Di Stefano, R. Nazarov, T. Hickel, J. Neugebauer, M. Mrovec, and
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