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Abstract

The world is currently facing the enormous task of massively re-
ducing the carbon dioxide emissions for energy production within
the next decades. Switching to hydrogen as an energy carrier is
a possible approach for a sustainable and climate-neutral energy
production. Hydrogen may be produced without carbon dioxide
emissions by means of methane pyrolysis which yields large quan-
tities of carbon as a complementary product. To allow a large-scale
application of methane pyrolysis, this carbon must be put to use.
In this thesis, carbons derived from three different laboratory-scaled
methane pyrolysis processes were investigated using advanced cha-
racterization techniques including X-ray diffraction, small-angle X-
ray scattering, gas sorption analysis, thermogravimetric analysis,
and Raman spectroscopy.
The carbon phase derived from a liquid metal process utilizing a
catalyst of Cu and Ni was reported to be turbostratic carbon. The
plasma process yielded a mixture of graphite and turbostratic car-
bon with a BET area of up to 75.8m2 g−1. Graphite was reported
from a fixed bed process using reduced iron ore as a catalyst. Con-
trary to multiple literature studies no other allotropic forms of car-
bons were detected, such as graphene, carbon nanotubes or carbon
fibers. All carbons contained significant amounts of impurities in
a range between 31.4 wt% and 89.7 wt%. Carbon purity must be
increased in future studies for the carbon product to be marketable.
Many potential high-tech applications of carbon require a nano-
porous structure combined with a large specific surface area. This
may be achieved in a subsequent activation step and should be
investigated in future research.
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Zusammenfassung

Die Welt steht momentan vor der enormen Aufgabe, die
Kohlendioxid-Emissionen für die Energieproduktion in den näch-
sten Jahrzenten drastisch zu reduzieren. Ein möglicher Ansatz für
eine nachhaltige und klimaneutrale Energieproduktion ist ein Wech-
sel zu Wasserstoff als Energieträger. Wasserstoff kann ohne Aus-
stoß von Kohlendioxid durch Methanpyrolyse erzeugt werden. Da-
bei werden große Mengen an Kohlenstoff als Nebenprodukt erzeugt.
Um den großflächigen Einsatz der Methanpyrolyse zu ermöglichen,
muss dieser Kohlenstoff einer Verwendung zugeführt werden.
In dieser Arbeit wurden Kohlenstoffe aus drei unterschied-
lichen Methanpyrolyse-Prozessen unter der Verwendung fort-
schrittlicher Charakterisierungsmethoden wie Röntgendiffraktome-
trie, Kleinwinkelstreuung, Gas-Sorptions-Analyse, thermogravime-
trische Analyse und Raman-Spektroskopie untersucht.
Bei der Kohlenstoffphase, die aus einem Flüssigmetall-Prozess unter
der Verwendung eines Katalysators aus Cu und Ni hergestellt wur-
de, handelte es sich um turbostratischen Kohlenstoff. Der Plasma-
Prozess lieferte eine Mischung aus Graphit und turbostratischem
Kohlenstoff mit einer BET-Oberfläche von bis zu 75.8m2 g−1. Un-
ter der Verwendung von reduziertem Eisenerz als Katalysator in
einem Festbettreaktor wurde Graphit produziert. Im Gegensatz
zu mehreren Literaturarbeiten konnten keine weiteren allotropen
Formen von Kohlenstoff wie Graphen, Kohlenstoffnanoröhren oder
Kohlenstofffasern, nachgewiesen werden. Alle Kohlenstoffe beinhal-
teten signifikante Mengen an Verunreinigungen in einem Bereich
von 31.4 Gew% bis 89.7 Gew%. Die Reinheit der Kohlenstoffe muss
in zukünftigen Untersuchungen gesteigert werden, um ein marktfä-
higes Kohlenstoffprodukt zu erhalten.
Viele mögliche High-Tech-Anwendungen von Kohlenstoff benötigen
eine nanoporöse Struktur sowie eine große spezifische Oberfläche.
Das kann durch einen nachgelagerten Aktivierungsschritt erfolgen
und sollte in zukünftigen Forschungsarbeiten untersucht werden.
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1 Introduction and Theoretical Background

Climate change is an urgent topic that requires drastic and extensive action in order to
keep global warming well below 2 °C as agreed upon in the Paris Agreement [1]. In order
to achieve this goal, the European Commission has published the European Green Deal,
which is a growth strategy that aims to "transform the EU into a fair and prosperous
society, with a modern, resource-efficient and competitive economy". The ultimate goal
for the European Union is to become climate-neutral by 2050 [2].

One of the key industrial sectors to deliver the Green Deal is the production of "clean"
hydrogen (H2), that is produced without emission of greenhouse gases (GHG) like carbon
dioxide (CO2). While the European Commission favors electrolysis as the technology of
choice to produce hydrogen in the future, other hydrogen production technologies at lower
technological readiness levels are considered as well. This includes "hydrogen production
from marine algae, from direct solar water splitting, or from pyrolysis processes with solid
carbon as side product" [3].

This thesis deals with the solid carbon derived from such a pyrolysis process, in partic-
ular methane (CH4) pyrolysis. Methane is a temporary substitute for natural gas, which
is supposed to be the raw material for an extensive production of carbon in large-scale
industrial applications. Hydrogen is the main product from methane pyrolysis. How-
ever, large quantities of carbon arise as a by-product. A sustainable approach should be
adapted for utilizing the carbon rather than depositing it.

The goal of this thesis is to fully characterize and understand the products obtained
from thee different laboratory-scale methane pyrolysis processes developed at Montanuni-
versität Leoben. The research questions to be answered are: What phases are present in
the obtained products? If carbon is present, what carbon allotrope and morphology was
obtained? What is the carbon content of the individual samples? What is the specific
surface area of the samples? Are the produced carbons nanoporous? In order to answer
these questions, a methodology for carbon characterization was developed within this
thesis. The research hypothesis is that the three methane pyrolysis processes could yield
high-purity carbon products.

The first chapter of this thesis establishes fundamentals of the methane pyrolysis
process. It gives a synoptic overview of carbons as a class of materials as well as their
potential applications. The chapter concludes with a brief section on the characterization
techniques employed in this thesis. The second chapter describes the samples derived
from three different methane pyrolysis processes as well as the associated experimental
parameters. The third chapter presents the results and the concluding chapter discusses
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the results and gives an outlook on future work.

1.1 Hydrogen production by methane pyrolysis

The global annual production of hydrogen was 60 million tons in 2013 [4, 5]. The dominant
production process with an annual market share of 40% of the world’s H2 production is the
steam methane reforming (SMR) process [6, 7]. Hydrogen is also produced as a by-product
of chemical processes such as chlor-alkali production. Water electrolysis represents only
a small fraction of total hydrogen production [6, 7]. The SMR process can be expressed
using this equation:

CH4 + 2H2O 4H2 + CO2 ∆H◦ = 253.1 kJmol−1 (1)

The SMR process yields a significant carbon dioxide footprint per unit of hydrogen
produced. Therefore, intense research regarding carbon capture and storage (CCS) - also
known as carbon sequestration - is performed to mitigate this challenge [7, 8].

In order to combat climate change non-oxidizing processes need to be employed to
obtain large amounts of hydrogen required for a hydrogen economy. One possibility that
is investigated is methane pyrolysis, also known as thermal decomposition of methane
(TDM), which was investigated heavily in recent years as suggested by multiple review
articles released in recent years. [5, 9–16].

Methane decomposition is a moderately endothermic reaction. If there is no catalyst
present, temperatures of 1200 °C or higher are required to obtain a reasonable yield. By
using a catalyst the temperature required for the process can be significantly reduced [10].
Methane pyrolysis is performed according to the following equation [17]:

CH4(g) −→ 2H2(g) + C(s) ∆H = 75.6 kJmol−1 (2)

Schneider et al. [17] provided the following two equations showing the mass and energy
(caloric value-related) on either side of the equation with ∆H = 4600 MJ:

Mass : 1000 kg CH4 −→ 250 kgH2 + 750 kg C (3)

Energy : 50 000MJ +∆H −→ 30 000MJ + 24 600MJ (4)
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Judging from the perspective of mass balance, carbon is the main product of this
joint production, making up 75% of the total mass. It is reasonable to try to find ways
of utilizing the by-product carbon in order to achieve economic viability of the methane
pyrolysis process [17].

Various methane pyrolysis processes were suggested in literature and performed in
laboratory-scaled experiments. Methane pyrolysis processes may be divided into three
main categories with various subcategories according to Fig. 1 [17]. In case of thermal
decomposition, high temperatures well above 1200 °C are required. In plasma decomposi-
tion processes, very high temperatures beyond 2000 °C are generated using a plasma torch.
In case of catalytic decomposition, the catalyst is supposed to decrease the energy barrier
for the reaction, causing improved reaction kinetics and allowing to use lower operating
temperatures, thereby making the process economically more viable. A common problem
with solid catalysts is the blocking of the catalyst (catalyst poisoning) due to the carbon
product depositing on the surface of the catalyst [17].

Figure 1: Overview of methane pyrolysis processes. Reproduced from Schneider et al. [17]
(CC BY-NC-ND 4.0, no modifications were made).

It should be noted that most theoretical considerations and laboratory-scale experi-
ments only consider methane as a gaseous source for producing hydrogen and carbon. The
potential industry-scale feedstock is natural gas, which consists of a mixture of different
hydrocarbons (including methane) and possibly impurities like nitrogen, carbon dioxide,
and hydrogen sulfide. Using natural gas instead of methane would cause side-reactions
that would influence all major parameters of the process. Therefore, results obtained from
experimental setups utilizing pure methane should not be directly compared to the ones
derived for natural gas [17].
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1.2 Carbons derived from methane pyrolysis

This chapter gives an overview of the chemical element carbon along with the most im-
portant carbon allotropes. In the second part of this chapter the state of the art regarding
carbons derived from methane pyrolysis is reviewed.

Carbon is the most versatile element in the periodic table. It can be found in 95%
of all known chemical compounds. Carbon is the cornerstone of organic chemistry as
it is able to form long chains and bonds readily to elements that may be more or less
electronegative compared to carbon.

Pure carbon displays an enormous diversity. The most famous carbon allotropes are
diamond and graphite. These two materials are very different from each other with the
first one being extremely hard, an electrical insulator, and transparent while the latter
is soft, electrically conducting, and has a shiny black color. Many other forms of carbon
allotropes, including amorphous carbon, carbon nanotubes, graphene, and fullerenes exist.
An overview is given in Fig. 2 [18].

Figure 2: Allotropes of the element carbon. Reprinted with permission from Falcao [18,
19]; copyright 2007 Journal of Chemical Technology & Biotechnology.

Diamond is a carbon allotrope based on sp3-hybridized bonding. In this type of
bonding each carbon atoms bonds covalently to the three atoms surrounding it, thus
forming a three-dimensional array of tetrahedrons. The angle between the bonds is 109.5°.
This gives rise to the diamond structure, a specific type of a cubic unit cell [18].

Single-layer graphene is the newest member in the family of carbon allotropes [20,
21]. Single-layer graphene, or simply graphene, is made up of a basic two-dimensional
hexagonal lattice of sp2-hybridized carbon atoms. A small number of graphene layers
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stacked on top of each other are referred to as few-layer graphene.

Graphite consists of flat layers of graphene stacked on top of each other. Within
the layers carbon atoms are bonded covalently using sp2-hybridized bonds. Each carbon
atoms bonds to three other carbon atoms within the layer thus forming a hexagonal
pattern. The un-hybridized 2pz orbital forms a delocalized π bond, which gives rise to
outstanding electric and thermal conductivity within the layer. Weak Van der Waals
forces are acting between the layers. The crystal structure of graphite is the hexagonal
crystal structure. In this case, graphene layers are stacked on top of each other in a
regular ABABAB sequence with a defined interlayer distance d002 of 3.354Å (see Fig. 3)
[22]. The rhombohedral form of graphite features an ABCABC stacking sequence.

Figure 3: Crystal structure of hexagonal graphite. The ABABAB stacking sequence as
well as the unit cell are depicted. Reprinted with permission from Delhaes [22]; copyright
2001 Taylor & Francis Informa UK Ltd - Books.

Turbostratic carbon is a special type of carbon in which graphene layers are not stacked
in an ordered fashion, but relative rotations and translations between adjacent layers exist.
Turbostratic carbon must not be confused with graphite. Turbostratic carbon features
an increased interlayer distance compared to hexagonal graphite [18]. This property
should, however, not be used to classify between graphite and turbostratic carbon [23].
As discovered by Warren [24], turbostratic carbon only shows in-plane reflections of the
type (h k 0) and reflections from the stacking order of the type (0 0 l).

Crystallographic parameters used to describe graphite and turbostratic carbons in-
clude the crystal length La which is the average crystal length in the a-direction of the
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unit cell, so in in-plane direction. Another parameter is the crystal length Lc which
describes the average crystal length in the stacking direction, so along the c-direction
of the unit cell. The interlayer distance d002 describes the average stacking distance be-
tween graphene sheets. Turbostratic carbon displays an increased interlayer distance d002

compared to graphite. This parameter should, however, not be used to classify between
turbostratic carbon and graphite [23]. The crystallographic parameters of a graphitic
crystallite are summarized in Fig. 4 [25].

Figure 4: Crystallographic parameters of a schematic graphitic crystallite. Reproduced
from Silva et al. [25] (CC BY-NC-ND 4.0, no modifications were made).

Fullerenes are a class of molecules including the C60 and the C70 molecules. They con-
sist of both hexagons and pentagons of carbon atoms. The discoverers of the C60 molecule
named it Buckminsterfullerene after the architect Buckminster Fuller, who designed geodesic
domes with a similar geometry to the C60 molecule. The geometry of a C60 molecule re-
minds of a soccer ball, resulting in the informal name buckyball.

A single graphene sheet may be rolled into a cylindrical shape to form a carbon nan-
otube (CNT). Both single-walled carbon nanotubes (SWCNT) and multi-walled carbon
nanotubes (MWCNT) are reported in literature. CNTs may be open-ended or closed-
ended. The later was found to consist of fullerene-like caps. The smallest diameter
reported in a SWCNT corresponds to the diameter of the C60 molecule, the most com-
mon type of fullerene molecules. Both fullerenes and carbon nanotubes, while based on
the two-dimensional sp2-hybridized graphene sheet, do not consist of pure sp2 bonds [18].

Amorphous carbons consist mostly of sp2-hybridized carbon atoms along with a sig-
nificant amount of sp3 carbon atoms. There is a lack of long-range ordering. Amorphous
carbons are usually prepared through pyrolysis of organic polymers or hydrocarbon pre-
cursors at temperatures below 1500 °C [18]. It has to be noted that there is no clean
distinction in literature between turbostratic carbon and amorphous carbon.

Amorphous carbons may be categorized into "soft carbons" and "hard carbons". Soft
carbons develop a graphitic structure while heating from 1500 °C to 3000 °C and are
subsequently known as graphitizable carbons. This is possible due to low amounts of
crosslinking between oriented areas of sp2 sheets. Soft carbons are commonly derived
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from liquid or gaseous precursors and include carbons from petroleum pitch, some carbon
fibers and carbon black [18]. Hard carbons have a highly disordered structure with mostly
isotropic properties 1. These carbons do not develop a graphitic structure even at pro-
longed heat treatments at 3000 °C and are thus referred to as non-graphitizable carbons.
They originate from solid precursors like polymers (e.g. Polyacrylonitrile), resins, and
biomass. Examples include most activated carbons as well as biochars [18].

Various types of carbon may be obtained from natural resources (mineral graphite),
through pyrolysis (i.e. carbon black), chemical vapor deposition (pyrolytic graphite) or
through sputtering (diamond-like carbon coatings). Organic precursors include methane,
various hydrocarbons, rayon, petroleum fractions, and plant-based carbons. Polyacryloni-
trile is the most frequent precursor for carbon fiber production [26].

As seen in Eq. 2 and Eq. 3, hydrogen and carbon are the products of the methane
pyrolysis process. Separation of hydrogen and carbon is easy due to the gaseous nature
of hydrogen. Describing the quality of the hydrogen product may be done by analyzing
the purity of the gas. Assessing the quality of the carbon is a more demanding task.
The morphology of the carbon depends strongly on reaction conditions like temperature
and catalyst used. Keipi et al. [5] provided a comprehensive literature review on this
topic. Fig. 5 is a graphical representation of the main type of carbon product obtained
from the methane pyrolysis process as a function of the catalyst type and the reaction
temperature. Various carbon products including graphite-like carbon (graphite), carbon
black, amorphous turbostratic carbon, nanotubes and filamentous carbon were reported
[5]. Metal-based catalysts tend to yield filamentous carbon structures, while thermal de-
composition yields carbon black or graphite. Metal catalysts were used in conjunction
with the lowest process temperatures, carbon-based catalysts were employed at intermedi-
ate temperatures and processes without catalysts utilized the highest temperature ranges.
However, as seen in Fig. 5, temperature regions overlap [5]. It has to be noted that Fig. 5
is a strongly simplified representation as catalyst performance is strongly influenced by
the method of catalyst synthesis, the nature of the catalyst support material, the amount
of active metal catalyst, and the catalyst particle size [5, 11].

As the samples investigated within this thesis were derived from three particular
methane pyrolysis processes, a more in-depth literature review of the liquid metal process,
the plasma-assisted process and the fixed bed process using an Fe-based catalyst is given.

The liquid metal methane pyrolysis process was first mentioned in a patent
1One notable exception are Polyacrylonitrile-based carbon fibers that are hard carbons, yet highly

oriented and thus not isotropic. Cellulose fibers are another example of highly ordered carbons. The
order of the carbon does not only depend on the precursor, but also on the processing during production
(e.g. stretching of fibers during the high temperature pyrolysis).
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Figure 5: Graphical representation of the main type of carbon product obtained from the
methane pyrolysis process as a function of catalyst type and reaction temperature. It has
to be noted that in most cases the catalyst particles were small (µm and sub-µm scale).
Reproduced with permission from Keipi et al. [5]; copyright 2016 Elsevier Ltd.

by Tyrer in 1931 suggesting liquid iron as the molten metal [27]. In 1999, Steinberg
suggested a metal bath process utilizing tin [28]. Subsequently, multiple studies were
conducted using liquid tin [29–32]. Further molten metals that were investigated include
Ga [33], Mg [34], multiple mixtures of different metals, in particular Ni-Bi [35], a mixture
of Cu-Bi [36], Pb [29, 37], a mixture of Pb-Bi [37], and a mixture of Ni-Bi with a salt layer
on top of the metal bath [38]. Concepts utilizing salt baths including MnCl2 KCl [39]
and mixtures of MnCl2 KCl with iron [40] were proposed. Most studies focus on the
effect of the molten bath on the reaction kinetics and subsequently include rather brief
sections on carbon characterization or none at all [28, 31, 32, 36]. Reviews on the topic
were given by Parkinson et al. [14] and Parfenov et al. [15].

A plasma-assisted process for the co-production of hydrogen and carbon black via
cracking of methane was first proposed by Fulcheri and Schwob in 1995 [41]. Multiple
studies on similar plasma-assisted processes with a methane feedstock reported carbon
black [42–44], carbon nanotubes [45], nanostructured sheet-like carbons [46], nano car-
bon powders [47], amorphous carbon aerosols [48], few-layer graphene nanosheets [49],
graphene flakes [50], and well-defined spherical carbon particles [51]. Some papers fo-
cused on plasma process parameters and did not characterize the carbon product [52,
53]. In 2009, Muradov et al. reported light and fluffy carbon aerosols with a sponge-like
microstructure and a BET area of up to 150m2 g−1 using a non-thermal plasma [48]. In
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2015, Zhang, Cao, and Cheng reported a radio-frequency induction thermal plasma pro-
cess yielding few-layer graphene nanosheets [49]. It has to be noted, however, that this
research focused on the production of few-layer graphene rather than a co-production of
hydrogen and solid carbon. In 2020, Shavelkina et al. reported graphene flakes synthe-
sized in a plasma jet created by a DC plasma torch [50]. Similarly to some earlier studies,
Shavelkina et al. did not focus on hydrogen production.

Multiple fixed bed methane pyrolysis processes using Fe-based catalysts were
described in the literature [54–60]. In 2001, Shah, Panjala, and Huffman reported the
co-production of hydrogen and carbon based on methane pyrolysis in a fixed bed re-
actor using Fe-based catalysts on Al2O3 [54]. For process temperatures of 700-800 °C,
carbon nanotubes nucleated by Fe nanoparticles were reported. For 900 °C amorphous
carbon, carbon flakes, and carbon fibers were reported. Konieczny et al. prepared an
Fe-based catalyst for methane pyrolysis through reduction of magnetite (Fe3O4 for subse-
quent application in a fixed bed reactor [55]. The experiments were conducted between
800 and 900 °C and yielded carbon nanofibers. In 2011, Pinilla et al. reported on methane
pyrolysis experiments conducted in a fixed bed reactor utilizing Fe-based catalysts on
Al2O3 and MgO [56]. For temperatures around 700 °C carbon nanotubes were reported.
For increased temperatures of 800 °C carbon nanofilaments and graphitic carbon was re-
ported. Awadallah et al. reported multi-walled carbon nanotubes derived from a fixed
bed methane pyrolysis process using MgO catalysts covered with mixtures of Fe, Ni, and
Co [57]. Pudukudy and Yaakob published two studies on Fe-based catalysts for methane
pyrolysis. The first study utilized Fe-based catalyst supported on SiO2 microflakes and
yielded aggregated graphene sheets [58]. The second study reported graphene sheets with
a fluffy appearance synthesized using Fe and Ni on MgO nanoparticles [59]. In 2020, Tor-
res, Pinilla, and Suelves reported on methane pyrolysis experiments using Fe-Co on Al2O3

as catalyst [60]. Multiple studies claimed that the catalyst performance was influenced by
multiple factors including catalyst particle size, catalyst support, and the type of catalyst
(e.g. metal) used [5, 11].

1.3 Potential applications for carbons derived from methane py-

rolysis

According to Eq. 4, large amounts of the heating value of CH4 are not utilized. When
using methane or natural gas as fuel, this heating value is released and CO2 is produced. In
case of methane pyrolysis, the heating value not utilized must be compensated somehow.
There are two basic options in this direction: The first option is an economic benefit due
to reduced costs for CO2 emissions in case a CO2 tax is introduced or CO2 allowances have
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to be purchased. Alternatively, the carbon product may be sold to make the methane
pyrolysis process economically more viable [5]. The second path is investigated in this
chapter.

Carbon selling prices for various carbon products are depicted in Fig. 6 along with the
hydrogen selling price as a function of the carbon selling price for both methane pyrolysis
(TCD - thermocatalytic decomposition) and steam methane reforming (SMR) [7]. The
break-even point for methane pyrolysis is reached at a selling price of $350/ton carbon. In
2008, Muradov and Veziroglu [7] reported selling prices of $310-460/ton for metallurgical
coke, and significantly higher selling prices for various other forms of carbon as depicted
in Fig. 6 [7]. Keipi et al. reported prices of AC500-4000/ton for carbon black, AC1500/ton
for activated carbons, AC200-400/ton for industrial-grade MWCNTs and AC150/ton for
metallurgical coke in 2016 [5].

In 2008, Muradov and Veziroglu [7] estimated that the "annual worldwide consumption
of all carbon products amounts to only 15 - 20 million tons, and it is unlikely that there
will be any dramatic increase in these traditional carbon utilization areas in the near
future". In 2016, Keipi et al. reported significantly larger annual production volumes
of different types of carbon compared to Muradov and Veziroglu: 8.1 - 9.4 million tons
of carbon black, 1.9 million tons of activated carbon, 500 million tons of metallurgical
coke. An estimate of 12000 tons of carbon nanotubes for 2016 was given [5]. If the
global annual hydrogen production of 60 million tonnes in 2013 were to be replaced by
the methane pyrolysis process, 180 million tonnes of carbon would be produced based on
Eq. 2 [4, 5]. The individual markets for those carbon products are significantly smaller
than the 180 million tons of possible carbon product, except for metallurgical coke. The
latter would, however, cause the emission of CO2 in the metallurgical reduction step of
metal production [5].

Due to the limited sizes of current carbon markets, new applications for the pyrolysis-
derived carbons are required. Possible applications include building or construction ma-
terials, direct carbon fuel cells, and soil amendment (i.e. substitute for biochar) [5]. The
International Biochar Initiative defines biochar as a solid material produced from organic
feedstock carbonization [61]. Typical feedstocks include wood, plant leaves, and crop
residue [62]. Potential structural applications for carbons derived from methane pyrolysis
include carbon-carbon composites and carbon fiber composites. Carbon-based products
may be used as an additive for cement [7]. This could yield large reductions in CO2 emis-
sions currently caused by the cement required for concrete production. Potential high-tech
applications include materials for electrochemical energy storage, water purification, selec-
tive gas separation and gas storage. All these applications require a nanoporous structure
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Figure 6: Economics of hydrogen production through steam methane reforming (SMR)
and methane pyrolysis (thermocatalytic decomposition - TCD), based on natural gas. (A)
hydrogen selling price as a function of carbon selling price; (B) selling price of different
carbon products as reported in 2008. Reproduced with permission from Muradov and
Veziroglu [7]; copyright 2008 International Association for Hydrogen Energy.

with a large specific surface area [11, 63, 64]. This might be achieved in a subsequent
activation step. In case a CO2 tax were to be implemented, it might be economically
viable to not utilize the carbon at all, and consequently deposit it as waste.

1.4 Experimental methods for carbon characterization

The aim of this chapter is to give a brief summary of the theoretical background of the
experimental methods employed to characterize the carbons investigated in this thesis.
The list of techniques includes:

• scanning electron microscopy (SEM)
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• energy-dispersive X-ray spectroscopy (EDS)

• X-ray diffraction (XRD, also referred to as wide angle X-ray scattering (WAXS))

• small angle X-ray scattering (SAXS)

• Raman spectroscopy

• gas sorption analysis

• differential scanning calorimetry (DSC) combined with thermogravimetric analysis
(TGA)

An excellent review of scanning electron microscopy and energy-dispersive X-ray spec-
troscopy is given by Goldstein et al. [65]. The following two paragraphs strongly follow
the content given in this book. Scanning electron microscopy (SEM) is a tech-
nique that creates magnified images which reveal microscopic-scale information on the
size, shape, composition, and other properties of a specimen. The basic operation prin-
ciple of a scanning electron microscope involves the creation of a finely focused beam of
energetic electrons emitted from an electron source. The energy range of the electrons
in such a beam is typically between 0.1 and 30 keV. After emission from the the source
and acceleration to a high energy, the electron beam diameter is reduced and the focused
beam scans the specimen in a raster pattern. The electron beam is modified by aper-
tures, magnetic and/or electrostatic lenses, and electromagnetic coils. The interaction
of the electron beam with the specimen yields either high-energy backscattered electrons
(BSEs) or low-energy secondary electrons (SEs). Both types of electrons escape the sur-
face and are subsequently measured in specific detectors. For each individual raster scan
location, the detected intensity is used to determine the gray level at the corresponding
location, thus forming an individual pixel. The specimen must be placed in a vacuum
to minimize unwanted scattering of beam electrons as well as BSEs and SEs with atoms
and molecules of atmospheric gases. Furthermore specimen must have a minimum electric
conductivity to avoid the accumulation of charge on the specimen surface. If the specimen
is electrically insulating, a conductive coating must be applied prior to the measurement
[65].

Energy-dispersive X-ray spectroscopy (EDS) is an analytical technique for el-
emental analysis of specimen. The interaction of an electron beam with the specimen
produces an X-ray spectrum consisting of two contributions. The first contribution are
characteristic X-rays, whose specific energies provide a fingerprint specific to each ele-
ment. The presence of H and He cannot be determined using EDS, as the energy of the
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characteristic X-rays of these two elements is too low to be detected. The second contri-
bution stems form continuum X-rays, which form a background beneath the characteristic
X-rays. Quantitative analysis presents significant challenges because of mutual peak in-
terferences that can occur between certain combinations of elements [65]. Consequently,
EDS was used qualitatively rather than quantitatively within this thesis.

XRD and SAXS are both scattering techniques utilizing a single wavelength of X-rays
as an incident beam. The intensity of the diffracted beam is recorded as a function of the
scattering angle, or more generally, the scattering vector. In practice the most important
difference is the length scale that is investigated using these techniques. XRD allows to
investigate matter on the atomic scale (10−10 m) in order to determine properties like
the crystal structure of a given material, while SAXS allows to investigate properties of
nanometer-sized structures, commonly in the range of 1 to 100 nm.

In X-ray diffraction, scattering of the incident beam occurs on different crystallo-
graphic planes of the crystal. Constructive interference of the scattered beams into specific
directions occurs when the Bragg condition is fulfilled according to Eq. 5 [66]. In this
equation, n is a positive integer number, λ is the wavelength of the X-rays, d is the inter-
planar distance, and θ is the angle of incidence with respect to the diffraction plane. The
angle between the diffracted beam and the transmitted beam is always 2θ and known as
the diffraction angle [66]. Typical diffraction angles recorded during an XRD experiment
range from 10° to 100°. For more extensive information on XRD, the interested reader
is referred to an excellent textbook on the fundamentals of X-ray diffraction written by
Cullity [66] or to a book written by Zolotoyabko [67].

nλ = 2d sin(θ) (5)

In small angle X-ray scattering, the scattering vector q⃗ is used to present data
rather than the scattering angle θ. The transformation into q space is performed according
to Eq. 6 [68]. This yields a description that is independent of the wavelength of the incident
beam. Both descriptions (using the scattering angle θ or the length of the scattering
vector q) are equivalent and may be converted into each other. Typical scattering angles
in SAXS experiments range from 0.1° to 10°.

q =| q⃗ |= 4π sin(θ)

λ
(6)

In order to obtain a SAXS signal there must be at least two phases present that ex-
hibit a difference in electron density (e.g. a metal matrix with precipitates or any matrix
material with a pore structure). Measurement data is typically presented as intensity over
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the length of the scattering vector q. Once the sample is measured, the two-dimensional
intensity data is analyzed. In case of isotropic samples the scattering may be described
equivalently using a one-dimensional scattering profile. The scattering background is sub-
tracted prior to the actual data interpretation. More details on the SAXS data measured
in this thesis is given in chapter 2.2.6. Since SAXS is a quite sophisticated technique, the
interested reader is referred to the books written by Glatter and Kratky [69], Feigin and
Svergun [70], and Schnablegger and Singh [68] for a more comprehensive review of the
topic.

Raman spectroscopy is a spectroscopic technique typically used to determine vi-
brational modes of molecules and solid materials. It is often applied to measure structural
"fingerprints" by which molecules may be identified. A quantitative analysis is also pos-
sible as shown in chapter 2.2.7. When light interacts with matter, elastic and inelastic
scattering effects may occur. In case of inelastic Raman scattering, the scattered photon
can be of either lower (Stokes Raman scattering) or higher (anti-Stokes Raman scattering)
energy than the incoming photon [71]. This change in energy corresponds to a change
in the wavelength of the outgoing photon. The shift in wavelength is converted to the
so-called Raman shift ∆ν̃ according to Eq. 7, where λ0 is the wavelength of the incoming
photon and λ1 is the wavelength of the outgoing photon. Measurement data is usually
presented as intensity over Raman shift ∆ν̃. The Raman shift ∆ν̃ is usually given in units
of cm−1.

∆ν̃ =

(︃
1

λ0

− 1

λ1

)︃
(7)

Interpretation of Raman spectra for carbon is based on three typical features known
as the G, D, and G’(2D) bands, which lie around 1560, 1360 and 2700 cm−1, respectively.
In strongly simplified terms, the G peak is related to C-C stretching within the graphene
plane, while the D peak is related to defects and would not occur at all, if the material were
to lack any kind of defects within infinitely extended graphene layers. Detailed theoretical
derivations and extensive explanations on the topic are given by Ferrari and Robertson
and Ferrari [72, 73]. Several papers deal with the actual interpretation of Raman spectra
of various carbon-based materials [74–78]. An excellent summary of experimental data
is given by Cuesta et al., ranging from disordered to highly ordered samples [79]. The
ratio of the D/G band intensities is commonly used to estimate the crystallite size La in
carbons [74, 80]. The main feature in the second-order overtone is labeled G’(2D) band in
this thesis. For highly ordered materials this band may split into two separate bands [79].
According to Cuesta et al. there is "no second-order spectrum present and the first-order
one are approximately equivalent and overlap" for turbostratic materials [79].
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Gas sorption analysis is an important method for the characterization of porous
solids and fine powders. The term adsorption is defined as the enrichment of molecules,
atoms and ions in the close vicinity of an interface [81]. When the molecules of the
adsorptive penetrate the surface layer and enter the structure of the bulk solid, the term
absorption is used. A clear distinction between those two cases is not always possible.
The term sorption is more generalized and describes both phenomena [81].

During a gas sorption experiment, the total amount of gas adsorbed is measured as a
function of pressure p or relative pressure p/p0, where p0 is the saturation vapor pressure
of the bulk gas at the adsorption temperature. If the experiment is performed at a
temperature below the critical point of the gas, the relative pressure p/p0 is used rather
then absolute values of pressure. This is the case for the most common type of experiment
which is N2 adsorption/desorption at 77.3K. The goal of the experiment is to measure
the adsorption and desorption isotherms. Based on this data, various methods may be
employed to determine the adsorbed amount, the specific surface area, and the pore size
distribution of a given sample.

As described by Thommes et al. [81], a static volumetric method was used to perform
the gas sorption experiments in this thesis. In this method, a defined amount of gas (the
adsorbate) is released into a confined volume containing the sample. While adsorption of
gas molecules on the external sample surface and the internal pore structure takes place,
the pressure drops until an equilibrium is established. Based on the difference in pressure
before and after adsorption, the amount of adsorbed gas can be calculated using the ideal
gas law. In the case of N2 experiments, this is performed for various pressures until a
pressure slightly below the saturation vapor pressure is reached. The whole procedure is
performed at a constant temperature. The dead space inside the confined volume known
as sample cell is determined prior to the actual measurement using helium. Prior to the
determination of an adsorption isotherm, all physisorbed species attached to the surface
of the sample should be removed. This is achieved by outgassing the sample at elevated
temperatures under vacuum for a defined amount of time. A typical outgassing procedure
for carbons is performed at 250 °C for 24 h [82]. Other gases used besides nitrogen at 77K
include argon at 87K and carbon dioxide at 273K. The later is a suitable choice for
carbonaceous materials (e.g. biochar) with very narrow micropores and complex pore
networks. Krypton at 77K is another choice for non-porous materials [81].

In the context of physisorption, pores are classified according to their pore width. A
nanopore is defined to be smaller than 100 nm. Porous materials are further classified
into three categories according to their size. Macroporous materials consist of pores with
a pore width larger than 50 nm. Mesoporous materials contain pores in the pore width
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range of 2-50 nm. Microporous materials consist of pores with a pore width below 2 nm.
Micropores can be further classified into super-micropores with widths between 0.7-2 nm
and ultra-micropores with widths smaller than 0.7 nm.

The International Union of Pure and Applied Chemistry (IUPAC) provides a classi-
fication for adsorption isotherms, which are closely related to the pore structure of the
material [81]. This is depicted in Fig. 7. Type I isotherms are given by microporous solids
for which micropore filling of narrow micropores of molecular dimensions occurs at a very
low relative pressure p/p0. Type II isotherms are given by physisorption of gases on non-
porous materials. Adsorption in such materials occurs through unrestricted monolayer-
multilayer adsorption up to high p/p0. Type IV isotherms correlate with mesoporous
adsorbents. Capillary condensation gives rise to the shape of the adsorption isotherm.
At low p/p0, a monolayer is formed on the mesopore walls followed by pore condensa-
tion. This is a phenomenon, whereby a gas condensates to a liquid-like phase in a pore
at a pressure p less than the saturation pressure p0 of the bulk liquid [83]. Capillary
condensation may or may not be accompanied by a hysteresis loop. More details on this
phenomenon is given by Thommes et al. [81].

The Brunauer-Emmett-Teller (BET) method is commonly used to determine the spe-
cific surface area of a given material. The method is based on the physical adsorption
of gas molecules on a solid surface. The theoretical background of the BET method has
several weaknesses, as it is only applicable to multilayer adsorption and requires gases,
that do not chemically react with the surface groups. Further assumptions that the BET
method is based on include that the adsorption occurs on a homogenous surface, that no
lateral interactions between gas molecules occur, that the upper layer is in an equilibrium
with the gas phase, and that the number of layers becomes infinite at the saturation
pressure. Therefore, the area determined using the BET method is called BET area
rather than specific surface area. The BET method consists of two steps. In the first
step the physisorption isotherm is transformed into the BET plot according to Eq. 8. To
determine the monolayer capacity nm, the linear region of this plot is used, which typi-
cally lies within a relative pressure range of 0.05 - 0.30 for non-porous, macroporous and
mesoporous materials. The relative pressure range is typically shifted to lower values for
microporous materials The parameter n is the specific amount adsorbed at the relative
pressure p/p0 and C is the BET constant.

p/p0
n(1− p/p0)

=
1

nm C
+

C − 1

nm C
(p/p0) (8)

In a second step, the BET area as(BET ) is calculated using the molecular cross-sectional
area σm of the adsorbate molecule (e.g. 126 nm2 for nitrogen at 77K) according to Eq. 9,
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Figure 7: Classification of physisorption isotherms according to the IUPAC Technical
Report published in 2015 [81]. Reproduced with permission from Thommes et al. [81];
copyright 2015 De Gruyter.
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where m is the sample mass and NA is the Avogadro constant [81].

as(BET ) =
nm NA σm

m
(9)

Novel procedures were developed to allow accurate and comprehensive pore structural
analysis. These advanced procedures include Density Functional Theory (DFT) kernels
and Grand Canonical Monte Carlo (GCMC) simulations to determine particularly pore
size distributions over a wide range of pore sizes [81].

Differential scanning calorimetry (DSC) is a thermoanalytical technique in which
the difference in the amount of heat required to increase the temperature of a sample
and a reference crucible is measured as a function of temperature [84]. The heat flow
is measured indirectly and is proportional to the difference in temperature between the
sample and a reference. Depending on the sign of the heat difference, the heat flow may
be exothermal or endothermal. Measurements may be performed in inert atmosphere or
vacuum which allows to determine phase transformations. Synthetic air may be used in
order to determine the oxidization behavior of the sample (e.g. exothermal reaction due
to formation of gaseous CO2) [84]. Thermogravimetric analysis (TGA) is a technique
where the mass change of a sample is measured as a function of temperature, while the
sample is subject to a controlled temperature program in a controlled atmosphere. It is
commonly used to study polymeric materials and the oxidation behavior of metals. In
this thesis, it is mostly used to determine the volatile fractions of powders in an oxidizing
atmosphere. The measurement data obtained in DSC and TGA experiments depends on
the total amount of sample mass due to kinetic effects. Sample mass should therefore be
kept in a similar range to maintain comparability between measurements [85].
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2 Experimental

The aim of this chapter is to give the reader an overview of the samples and the techniques
used to perform the characterization of the samples. The synthesis of the samples is
not described in detail, as the methane pyrolysis processes utilized at Montanuniversität
Leoben were performed by research groups at the Institute of Non-Ferrous Metallurgy
and the Institute of Ferrous Metallurgy. Those processes will be described in theses and
papers in the future to come.

2.1 Samples

Various carbon-rich powder samples were investigated within this thesis. Two powders
served as reference materials. Sample R1 is a mineral graphite produced by Grafitbergbau
Kaisersberg GmbH (GBKB). Sample R2 is biochar that was produced through pyrolysis of
biomass by Sonnenerde GmbH. Based on the available data provided by the manufacturer,
R1 contains a carbon content of 40 to 50 wt% and an ash content of 48 to 58 wt%2. The
plant-based biochar was produced through a pyrolysis process at 600 °C in the absence
of oxygen. The carbon content was stated to be 69 wt%3 and a specific surface area
of roughly 300m2 g−1 was claimed. Further constituents of sample R2 include water
(32.2 wt%), Na2O (0.5 wt%), K2O (1.4 wt%), Ca (2.5 wt%), and Mg (0.1 wt%). The sum
of all constituents adds up to 105.8 wt%. This challenges the reliability of the product
data sheet. Both reference samples are commercially available and serve as benchmarks.

Samples A, B1, B2, and C were obtained from different laboratory-scaled methane
pyrolysis processes performed at Montanuniversität Leoben. Sample A was derived from
a liquid metal process using a mixture of 90 wt% Cu and 10 wt% Ni at 1250 °C as a liquid
catalyst. In an earlier experiment liquid Zn was introduced into the reactor chamber.
After the experiment, it was replaced by Cu and Ni. Zn was detected in subsequent
EDS measurements of sample A, and thus was most likely not fully removed from the
chamber. The deployment of a liquid catalyst prevents catalyst deactivation due to carbon
formation. A lab-scaled induction furnace was used. The process gases were blown into
the reaction chamber from the bottom of the crucible. A mixture of CH4 and N2 was
used with the later providing additional flushing of the process chamber. The carbon was
transported with the exhaust gas and collected in a filter system of the reactor.

Samples B1 and B2 were both derived from thermal pyrolysis using a plasma-based
process, where a DC-plasma with a transferred arc was used. During the production of

2Based on the data sheet provided by GBKB, it is assumed that "%" refers to wt%.
3Based on the data sheet provided by Sonnenerde GmbH, it is assumed that "%" refers to wt%.
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sample B1 the ratio of the two process gases Ar and CH4 was varied in an unknown man-
ner4, thus carbon production parameters were not constant throughout the experiment.
In sample B2 a fixed ratio of 50 vol% Ar and 50 vol% CH4 was used.

Sample C was derived from a fixed bed process. The experiment was performed in
a lab-scaled vertical reactor with an inner diameter of 78mm. Electrical heating was
utilized to establish a process temperature of 800 °C. Reduced iron ore pellets with a
diameter of roughly 12 mm were used as a catalyst with the carbon growing on top of
these spherical pellets. Separation of catalyst and carbon was performed by mechanically
removing the carbon.

A summary of all samples characterized in this thesis is given in Table 1. It has to be
noted that all pyrolysis-derived carbons are produced in laboratory-scaled experiments
using commercially available methane rather than natural gas. These test runs were
focused on establishing appropriate operating parameters (e.g. process temperature, gas
flow, ratio of gases used, types of catalyst used) in order to achieve a reasonable process
performance (e.g. hydrogen yield, hydrogen purity, methane conversion ratio). The very
first carbon samples obtained from reasonably stable processes were investigated within
this thesis. Meeting certain minimum process performance parameters is a prerequisite
for methane pyrolysis to become a large-scale industrial production process for hydrogen.
There was no focus on obtaining certain allotropes or morphologies of carbon in these
primary investigations.

The goal of this thesis is to investigate carbon samples obtained in early stages of the
methane pyrolysis process development in order to obtain a very first profile of carbon
properties. This would allow to give directions in which to further develop the process
with certain applications for the carbons in mind.

Table 1: Overview of samples investigated in this thesis.

Sample ID Origin

R1 mineral graphite (commercially available)
R2 biochar (commercially available)
A liquid metal process
B1 plasma process
B2 plasma process
C fixed bed process

4The goal was establishing a stable process rather than producing carbon.
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2.2 Experimental methods

This chapter contains an overview of the experimental methods performed at the Monta-
nuniversität Leoben and employed in this thesis.

2.2.1 Optical microscopy

An optical investigation of the samples was carried out using an Axio Lab.A1 optical
microscope by Zeiss. Micrographs were taken using an Axiocam 105 color microscope
camera by Zeiss. Image processing was done using the software package ZEN (version
2.5, blue edition) by Zeiss.

2.2.2 Powder dispersion studies

Powder dispersion studies were performed using distilled water and ethanol. About 20mg

of powder were dispersed in 20mL of distilled water and ethanol respectively. Glass vials
were used to mix the samples with the distilled water or ethanol. The samples were shaken
manually and placed in an ultrasonic bath for 10min to establish a uniform mixing of
powder and liquid. Digital photographs were taken after mixing as well as after 1, 7, and
28 days to investigate the dispersion behavior.

2.2.3 Poured bulk density measurements

Poured bulk density measurements were obtained by weighting a defined volume of the
sample using a plastic vial with a defined volume (V = 2mL). Each powder was poured
into the plastic vial and then the sample mass m was determined using a precision scale
As no compaction step was performed, the poured density of the sample was calculated as
ρbulk = m/V . It has to be noted that no standardized procedure was applied. Therefore,
poured bulk density data may be used in a qualitative way only (e.g. to establish a relative
ranking of samples).

2.2.4 Scanning electron microscopy (SEM) and energy dispersive X-ray spec-

troscopy (EDS)

Scanning electron microscopy (SEM) was performed with an Tescan CLARA scanning
electron microscope. All micrographs were taken in secondary electron contrast mode
using an acceleration voltage of 10 keV. For chemical analysis in-SEM energy dispersive
X-ray spectroscopy (EDS) was performed. Prior to the measurements a sputter-coating
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with gold was applied to ensure the minimum electric conductivity required to perform
SEM and EDS investigations and to avoid potential charging effects during imaging.

2.2.5 X-ray diffractometry

Laboratory X-ray diffraction (XRD) experiments during this thesis were performed on a
Bruker D8 Advance Eco using a voltage of 40 kV and a current of 25mA. The samples were
placed on a rotating measurement tray for obtaining improved statistics and measured
using Cu Kα radiation with a wavelength λ of 1.5418Å. Measurements were carried out
in a diffraction angle 2θ range from 10° to 90° with a step size of 0.01° and 2 s exposure
time resulting in a total measurement time of roughly 4.5 hours per sample.

The powder diffraction files 4+ (PDF4+) database by the International Center of
Diffraction Data (ICDD) was used to obtain diffraction patterns of various compounds.
Peak fitting for determining peak positions and Full Width at Half Maximum (FWHM)
values was carried out using the software package Origin 2020 (version 9.7.0.188). Gaus-
sian functions were applied to determine the 2θ angles and the FWHM values for (0 0 2),
(1 0 0), (0 0 4), and (1 1 0) peaks of carbon in a similar manner as reported in literature
[86]. Turbostratic carbons do not display (1 0 1), (1 1 2), and (1 0 2) peaks [24, 75].

Crystallographic parameters that may be determined from the diffraction pattern in-
clude the crystal length La, the crystal length Lc, the interlayer distance d002, and the
interplanar distances d100 and d110.

Scherrer’s equation allows to calculate the crystallite sizes Lc and La based on the
peak position and FWHM according to Eq. 10 [24, 74, 86]:

Lc(XRD) =
0.89 λ

FWHM002 cosθ002
(10a)

La(XRD) =
1.84 λ

FWHM100 cosθ100
(10b)

La(XRD) =
1.84 λ

FWHM110 cosθ110
(10c)

Bragg’s law allows to calculate the interlayer spacing d002 according to Eq. 11.

d002 =
λ

2 sinθ002
(11)
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Instrumental broadening has to be subtracted to obtain broadening from other sources
including crystallite size. This was particularly important for Eq. 10. The X-ray diffrac-
togram of a standard Corundum sample was collected. The Corundum reflections were
peak-fitted using Gaussian functions. The results are given in Table 2. Because Gaussian
functions were used for peak fitting of the carbon sample diffractograms, it was possible
to subtract the influence of the instrumental broadening according to Eq. 12.

FWHMeff =
√︂

FWHM2
meas − FWHM2

ib (12)

In this equation, FWHMmeas is the FWHM value obtained from the sample measurement,
FWHMib is the contribution of instrumental broadening and FWHMeff is the FWHM
value used in subsequent calculations. Instrumental broadening varied over the 2θ range
of the instrument, thus Corundum peaks close to the reflection angles of the (0 0 2), (1 0 0),
(0 0 4), and (1 1 0) carbon peaks were used to subtract the instrumental broadening.

Table 2: X-ray diffraction data obtained from a Corundum sample for determining the
instrumental broadening.

2θ (°) FWHMib (°) (hkl) Commment

25.60 0.097 (012) Used as the value for the instrumental broadening for the (002) carbon peak
35.16 0.047 (104)
43.36 0.049 (113) Used as the value for the instrumental broadening for the (100) carbon peak
52.56 0.054 (024) Used as the value for the instrumental broadening for the (004) carbon peak
57.50 0.057 (116) Used as the value for the instrumental broadening for the (110) carbon peak
61.31 0.057 (018)

2.2.6 Small angle X-ray scattering (SAXS)

Small-angle X-ray scattering (SAXS) experiments were performed an N8 Horizon labo-
ratory SAXS instrument from the company Bruker AXS using Cu Kα radiation with a
wavelength λ of 1.5418Å, a voltage of 50 kV and a current of 100µA. Silver behenate was
used to calibrate the device due to its large number of sharp peaks in the range below
2θ = 20° [87]. The samples were poured on sticky tape and then inserted into the sample
chamber. Vacuum was applied and 2D SAXS patterns were collected at three different
measurement points for each sample. This allowed to estimate whether local variations
within each individual sample were present. Each point was measured for 500 s. The soft-
ware MULIP SAXS-2D provided by Gerhard Popovski of the Montanuniversität Leoben
was used to perform the azimuthal integration of the 2D SAXS data. The tape was
measured independently and subtracted from the sample measurements. The intensity
detected for the tape was significantly smaller than the intensity for the tape with the
sample. Therefore it would have been possible to neglect the influence of the tape rather
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than subtract it. Fig. 8 depicts three scattering curves recorded for sample R1 with the
azimuthal integration already performed.
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Figure 8: Results of the SAXS measurement of sample R1 and the sticky tape.

2.2.7 Raman spectroscopy

Raman spectra were recorded using a Jobin Yvon LABRAM confocal Raman spectrom-
eter. A frequency-doubled Nd-YAG laser (λ0 = 532.02 nm) was used. Raman shifts
were obtained from 100 cm−1 to 3500 cm−1 using a Peltier-cooled slow scan-CCD matrix-
detector. Samples were measured in 3 cycles using 20 s exposure time for each cycle. The
experiments were performed at room temperature. An Olympus BX 40 microscope fitted
with a ×10 and a ×100 long-working distance objective lens was used to perform laser
focusing and sample viewing prior to the actual measurement. Three consecutive Raman
measurements were carried out at the same spot in the sample. No change in the Raman
spectra was detected during three repeated measurements indicating that the local energy
density did not influence or destroy the microstructure of the sample. To illustrate the
D band, G band, and G’(2D) band positions, the Raman spectrum of sample R1 is given
in Fig. 9.

In literature, Raman spectra of carbonaceous materials are used to determine cystallite
size La. Tuinstra and Koenig reported an empirical relationship between the crystallite
size La obtained from XRD and the intensity ratios of the D and G bands in disordered
non-graphitic carbons [80]:

ID
IG

∝ 1

La

(13)

Knight and White refined this formula by taking the wavelength of the laser λ0 into
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Figure 9: Raman spectrum of sample R1. D, G, and G’(2D) peaks are clearly visible.
Relative intensities of peak heights or integrated areas are used to estimate the crystallite
size La.

account [88]:

ID
IG

=
C(λ0)

La

(14)

In this formula C(λ0) describes a wavelength-dependent factor. In accordance with
Matthews et al., Eq. 15 was applied to determine C(λ0). The values used were C0 =

−12.6 nm and C1 = 0.033 [89].

C(λ0) = C0 + λ0 C1 (15)

As discussed by Zickler et al. many papers do not clearly state whether a ratio of
peak intensities or integrated peak areas should be used [74]. In this thesis, calculations
were performed for both peak intensities and integrated peak area ratios. Peak fitting
was performed with the software MagicPlot (version 2.9.3) using a linear function for the
background and Gaussian functions for the D, G, and G’(2D) bands. Various alternative
approaches were applied in literature [90].
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2.2.8 Thermogravimetric analysis (TGA) and differential scanning calorime-

try (DSC)

Thermogravimetric analysis (TGA) and differential scanning calorimetry (DSC) were per-
formed simultaneously on a DSC Setsys Evo 2400 device from the company Setaram.
Synthetic air consisting of 20 vol% oxygen and 80 vol% nitrogen with a flow rate of
16mLmin−1 was used. Samples were placed in an Al2O3 crucible with a volume of 100µL.
Sample mass ranged from 5mg to roughly 15mg. All samples were treated according to
the temperature profile depicted in Fig. 10. Heating was performed from room tempera-
ture to 1500 °C using a constant heating rate of 10Kmin−1. The maximum temperature
was held for 30min. A cooling zone mirroring the heating zone concluded the measure-
ment. For analytical purposes only the heating zone was considered. Prior to actual
measurements a reference measurement was performed using an empty Al2O3 crucible.
The mass gain versus temperature curve and the heat flow versus temperature curve from
this reference measurement were subtracted from all subsequent sample measurements in
order to obtain heat flow and mass loss values that may be attributed to changes occurring
within the sample only.
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Figure 10: Temperature profile used for the TGA-DSC measurements.

It has to be noted that an error in the calibration of the device caused incorrect values
of absolute heat flow and shifts in temperature data of about ± 20 °C. Since all mea-
surements were performed using the same erroneous calibration setting, heat flow data
may not be used quantitatively, but may very well be used to establish qualitative re-
lationships. For example, it is possible to rank the occurrence of phase transformations
from the lowest temperature to the highest temperature. It is, however, not possible to
give a precise value for said transformation temperatures. Mass values (e.g. carbon con-

26



tent, amount of inorganic residue) are not affected by the calibration error. To illustrate
a TGA-DSC measurement sample R1 is depicted in Fig. 11. The carbon content was
estimated to be 46.0 %. An exothermal peak was detected.
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Figure 11: Result of the TGA-DSC measurement of sample R1. The mass loss is at-
tributed to the combustion of carbon to form CO2. The DSC data show an exothermal
peak in heat flow. This might be explained by a bimodal particle size distribution within
the sample.

2.2.9 Gas sorption analysis

Gas sorption experiments were performed using a Quantachrome Autosorb iQ3 gas sorp-
tion analyzer from Anton Paar. Nitrogen (N2) was used as an adsorbate for all samples
except for sample R2 for which CO2 was used.

The N2 measurements were performed at a constant sample temperature of 77K using
liquid nitrogen as a cooling agent. Measurements were carried out from a relative pressure
p/p0 = 10−3 to slightly less than 1. Prior to the measurement all samples were degassed
at 250 °C for 24 h under a vacuum (10−6mbar). Samples were placed in sample cells made
of glass. Prior to the sorption measurement a glass rod was inserted into the sample cell
to minimize the free volume.

The experiments were conducted using the software AsiQWin (version 5.3) provided
by Anton Paar. AsiQWin was used to calculate the Brunauer–Emmett–Teller (BET)
area based on the multi-point BET method. Data points in the relative pressure range of
p/p0 = 0.12 − 0.30 were used. It has to be noted that the BET area is not equivalent
to, but may be used as an estimate for the specific surface area, especially for the case
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of non-porous, macroporous, and mesoporous materials. Fig. 12 depicts the adsorption
isotherm of sample R1 which displays a hysteresis loop due to condensation of nitrogen
within mesopores.
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Figure 12: Gas sorption analysis data of sample R1. The measurement was performed us-
ing N2 at 77K. Solid symbols denote the adsorption branch, open symbols the desorption
branch.

The biochar sample R2 was measured using CO2 at 273K. This was done because
two measurements using N2 at 77K failed to record adsorption isotherm data. This was
attributed to the typically small micropore sizes coupled with a tortuous pore network of
biochars and slow kinetics of N2 at 77K. The experiment was performed using a cooling
bath filled with a mixture of water and anti-freezing liquid, which was coupled with an
external temperature controlling device. The sample preparation procedure was identical
to the nitrogen experiments and the same software was used. The Grand Canonical Monte
Carlo method was applied to extract the pore size distribution and give an estimate of
the specific surface area [91].
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3 Results

This chapter presents the results obtained for the six carbon-rich samples summarized in
Table 1. The goal of this chapter is to provide important structural and compositional
data of the investigated samples.

3.1 Results from basic characterization methods

A quick poured bulk density estimate of the samples was obtained by weighting a defined
volume of the sample. Sample R2 was ground using a mortar and a pestle prior to this
and all subsequent investigations, as the biochar consisted of individual pellets that were
too big for conventional methods requiring powder samples. The data presented in Fig.
13 allowed to establish a relative ranking between the samples. Quantitative statements
cannot be made based on this data as no standardized procedure was applied. Sample
C displays the highest poured bulk density and was later found to contain the largest
quantities of metals. Sample B1 has the lowest poured bulk density which was found to
correspond to a comparatively large specific surface area. Important factors determining
the poured bulk density are the macroscopic appearance (e.g. aggregated particles), the
particle size distribution, and the fractions of phases present (e.g. presence of metallic
particles along with carbon particles).
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Figure 13: Comparison of poured bulk densities. No standardized procedure was used to
determine the poured bulk density (data may be used quantitatively only).

Micrographs derived by optical microscopy are presented in Fig. 14. All samples were
powders. Sample B1 and B2 were described as particularly fine powders. Due to the low
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depth of field of an optical microscope, this method proved to be ineffective for charac-
terization purposes, as it was not possible to distinguish between different phases based
on color or particle shapes. A test run was performed to see whether a resin embedded
polished specimen with a smooth, flat surface could be prepared. A suitable smoothness
of the surface could not be achieved, neither using DuroCit-3 from the company Struers
nor Demotec 70 as the embedding medium of the specimen. Individual particles broke
loose from the embedding medium during the polishing process. This posed a significant
challenge in specimen preparation that could not be solved within this thesis.

(a) Sample R1 (b) Sample R2

(c) Sample A (d) Sample B1

(e) Sample B2 (f) Sample C

Figure 14: Comparison of various samples using the optical microscope.

For the dispersion studies, about 20mg of sample were dispersed in about 20mL of
distilled water or ethanol. Photographs were taken right after mixing, after 1 day, after
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2 days, and after 28 days to monitor the unmixing process. The results are depicted in
Fig. 15. In distilled water unmixing finished for the samples R1, A, B1, and B2 within
1 day. In ethanol unmixing occured at a slower rate and finished within 7 days for all
samples. The dispersion behavior depends on the particle size distribution, on the phases
present and on the surface groups which influence the wetting properties of the sample.
Sample R2 displayed the slowest unmixing process in distilled water with a significant
fraction of the powder still dispersed after 1 day. Sample C showed a distinct yellow color
that faded slowly and was almost fully vanished after 28 days. Traces of iron were found
in this sample (see Fig. 16) as orange-brownish deposits of iron oxide were visible in the
glass vial. This is in good agreement with the poured bulk density measurements for
which sample C had the largest poured bulk density. This is explained by iron particles
with a high crystal density mixed together with carbon particles of a comparably low
crystal density.

Barrie et al. [92] found that a dispersion of carbon black in an aqueous solution was
not stable without the "addition of polymer to a level corresponding to a ratio of 50mg

of polymer per 13m2 of surface area (i.e. 15 wt% particles)" [92]. Stankovich et al.
[93] reported stable graphitic nanoplatelets after coating the platelets in poly(sodium
4-styrenesulfonate). The graphitic nanoplatelets were synthesized via the reduction of ex-
foliated graphene oxide [93]. Wang et al. [34] found that graphene nanosheets that were
"freshly prepared via chemical reduction are non-dispersable in aqueous solution". The
graphene nanosheets floated on water when no surfactant was added. "However, on adding
poly(sodium 4-styrenesulfonate) during the reduction process, hydrophilic graphene nanosheets
were obtained, which could be well dispersed and formed a homogeneous aqueous solu-
tion" [34]. Tanvir, Biswas, and Qiao [94] mixed ethanol with roughly 1-5 wt% of graphite
nanoparticles. The dispersion "maintained good suspension quality for at least several
hours" [94].

3.2 Sample morphology and chemical composition

Fig. 17 and Fig. 18 depict the sample morphology as obtained from SEM. All micrographs
were taken in secondary electron mode after a gold coating of the powder was applied
to ensure an adequate electrical conductivity and avoid potential charging effects during
imaging. EDS spectra were recorded in order to make qualitative statements on the
elemental composition. Quantitative or semi-quantitative statements using EDS cannot
be made for the samples presented within this thesis as the low energy of the carbon K
characteristic X-ray at 282 eV, which implies a significant self-absorption. An example of
a similar situation is given by Newbury and Ritchie [95].
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(a) Distilled water, after mixing (b) Ethanol, after mixing

(c) Distilled water, after 1 day (d) Ethanol, after 1 day

(e) Distilled water, after 7 days (f) Ethanol, after 7 days

(g) Distilled water, after 28 days (h) Ethanol, after 28 days

Figure 15: Dispersions of investigated samples using distilled water (left side) or ethanol
(right side) as solvents. Photographs were taken right after mixing (a, b), after 1 day (c,
d), after 7 days (e, f), and after 28 days (g, h). Sample order in all photographs from left
to right: R1-R2-A-B1-B2-C.

Figure 16: Dispersion of sample C in distilled water after 28 days. The yellow color
present immediately after mixing faded slowly and disappeared completely after 28 days.
The orange-brownish deposits that occurred on the bottom of the glass vial are caused
by iron oxide formation ("rust").
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Sample R1 consists of flake-like particles that display a broad particle size distribution.
At high magnifications smaller particles that are attached to larger flakes are visible.
Sample R2 consists of a wide variety of irregularly shaped particles. At high magnifications
a ribbed structure is visible. This result was in good agreement with literature [96, 97].

Sample A consists of elongated particles. At higher magnifications fine, spherical par-
ticles that are fused to larger, elongated particles are visible. Samples B1 and B2 consist
of agglomerated particles (i.e. particles that are fused together). Higher magnifications
reveal fine, fluffy particles. In between particles, some filamentous structures are visible.
In comparison, sample B1 appears to be more homogeneous than sample B2. Sample C
again consists of agglomerated particles. At high magnification levels, the sample surface
appears to be smooth when compared to all other samples and samples B1 and B2 in par-
ticular. The macroscopic appearance and the microscopic morphology are summarized in
Table 3.

Table 3: Sample morphology and macroscopic appearance.

Sample ID Macroscopic appearance Microscopic morphology
(scanning electron microscopy)

R1 powder flake-like particles
R2 powder irregularly shaped particles
A powder elongated particles
B1 fine powder agglomerates
B2 fine powder agglomerates
C powder agglomerates

Representative EDS spectra were collected for all samples and are given in Fig. 19.
All EDS spectra showed a dominant peak associated with carbon. Both samples R1
and R2 displayed significant impurities of Si and O. Besides carbon, sample A contained
significant amounts of Cu, Zn and O impurities. Sample B1 contained C, Fe, O and minor
amounts of Cu. For sample B2 the elements C, O, Fe and Al were detected. For sample C
the elemental composition included C, Fe, Si, and O. The elements detected using EDS
are summarized in Table 4.

3.3 Results from X-ray diffraction experiments

X-ray diffraction experiments were performed for all samples. The obtained X-ray diffrac-
tograms were compared to the X-ray diffraction pattern of graphite according to the Pow-
der Diffraction File (PDF) 00-056-0159 given in Table 5. In the powder XRD pattern of
turbostratic carbon only (h k 0) and (0 0 l) reflections are present, while reflections with
mixed indices including (1 0 1), (1 0 2), and (1 1 2) do not occur [24].
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(a) Sample R1 (b) Sample R2

(c) Sample A (d) Sample B1

(e) Sample B2 (f) Sample C

Figure 17: SEM micrographs taken at low magnification.
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(a) Sample R1 (b) Sample R2

(c) Sample A (d) Sample B1

(e) Sample B2 (f) Sample C

Figure 18: SEM micrographs taken at high magnification.
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Figure 19: Representative EDS spectra.
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Table 4: Elements detected using EDS. The elements were sorted according to their atomic
number. It has to be noted that light elements (e.g. H) cannot be detected in EDS.

Sample ID Elements detected

R1 C, O, Na, Al, Si, K
R2 C, O, Mg, Si, K, Ca
A C, O, Cu, Zn
B1 C, O, Fe, Cu
B2 C, O, Al, Fe
C C, O, Si, Fe

Table 5: Diffraction pattern of graphite according to Powder Diffraction File 00-056-0159.

2θ (°) d (nm) (hkl) Intensity Relationship to turbostratic carbon

26.54 0.3355 (002) 1.00
42.36 0.2132 (100) 0.07 Corresponds to the (10) peak in turbostratic carbon
44.56 0.2032 (101) 0.06 Does not occur in turbostratic carbon
50.70 0.1799 (102) 0.01
54.66 0.1678 (004) 0.07 Corresponds to the (11) peak in turbostratic carbon
77.49 0.1231 (110) 0.12 Does not occur in turbostratic carbon
83.62 0.1156 (112) 0.05 Does not occur in turbostratic carbon

Data from EDS and XRD were combined to determine the constituting phases for each
sample. The obtained XRD diffractograms are depicted in Fig. 20. The main reflections
of all detected phases are indicated with symbols. All samples consist of at least two
phases. The marked carbon reflections correspond to the graphite peaks given in Table
5. A summary of the phase analysis results is given in Table 6. The shape of the carbon
peaks and the presence of mixed (h k l) peaks were used to classify between graphite and
turbostratic carbon. This is summarized in Fig. 21.

Table 6: Results of phase analysis. Phases were detected based on XRD data. A pre-
selection of possible phases was performed based on the results from EDS. All samples
derived by methane pyrolysis contain significant amounts of impurity phases (i.e. phases
that are not carbon).

Sample ID Major impurity phases based on XRD data

R1 SiO2
R2 SiO2
A Cu, Zn
B1 Fe, Fe3O4
B2 Fe, Fe3O4
C Fe3C, Fe

Both samples R1 and R2 contain carbon along with quartz (SiO2). In both diffrac-
tograms sharp peaks related to quartz are visible. The diffractogram of sample R1 con-
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Figure 20: Comparison of X-ray diffractograms. All impurity phases are listed in Table 6.
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tains sharp carbon peaks. The strongest reflections of both carbon and quartz overlap in
sample R1, causing two almost indistinguishable sharp peaks. The (0 0 2) carbon peak of
sample R2 is broad and shifted to lower 2θ angles. No further phases seem to be present
based on the X-ray diffractogram.

The X-ray diffractogram of sample A is dominated by Cu reflections with smaller
contributions from Zn and carbon. The metal bath used for carbon production contained
10 wt% Ni and Ni was detected in the EDS measurement. Despite that, no distinct peaks
of Ni were detected. Ni might be present as a solid solution with the majority element
Cu thus contribute to the peaks attributed to pure Cu. Similarly to sample R2 there is a
broad (0 0 2) peak that is shifted to lower 2θ angles, indicating a low crystallinity of the
sample.

The diffractogram of sample B1 is dominated by carbon with smaller contributions
from Fe and Fe3O4. The diffractogram of sample B2 is dominated by the sharp (1 1 0) peak
of Fe that overlaps with the (1 0 1) peak of carbon. Smaller contributions stem from other
carbon peaks as well as from Fe3O4.

The diffractogram of sample C is dominated by iron. Despite the presence of oxygen
in the EDS data, there is no evidence for the presence of iron oxides. Cementite (Fe3C)
is present as a minor impurity. It has to be noted that cementite was not detected in
samples B1 and B2 despite the presence of both constituting elements.

Further trace elements that were detected in the EDS measurements did not contribute
to the diffraction pattern and are therefore not considered to be present as distinct phases.

Fig. 21 depicts the relevant carbon reflections that allow to classify between graphite

and turbostratic carbon. Strong reflections from impurity phases were excluded by
cutting off the data at a certain intensity.

For sample R1 the (0 0 2) carbon peak almost coincides with the (1 0 1) peak of SiO2.
A peak fitting procedure allowed to separate the two peaks using two Gaussian functions.
The peak positions are in good agreement with the expected theoretical values according
to PDF 00-056-0159 for graphite and PDF 01-077-1060 for SiO2. The (0 0 2) carbon peak
is sharp. The FWHM for the (1 0 0) carbon peak could not be determined as it overlaps
with a SiO2 reflection. However, the peak is sharp and clearly visible. The mixed (1 0 1),
and (1 1 2) carbon peaks are clearly visible. The weak (1 0 2) carbon peak is not clearly
visible. The carbon phase of sample R1 is classified as graphite, due to the presence of
mixed peaks and the sharp peak shapes present in the diffractogram.

Sample R2 displays a broad (0 0 2) carbon peak that must not be confused with the
sharp and distinct (1 0 1) reflection of SiO2. The asymmetric shape of the (0 0 2) carbon
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peak clearly indicates turbostratic carbon. Despite the asymmetric shape, a Gaussian
function was used to determine the FWHM of the (0 0 2) carbon peak. The (1 0 0) peak
is broad. The (0 0 4) carbon peak could not be investigated as the peak overlaps with
the (0 2 2) reflection of SiO2. The mixed (1 0 1), (1 0 2), and (1 1 2) carbon peaks are not
visible. The carbon phase is thus classified as turbostratic carbon due to the asymmetric
shape of the (0 0 2) carbon peak, a broad (1 0 0) carbon peak typically found in turbostratic
carbons, and the lack of mixed carbon reflections.

The (0 0 2) peak of sample A is almost invisible in Fig. 20 due to the strong Cu
reflections, but is clearly seen in Fig. 21. The (0 0 2) peak shape is shifted to lower 2θ

angles and is more distinct compared to the (0 0 2) peak of sample R2, yet asymmetric in
shape, indicating that the carbon phase is turbostratic carbon. A Gaussian function was
used to determine the FWHM of the (0 0 2) carbon peak. The (1 0 0) and (1 0 1) peaks of
carbon could not be evaluated as they overlap with the strong (1 1 1) Cu peak. Similarly,
the (1 0 2) carbon peak overlaps with the strong (2 0 0) Cu peak. The (0 0 4) carbon peak
has a symmetric shape and appears to be shifted to lower 2θ angles. Interlayer distances
of 0.358 nm and 0.338 nm were calculated based on the peak positions of the (0 0 2) and
the (0 0 4) carbon peak reflections. It was assumed that the (0 0 4) carbon peak data is
less reliable, as there was no distinct peak for the (1 0 2) Zn reflection detected, which
was expected to occur in the vicinity of the (0 0 4) carbon reflection. The (1 1 0) carbon
peak is faintly visible but could not be analyzed, while the mixed (1 1 2) carbon peak
could not be found. The carbon phase of sample A is classified as turbostratic carbon due
to the asymmetric peak shape of the (0 0 2) carbon reflection and a lack of mixed index
reflections.

Sample B1 displays a distinct (0 0 2) carbon peak, that was analyzed using a Gaussian
function despite the asymmetric shape. The (1 0 0) and (1 0 1) carbon reflections could
not be analyzed as they overlap with reflections from Fe3O4 and Fe. The (1 0 2) carbon
reflection is clearly visible and the peak shape is symmetric. No distinct (0 0 4) carbon
peak is visible. The (1 1 0) carbon reflection is smeared out and the mixed (1 1 2) carbon
peak is not visible. Sample B2 displays a more distinct (0 0 2) carbon peak compared to
sample B1. The (1 1 0) carbon peak is visible, but is broad and poorly defined. All other
carbon peaks of sample B2 are similar to those found for sample B1. For sample B1 and
sample B2 no clear classification can be made based on X-ray diffraction data only.

Sample C displays a distinct, sharp and symmetric (0 0 2) carbon reflection indicating
a graphitic structure. The (1 0 0) and (1 1 0) carbon peaks can not be analyzed due to the
strong (1 1 0) iron reflection and multiple reflections from Fe3C. The weak (1 0 2) carbon
peak is not visible. The (0 0 4), (1 1 0), and (1 1 2) and carbon peaks are clearly visible.
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Sample C is conclusively classified as graphite due to a distinct and symmetric (0 0 2)

carbon peak and due to the occurance of the mixed (1 1 2) carbon reflection.

The diffraction angles of the (0 0 2) and (0 0 4) carbon peaks were determined to cal-
culate the interlayer distance d002 (or the equivalent value 2 d004 in case of the (0 0 4)

peak). The FWHM of the (0 0 2) peak was determined to calculate the crystallite size Lc.
The diffraction angles and the FWHM of the (1 0 0) and the (1 1 0) carbon peaks were
determined to calculate the interplanar distances d100 and d110 as well as the crystallite
size La. The contribution of the instrumental broadening to the experimentally obtained
FWHM values (FWHMmeas) was considered according to Eq. 12. The calculated inter-
layer distances d002 of samples R1 and C of 0.335 nm indicate a graphitic structure and
are in good agreement with the equivalent values 2 d004. For sample A, the interlayer
distance d002 of 0.358 nm and the equivalent 2 d004 value of 0.338 nm do not agree with
each other. It is assumed that the result of the (0 0 2) carbon peak is more reliable due to
the much more pronounced shape of the peak and the lack of reflections of other phases
in the same region of the X-ray diffractogram. The (0 0 4) carbon peak is in close vicinity
of the (1 0 2) Zn reflection and thus considered less reliable.
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Figure 21: Detailed comparison of carbon reflections obtained in X-ray diffraction exper-
iments.
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3.4 Results from Raman spectroscopy

Raman spectra for all samples were recorded and are depicted in Fig. 22. The most
striking distinction is the lack of the G’(2D) peak for both samples R2 and A. As claimed
by Cuesta et al., no second-order spectrum is present for turbostratic materials [79]. In
contrary, the presence of the G’(2D) peak in the samples R1, B1, B2 and C indicates
a certain degree of three-dimensional order. The Raman spectra of sample B2 displays
a G’(2D) peak that is shifted to slightly lower values compared to the other samples
displaying the above mentioned peak.

A broad D band was observed for both R2 and A. In contrary, the four other samples
displayed a rather sharp D peak of varying relative height. Since the D band is used as
a measure of defects within the graphene layers, it can be ruled that samples R1 and A
display the greatest amount of defects followed by sample B1 (when based on integrated
peak area) [72, 73]. Rather small amounts of defects seem to be present in samples R1,
B2, and C.

It was found that the G band is shifted to a slightly larger Raman shift for samples R2
and A. Ferrari and Robertson reported an increase in the G band position up to roughly
1600 cm−1 and an increase in the ID/IG ratio for "nanocrystalline carbons without a three-
dimensional order" relative to the G band position of graphite [72]. This further confirms
that samples R2 and A are turbostratic carbons. A decrease in the G band position and
in the ID/IG ratio was expected for amorphous carbons, which contained mostly sp2 sites
in "ring-like configurations consisting of five, six-, seven-, and eightfold disordered rings"
[72].

Raman data was used to determine the positions of D, G, and G’(2D) bands. The
peak intensity ratio as well as the ratio of the integrated peak areas were determined and
used to estimate the crystallite size La according to Eq. 14. A summary of all quantitative
results obtained from Raman spectroscopy is given in Table 8.

Table 8: Results of Raman spectroscopy. Crystallite size La is calculated based on peak
height (La,ph) and based on integrated peak area (La,ipa).

Sample ID Position D band Position G band Position G’(2D) band (ID/IG)ph (ID/IG)ipa La,ph La,ipa

(cm−1) (cm−1) (cm−1) (nm) (nm)

R1 1355.1 1586.0 2705.5 0.43 0.62 11.4 7.9
R2 1343.4 1600.4 N/A 0.88 3.11 5.6 1.6
A 1359.0 1604.3 N/A 0.86 2.66 5.8 1.9
B1 1347.3 1590.0 2695.0 0.97 1.13 5.1 4.4
B2 1348.6 1580.8 2691.1 0.35 0.64 14.2 7.8
C 1349.9 1582.4 2700.2 0.29 0.55 17.2 8.9

Fig. 23 shows the estimated average crystallize sizes La and Lc. The former is based on
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Figure 22: Comparison of Raman spectra. Black symbols denote the position of D, G
and G’(2D) bands.
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the analysis of two different carbon peaks in the respective X-ray diffractograms and two
different evaluation procedures in Raman spectroscopy. The latter is based on XRD data
only. X-ray diffraction yielded significantly larger crystallite sizes compared to Raman
spectroscopy. The samples R2, A, B1, and B2 displayed a smaller range of La values,
while The total range of La values was significantly smaller for samples R2, A, B1, and
B2. Samples R2, A, and B1 display the lowest crystallite size La with average values
between 2 and 5 nm. The estimates for Lc obtained from Scherrer’s equation assign the
largest crystallite size to sample R1 (61.3 nm) followed by sample C, similarly to the trends
observed for La. The smallest value of 1.2 nm was obtained for sample R2, which is equal
to roughly 4 graphene layers per crystallite.
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Figure 23: Crystallite sizes La (left) and Lc (right) based on XRD and Raman data.

3.5 Results from small-angle X-ray scattering

SAXS curves were recorded for all samples. As depicted in Fig. 24, all samples displayed
rather featureless curves except for sample R2 which displayed a shoulder in the scattering
curve. This indicates that there are no well-defined structures on the nanometer scale
present, such as considerable amounts of nanopores or nanoparticles. This was later
confirmed by gas sorption experiments. A power law function (I ∝ q−x) was fitted to lower
q values (q = 0.12 - 0.20 nm−1) for all samples. It was found that the exponent x of the
power law was slightly smaller than 4 for all samples. Porod’s law suggests that scattering
curves should follow a linear slope of q−3 or q−4 down to the constant background of the
scattering curve [68].
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Figure 24: Experimental SAXS curves for all samples. The three measurements taken at
different lateral positions were averaged. Sample R2 deviates from the rather featureless
SAXS curves obtained for the other samples.

As depicted in Fig. 24, sample C displayed the strongest background and sample B2
displayed the second strongest background. It is assumed that this is related to the
amount of iron in the individual samples, as the background is heavily influenced by
the Fe fluorescence [98]. This may consequently be used to determine the Fe content
implicitly. The largest amounts of iron impurities were in fact reported for samples C and
B2. This will be discussed in chapter 3.6.

The power law function was assumed to arise mostly from the powder particles of the
sample at the micrometer scale (see SEM micrographs in Fig. 17 and Fig. 18) and was
subsequently subtracted from the measurement data. The remaining scattering signal is
assumed to come from the nanometer scale, i.e. from nanoparticles or nanopores poten-
tially present in the samples. A significant remaining SAXS intensity was only found for
sample R2, while for all other samples the remaining signal after subtraction was negligi-
ble. This is depicted in Fig. 25. Therefore it is concluded that except for sample R2 all
samples are rather structureless on length scales between 1 nm and 10 nm, which is the
scale covered by SAXS measurements. Sample R2 is known to contain nanopores, which
will be confirmed later on.

3.6 Carbon content and inorganic impurities

Fig. 26 shows the development of the sample mass as a function of temperature for various
carbon samples in oxidizing atmosphere. The main mass loss occurred over a broad range
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Figure 25: SAXS pattern for sample R2, measurement point 3. A power law was fitted
at low q values (dashed blue line) and subtracted from the measurement data to obtain
the contribution from the nanoparticles or nanopores (dotted blue line).

of temperatures from 400 °C to 1000 °C.

Sample C displays an increase in mass prior to the mass loss caused by carbon com-
bustion. This is attributed to iron oxide formation as significant amounts of iron were
detected both in EDS and XRD. A similar behavior with respect to mass gain prior to
the main carbon combustion was reported by Pudukudy and Yaakob [58] when using
an Fe-based catalyst. The carbon content was estimated as the difference between the
total mass and the remnant. The mass loss up to 200 °C was excluded and attributed
to adsorbed water. However, no significant mass loss due occurred up to 200 °C. Due to
the mass increase at low temperatures, the carbon content of sample C was estimated as
the difference between the maximum in recorded mass at roughly 600 °C and the remnant
mass. Samples A, B1 and B2 displayed similar carbon purity levels which were deter-
mined to be between 61.7 and 68.6 wt% based on mass change. Both samples R1 and R2
displayed strikingly similar levels of carbon purity with 46.0 and 46.6 wt%, respectively.
Actually, quartz may be considered to be the primary phase for both samples R1 and R2
rather than carbon, since it makes up more than half of both samples according to mass.
However, it has to be noted that carbon combustion of sample R2 occurred at much lower
temperatures compared to sample R1. This is explained by the much higher specific sur-
face area of sample R2 as determined by gas sorption experiments (i.e. more surface sites
available for oxidation). A similar behavior was reported for multi-walled carbon nan-
otubes. Multiple studies showed that a decrease in carbon nanotube diameter shifted the
onset of carbon combustion to lower temperatures [99–102]. It is known from literature
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Figure 26: Mass as a function of temperature in oxidizing atmosphere. Heating was
performed at 10Kmin−1. Mass loss is assigned to carbon combustion (i.e. formation of
CO2).

that the temperature interval of carbon combustion is linked to the specific surface area
as well as to the amount of disorder present within the sample, as an increased amount of
atomic defects in the carbon structure make it more prone to oxidation [101, 103]. Multi-
ple studies reported that amorphous carbons decompose at lower temperatures compared
to graphitic particles. It has to be noted, however, that the oxidation temperature ranges
of different forms of carbon are not well-defined [101, 103]. A summary of the carbon
contents is given in Table 9. The residues were not analyzed. Thus, carbon bound in
chemical compounds like iron carbide (Fe3C) was not considered for the carbon content
(i.e. only the carbon in a free form).

Fig. 27 shows heat flow as a function of temperature for all aforementioned carbon
samples. It has to be noted that absolute heat flow values may not be used due to
the calibration error (see Chapter 2.2.8 for more details). A ranking may, however, be
established within these samples. It was found that the onset of carbon combustion
is shifted to lower temperatures the larger the specific surface area is (e.g. the largest
specific surface area was detected for sample R2 for which carbon combustion occurred
at the lowest temperature range).

For samples R1, A, B1 and C the exothermic reaction display a distinct peak over
the reaction temperature range. It was reported by Dunens, MacKenzie, and Harris
that the distribution of carbon nanotube products may be deducted from the oxidation
peak width at half maximum [103]. A narrow peak width indicates a narrow product
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Figure 27: Heat flow as a function of temperature in oxidizing atmosphere. Heating was
performed at 10Kmin−1. Exothermic reactions are associated with carbon combustion
(i.e. formation of COx).

distribution [103]. It has to be noted that no further analysis of this particular topic
was performed due to the calibration error influencing the DSC measurement data in an
unknown fashion. Crumpton et al. [104] showed that pure graphite is not stable beyond
roughly 950 °C in oxidizing atmosphere. Therefore it is assumed that reactions occurring
beyond 1000 °C may be attributed to reactions occurring within the impurity phases (e.g.
distinctive endothermal reactions of sample A may be attributed to reactions of the main
impurity phase Cu or the secondary impurity phase Zn).

3.7 Gas sorption analysis and BET area

Fig. 28 depicts the gas sorption behavior of the samples. All samples were measured using
nitrogen at 77K as an adsorbate with the exception of sample R2 for which carbon dioxide
was used instead, as obtaining a nitrogen isotherm was not possible for this sample. Linear
multi-point BET plots and the corresponding BET areas are given in Fig. 29.

All samples that were measured using N2 at 77K displayed a mixed type II and type IV
hysteresis loop based on the IUPAC classification [81]. This indicates that the investigated
samples were non-porous with some capillary condensation most likely caused by particle
bridging in inter-particular voids (i.e empty space between the particles). The hysteresis
loop is only weakly pronounced for all measured samples A, B1 and B2.

Based on the shape of the adsorption/desorption isotherms and the total amount of
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Figure 28: Results of sorption experiments using N2 at 77K. Solid symbols denote the
adsorption branch, empty symbols denote the desorption branch of the measurement. The
largest BET area was calculated for sample B1 with 75.8m2 g−1.
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specific surface area it was concluded that the samples do not display significant amounts
of micro- or mesopores and may thus be described as non-porous (samples R1 and C) or
macroporous at best (samples A and B2), as the low specific surface areas are attributed
to the outer surface area of particles rather than an internal pore structure. Sample B1
might contain some micro- and mesopores. It is assumed that there is no internal pore
structure present and that only external surfaces contribute to the overall BET area of
samples R1, R2, A, B2, and C.

It has to be noted that the samples were measured as-delivered and no additional
purification step was performed. Therefore the BET area is composed of a superposition of
individual BET areas for each phase. This issue is particularly pronounced for sample C as
depicted in Fig. 26. The amount of residue was estimated to be roughly 90 wt% consisting
of iron and iron carbide. It is impossible to assess the contribution from each phase
independently from each other. However, it has to be noted that due to the difference
in crystal density the total amount of BET area is strongly limited by the purity of
the sample (e.g. crystal densities of graphite and iron are 2.26 g cm−3 and 7.87 g cm−3,
respectively).

Multiple attempts at measuring sample R2 using N2 at 77K were unsuccessful. It is
assumed that no pressure equilibrium could be achieved due to the complex pore structure
commonly found in biochars in combination with the very slow kinetics of N2 adsorption
at 77K. A similar issue was first reported by Rodriguez-Reinoso, de D. Lopez-Gonzalez,
and Berenguer [105] in 1982. Six weeks of total measurement time were needed to obtain
a full adsorption isotherm for a microporous carbon material with pore widths below
0.5 nm due to the extremely long times required for establishing an equilibrium. Jonge
and Mittelmeijer-Hazeleger reported on "kinetic limitations when diffusing through the
very small pores of biochar" when using N2 at 77K [106]. Molecule size has to be taken
into account as well. CO2 is capable of accessing smaller pores compared to N2, as CO2

has a slightly smaller kinetic diameter which in combination with a higher adsorption
temperature, enables higher diffusion rates and ultimately produces a better resolution of
ultra-micropores (i.e. pore widths below 0.7 nm) [62, 107, 108]. It has to be noted that
both N2 at 77K and CO2 at 273K measurements are suggested for a full characterization
of biochars, as they have complementary analytical properties, especially with respect to
micropores [62, 108].

A successful gas sorption experiment using CO2 at 273K was performed. The results
of the CO2 sorption experiment are depicted in Fig. 30. Both the adsorption isotherm
and the differential pore volume of sample R2 are given.

The differential pore size distribution was calculated from the adsorption data us-

52



0 2 0 0 4 0 0 6 0 0 8 0 0 1 0 0 0
0 . 0

0 . 5

1 . 0

1 . 5
CO

2 a
ds

orb
ed

 (m
mo

l/g
)

P r e s s u r e  ( m b a r )

 R 2  ( S p e c i f i c  s u r f a c e  a r e a  a c c o r d i n g  t o  G C M C  =  3 2 8 . 6  m ² / g )

0 . 0 0 . 2 0 . 4 0 . 6 0 . 8 1 . 0 1 . 2 1 . 4 1 . 6
0 . 0

0 . 1

0 . 2

0 . 3

0 . 4

Dif
fer

en
tia

l P
ore

 Vo
lum

e d
V(d

) (c
m3 /nm

/g)

P o r e  W i d t h  ( n m )

 R 2  ( S p e c i f i c  s u r f a c e  a r e a  a c c o r d i n g  t o  G C M C  =  3 2 8 . 6  m 2 / g )

Figure 30: Results of sorption experiments using CO2 at 273K. Adsorption isotherm of
sample R2 (left, filled symbols denote the adsorption branch, empty symbols denote the
desorption branch of the measurement), differential pore volume of sample R2 (right).

ing Grand Canonical Monte Carlo (GCMC) simulations, which is commonly applied to
carbonaceous materials [109]. The differential pore size distribution of sample R2 ( see
Fig. 30 shows a bimodal distribution of pore sizes with peaks at roughly 0.45 nm and
0.60 nm. This corresponds to ultra-microporosity and strengthened the hypothesis that
due to the small pore sizes N2 could not be used successfully to record the adsorption
isotherm. Based on GCMC simulations a specific surface area of 328.6m2 g−1 was calcu-
lated. It has to be noted that CO2 measurements do not allow to estimate the specific
surface area based on the multipoint BET method and should therefore not be compared
directly. The BET surface areas obtained from CO2 isotherms are not very accurate in
an absolute sense due to the high quadrupole moment of CO2 [110, 111].

It was found that a larger specific surface area correlates with the onset of carbon
combustion at a lower temperature.
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4 Discussion and Outlook

Within this thesis, four carbon-rich samples obtained from three different methane pyrol-
ysis processes were investigated using advanced characterization methods and were com-
pared to two reference materials of which one was a mineral graphite and the other was
a biochar derived from the pyrolysis of biomass. It was found that all three laboratory-
scaled methane pyrolysis processes yielded carbon-rich products with carbon contents
between 10.3 wt% and 68.6 wt%. Impurity phases found within the samples stemmed
either from the catalyst or from the reactor. The carbon allotrope detected in the metal
bath process was turbostratic carbon, while the plasma-assisted process yielded a mixture
of turbostratic carbon and graphite. Graphite was obtained from the fixed bed process.
Based on the shape of the adsorption/desorption isotherms it was concluded that the
samples are not micro- or mesoporous to a significant degree. The largest BET area de-
tected from a carbon derived from methane pyrolysis was 75.8m2 g−1. A more detailed
discussion of the results and a comparison to the state of the art is given in chapter 4.1.
The carbon characterization methodology developed within this thesis is reviewed and
an improved characterization procedure for future work is proposed in chapter 4.2. This
study was the very first step with a limited amount of samples and processing parameters.
It was shown that the structure of the carbon product strongly depends on the process
parameters. An outlook on potential future studies is given in chapter 4.3.

4.1 Discussion of results

Table 9 gives an overview of the most important results obtained within this thesis.

Table 9: Summary of results.

Sample ID Origin Carbon allotrope Surface
area (m2 g−1)

Carbon
content (wt%)

Major impurity
phases

R1 mineral graphite graphite 10.4 46.0 SiO2

R2 pyrolysis of biomass turbostratic carbon 328.6 46.6 SiO2

A metal bath turbostratic carbon 28.9 66.6 Cu, Zn

B1 plasma graphite/
turbostratic carbon 75.8 68.6 Fe, Fe3O4

B2 plasma graphite/
turbostratic carbon 28.5 61.7 Fe, Fe3O4

C fixed bed graphite 4.0 10.3 Fe, Fe3C

Sample R1, a commercially available mineral graphite, was found to have an in-
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terlayer distance d002 very close to the value of pure graphite. The X-ray diffractogram
reveals a sharp, symmetric (0 0 2) carbon peak and mixed (h k l) peaks are present. Raman
data show the presence of the G’(2D) band and a comparatively weak D band indicates a
graphitic structure with few defects. Thus, the carbon allotrope was classified as graphite.
SEM micrograhs reveal flake-like particles. A low specific surface area of 10.4m2 g−1 was
detected. TGA data show a carbon content of 46 wt%. The residue appears to consist
of SiO2 and might actually be considered to be the primary phase as it constitutes more
than half of the total sample mass.

Sample R2 is a biochar derived through pyrolysis of biomass at 600 °C. SEM micro-
graphs display a wide variety of irregularly shaped particles with a broad distribution of
particle sizes. Determining a specific surface area using N2 was not possible. CO2 was
used instead and a specific surface area of 328.6m2 g−1 was calculated using the GCMC
method. The specific surface area is close to the value of 300m2 g−1 as provided in the
product data sheet. The bimodal pore size distribution displays ultra-micropores with a
pore width of roughly 0.45 nm and 0.60 nm. The asymmetric and broad (0 0 2) carbon
peak and the broad (1 0 0) carbon peak in the X-ray diffractogram as well as the lack
of a G’(2D) peak and a comparatively strong D band in the Raman spectrum indicate
that the structure is a highly disordered turbostratic carbon. Based on a TGA exper-
iment, a carbon content of 46.6 wt% was determined for sample R2. According to the
product sheet obtained from the producer (Sonnenerde GmbH) sample R2 should consist
of roughly 69 wt% of carbon and 32 wt% of water. Water was not detected at all based
on the TGA data. It appears that the inorganic residue consists mostly of SiO2, as the
constituting elements are found in the EDS spectrum and the reflections of an SiO2 phase
are clearly visible in the X-ray diffractogram. Based on the product sheet, the inorganic
residue should make up less than 5 wt% of the sample mass. This is clearly contradicted
by 53.4 wt% of inorganic residue measured in the TGA experiment.

Sample A was derived from a metal bath process using a Cu-Ni alloy at 1250 °C.
The carbon product was carried out with the exhaust gas and subsequently collected
in a filter. The X-ray diffraction pattern of sample A reveals broad carbon peaks as
well peaks related to Cu and Zn. No peaks related to Ni were discovered in the X-ray
diffraction pattern. Similarly, no peak related to Ni was found in the EDS spectrum of
sample A. The presence of Zn is attributed to an experiment carried out prior to the
production of sample A, for which liquid Zn was used. A carbon content of roughly
66.6 wt% was determined based on TGA measurements. The lack of a G’(2D) peak in
the Raman spectrum, the asymmetric shape of the (0 0 2) carbon peak and the lack of
mixed (h k l) peaks in the X-ray diffractogram yield the classification turbostratic carbon
as the carbon allotrope present. The sample morphology is described by small, spherical
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particles agglomerated on larger, elongated particles as shown in the SEM micrographs.
The usage of Ni-based catalysts was expected to yield carbon fibers or possibly MWCNTs
for sample A, while elongated particles made of turbostratic carbon were detected [58,
112–116]. However, these studies used solid catalysts in the form of nanoparticles rather
than liquid ones. No literature study investigating a metal bath consisting of Cu and
Ni was found. In 2019, Palmer et al. investigated a methane pyrolysis process using a
molten Cu-Bi alloy, but did not report any data on the obtained carbon product [36].
In 2017, Upham et al. investigated the catalytic activity of various molten metal baths,
including a mixture of Ni-Bi. Based on Raman spectroscopy and EDS measurements,
graphitic carbon with roughly 92 at% carbon was reported, with Bi and Ni as impurity
phases [35]. In this study, the carbon product was removed from the metal-gas interface,
while sample A was carried out with the exhaust gas and collected in a filter system.
Rahimi et al. reported a carbon content of roughly 68 wt% using X-ray fluorescence for
carbon produced from a Ni-Bi bath with a layer of molten KBr on top of the liquid
metal alloy [38]. It has to be noted, however, that washing steps were applied prior to
the measurements. This is in a similar range as the 66.6 wt% carbon content reported
for sample A. Based on multiple reports in literature it is assumed that a higher carbon
content is possible and might be achieved from an improved carbon removal method [35,
38]. The morphology of the carbon product reported by Rahimi et al. was described as
predominantly sheet-like [38], compared to rather elongated particles of sample A. It is
unknown, whether carbon fibers may be obtained from the liquid metal process.

Samples B1 and B2 were both derived from a plasma-based process using two dif-
ferent sets of process parameters. The carbon content was determined to be 68.6 wt%
and 61.7 wt% respectively. Based on EDS and XRD data, the impurity phases Fe and
Fe3O4 were detected. It is assumed that the iron originates from the reactor used for the
experiments. Classifying the carbon of samples B1 and B2 was inconclusive. The X-ray
diffractograms displayed (0 0 2) carbon peaks in between the asymmetric, broad shapes of
samples R2 and A and the symmetric, sharp (0 0 2) carbon peaks of samples R1 and C.
The clearly visible (1 0 2) carbon peak indicates graphite, while the rather broad (1 1 0)

carbon peak indicates turbostratic carbon. Raman spectroscopy revealed a pronounced
G’(2D) peak for both sample B1 and B2 indicating graphite as the major carbon al-
lotrope. The Raman spectrum of sample B1 shows a more dominant D peak compared
to B2 indicating more defects in the crystallographic structure. Based on these results, it
is assumed that the carbon present in both samples B1 and B2 is a mixture of graphite
and turbostratic carbon. It has to be noted that sample B2 displays a higher degree
of ordering compared to sample B1 as evidenced by the larger crystallite sizes La and
Lc, the more symmetric (0 0 2) carbon peak in the X-ray diffractogram and a stronger
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G’(2D) band in the Raman spectrum. In literature, multiple reports focus on the pro-
duction of carbon black from a plasma process and neglect hydrogen production [41–44].
Kim et al. reported nanostructured sheet-like turbostratic carbons with a BET area of
roughly 45m2 g−1 in a process optimized for production of solid carbon. SEM micrographs
of the carbon microstructure displayed remarkable similarities to the ones obtained for
samples B1 and B2. The microstructure was described as coral-like [46]. Tsai and Chen
reported spheroidally shaped particles with roughly 50 nm in size, aggregated together to
form particles [47]. Muradov et al. reported carbon aerosols obtained in a non-thermal
plasma process [48]. The microstructure was described as sponge-like and based on SEM
micrographs remarkable similarities in terms of morphology to samples B1 and B2 were
found, similarly to the study of Kim et al. [46, 48]. The carbon product obtained by
Muradov et al. displayed a BET area of 130-150m2 g−1. The Raman spectra obtained
from the carbon aerosols displayed very weak D and G band peaks. The carbon structure
was described as "highly disordered" [48]. The BET area of sample B1 is the largest
from the investigated carbon samples derived from methane pyrolysis at 75.8m2 g−1 with
sample B2 having roughly one third of that BET area at 28.5m2 g−1. Carbons derived
from the plasma process are the most promising candidates for applications requiring a
large specific surface area, as they displayed the largest BET area investigated within
this thesis as well as the largest carbon content. It has to be noted, however, that signif-
icantly larger specific surface areas than 75.8m2 g−1 are required for multiple high-tech
applications including hydrogen storage, selective gas separation, electrochemical energy
storage in supercapacitors, and water purification. This may be achieved in a subsequent
activation step.

Sample C was derived from a fixed bed process utilizing reduced iron ore pellets as
a catalyst at 800 °C. The X-ray diffraction pattern shows that iron carbide (Fe3C) and
iron (Fe) are present besides carbon. A carbon content of only 10.3 wt% was detected for
sample C using TGA. The TGA data show an increase in mass prior to carbon combus-
tion that is most likely caused by iron oxide formation. This sample contains the largest
quantity of heavy elements and consequently was found to have the largest poured bulk
density. The dispersion study showed corrosion of iron in distilled water. SEM micro-
graphs show aggregated particles that appear to have a smooth surface. Gas sorption
measurements of sample C yielded the lowest BET area of all investigated samples with
just 4.0m2 g−1. Due to the presence of a G’(2D) peak in the Raman spectrum and a
symmetric, sharp (0 0 2) carbon peak as well as the presence of a mixed (1 1 2) carbon
peak, the carbon phase of sample C is classified as graphite. The morphology of sample C
is described as agglomerated particles. Most studies using Fe-based catalysts in a fixed
bed process classified the carbon product as carbon nanotubes [54–57, 60]. It has to be
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noted, however, that the catalysts used in those studies contained nanoparticles or finely
dispersed metals differing from the reduced iron ore used for the synthesis of sample C.
Konieczny et al. prepared a catalyst by reduction of magnetite (Fe3O4) used for the sub-
sequent methane decomposition in a fixed bed reactor at temperatures from 800 to 900 °C
[55]. SEM micrographs revealed the formation of carbon nanofibers and smooth, elliptical
plates . The BET area of the carbon product was determined to be 8.6m2 g−1, which is in
the same order of magnitude as the BET area of sample C [55]. Multiple studies reported
the formation of a minor Fe3C phase fraction [56, 58–60]. Only some studies conducted
TGA studies for the carbon product characterization. Awadallah et al. reported a carbon
content of roughly 90 wt% for an MgO-based catalyst covered with Fe-Co, and a carbon
content of roughly 80 wt% for an MgO-based catalyst covered with Ni-Fe [57]. TGA
experiments conducted by Pudukudy and Yaakob revealed a carbon content of roughly
60 wt% and a minor increase in mass prior to the main carbon combustion event [58].
Torres, Pinilla, and Suelves published a carbon content of 82 wt% for experiments con-
ducted with an Al2O3-supported catalyst covered in Fe [60]. It has to be noted that in all
cases the catalyst was not removed prior to the analysis, no procedure for separating the
carbon from the catalyst was proposed, and the remnant remaining after TGA analysis
was not analyzed [57, 58, 60]. The most urgent task for the fixed bed methane pyrolysis
process is separating the reduced iron ore catalyst from the carbon that is growing on top
of it. It does not seem likely that carbon nanotubes or carbon filaments may be obtained
from a reduced iron ore catalyst, as synthesizing carbon nanotubes or carbon filaments
required finely dispersed metals on the catalysts surface [54–57, 60].

4.2 Improved characterization procedure for future work

In this chapter the carbon characterization methodology developed and applied within
this thesis is reviewed and areas of improvement are proposed. As research on the various
methane pyrolysis processes is planned to continue for years to come, many more sam-
ples will have to be investigated in future studies. In order to improve the efficiency of
such tasks an optimized protocol for determining the most important structure-property
relationships for carbons derived from methane pyrolysis is proposed in this chapter.

The characterization methods employed during this thesis are ranked according to
three criteria: Importance (I), availability (A), and measurement time (M). The results
are summarized in Table 10.

Defining a ranking criterion is a delicate task and ultimately somewhat arbitrary, as it
is based on personal experiences during the work on this thesis. However, it was assumed
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that the importance of the measurement and the availability of measurement equipment
at Montanuniversität Leoben are more relevant than the actual measurement time. In
this context, importance of the measurement refers to the relevance of the data obtained
through each characterization method. As an example, determining the carbon allotrope
is a key research question. This may be done by examining the diffractogram obtained
through XRD or by investigating the Raman spectrum. However, XRD gives additional
information on other phases present. Thus, XRD was rated with a higher importance
compared to Raman spectroscopy. It has to be noted that applying complementary tech-
niques (e.g. XRD and Raman spectroscopy) minimizes the risk of misinterpretation of
data. The overall ranking criterion was determined to be I2 × A2 ×M .

Ultimately it is believed that X-ray diffraction is the most important characterization
technique as both the phase composition and the carbon allotrope can be estimated based
on the diffraction pattern only. XRD is a versatile technique that is quite fast compared to
multiple other measurement techniques and measurement equipment is readily available.
However, it has to be noted that for high-purity carbon samples the additional information
obtained on other phases will be of lesser importance. SEM was found to be indispensable
for assessing the morphology while EDS was important for determining the chemical
elements qualitatively.

Raman spectroscopy was found to be the an imoprtant characterization technique, as
it allows to make estimates about the crystallite size, amount of defects, and the carbon
allotrope in a non-destructive and quick way. Limited access to the device may pose,
however, a significant risk to the project and limits the speed of scientific progress. In
order to ensure a quick and efficient scientific working procedure it is heavily recommended
to find a solution to the accessibility problem for Raman spectroscopy.

Small angle X-ray scattering did not find structures on the nanometer scale. This is in
good agreement with gas sorption experiments that did not show a microporous structure
for carbons derived from methane pyrolysis. Carbons with a microporous structure, once
obtained either directly from methane pyrolysis or after a subsequent activation process,
will require both SAXS and gas sorption analysis for characterization purposes. This was
demonstrated by the interesting results for the biomass-derived sample R2.

Differential scanning calorimetry offered complementary information on the carbon
combustion process as an addition to the important data obtained from thermogravimetric
analysis Poured bulk density measurements and optical microscopy and dispersion studies
were found to be less important for future works as the data gained from utilizing those
methods is of restricted scientific value in the present context.

During the course of this thesis it was found that the analytical methods employed for
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Table 10: Ranking criterion for carbon characterization methods

Ranking Method Importance
I

Availability
A

Measurement time
M

Ranking criterion
I² x A² x M

1 X-ray diffraction 10 9 7 56700
2 scanning electron microscopy 10 6 7 25200
3 energy dispersive X-ray spectroscopy 8 6 7 16128
4 Raman spectroscopy 8 5 10 16000
5 small-angle X-ray scattering 5 8 7 11200
6 gas sorption measurement 8 7 3 9408
7 thermogravimetric analysis 10 3 5 4500
8 poured bulk density 2 10 9 3600
9 differential scanning calorimetry 5 4 5 2000
10 Optical microscopy 1 9 9 729
11 dispersion study 2 10 1 400

determining the chemical composition are insufficient or partly even contradictory. En-
ergy dispersive X-ray spectroscopy was applied to obtain the chemical elements present
in the sample. However, quantitative statements about the chemical composition can-
not be made as the sample is in powder form and has a rough surface. A quantitative
measurement using EDS would require a smooth surface and a calibration standard. Ad-
ditionally, only heavy elements can be measured with reasonable accuracy. Carbon and
oxygen contents remain vague and hydrogen cannot be detected at all [95]. Additionally,
EDS detects only elements on the surface, so an implicit assumption about a homogeneous
chemical composition of individual particles has to be made. This assumption is not ad-
equate as all samples were found to contain significant fractions of impurities which may
be distributed heterogeneously within individual particles. In case of sample C carbon
grows on top of the iron substrate thereby rendering the results from a surface-sensitive
EDS analysis even more questionable.

An alternative method to overcome some of the limitations posed by EDS would be
X-ray photoelectron spectroscopy (XPS) which is a surface-sensitive technique that allows
to establish the chemical composition and the electronical states of near-surface atoms
(typical depths: 1 nm - 20 nm) with greatly improved accuracy. Only hydrogen and helium
cannot be measured using this technique. However, cost for analysis is significantly higher
and data on the chemical composition of the particle cross-section cannot be obtained.
Thus, it is considered unsuitable for the task at hand, as it is not possible to determine
the bulk composition [117].

A workaround to overcome this obstacle would be preparing a metallographically pol-
ished specimen. A trial run was performed unsuccessfully, as individual particles broke
loose from the embedding material. The latter would cause additional issues when trying
to determine the chemical composition of samples.

Assessing the carbon content based on TGA experiments has proven to be the most

60



reliable method. Mass change as a function of temperature yields reliable results. How-
ever, mass gain due to metal oxide formation (e.g. Fe3O4) was detected in some samples.
If temperature intervals of metal oxide formation and carbon combustion were to over-
lap, both effects cannot be separated from each other yielding a wrong assessment of
the overall carbon content. Future studies will have to tackle this issue by investigating
the residue. During this thesis, as only small sample quantities were investigated as the
total amounts of residue were not sufficient for an adequate post analysis. However, a
furnace in an oxidizing atmosphere may be used to obtain larger quantities of residue
under similar heating conditions, allowing to properly assess the residue. By measuring
the sample mass before and after oxidation in the furnace, an additional estimate for the
carbon content could be obtained, which would be based on larger quantities of sample
mass compared to TGA. This would yield a result independent of potential heterogeneity
present within individual samples.

Additional techniques that may be used to determine the chemical composition include
inductively coupled plasma optical emission spectrometry (ICP-OES) and inductively
coupled plasma mass spectrometry (ICP-MS) as well as wet chemical analysis [118].

4.3 Outlook

This work investigated four samples derived from different methane pyrolysis processes
on the laboratory scale. The carbons derived from methane pyrolysis were found to be
turbostratic carbon (sample A, liquid metal process using a mixture of Cu and Ni as cat-
alyst), a mixture of graphite and turbostratic carbon (plasma-process-based samples B1
and B2), and graphite (sample C, fixed bed process using reduced iron ore as a cata-
lyst). While there were some traces of filaments present in samples B1 and B2, no further
evidence suggesting the presence of "exotic" carbon allotropes like carbon nanotubes,
fullerenes, or single layer graphene was detected.

All carbons contained significant amount of impurities between 31.4 wt% and 89.7 wt%.
The impurities stemmed either from the catalyst or from the reactor. For future applica-
tions the current carbon purity level is not sufficient and must be improved significantly
to allow commercial utilization. For the metal bath process and the plasma-assisted pro-
cess improved collecting protocols should be investigated. In case of the fixed bed process
a method for separating the catalyst and the carbon product should be developed. An
additional purification step might be a viable option for all three processes.

Sample B1 displayed a BET area of 75.8m2 g−1 and a carbon content of 68.6 wt% and
was synthesized using the plasma-assisted process. Based on the results obtained within
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this thesis it seems that this methane pyrolysis process is the most promising process for
delivering high purity carbons with a large BET area. A well-developed pore structure on
the nanometer scale and a significantly increased specific surface area are prerequisites for
carbons derived by methane pyrolysis for utilization as a substitute for biochar or in high-
tech applications including gas storage, selective gas separation, electrochemical energy
storage, and water purification. Based on the available data it appears unlikely that this
might be achieved directly through a methane pyrolysis process, as no significant meso-
or microporosity was detected and only external surfaces contributed to the detected
BET area. Physical or chemical activation might be applied in a subsequent step to yield
carbons for more demanding applications. It has to be noted, however, that both chemical
and physical activation release significant amounts of burn-off from the carbon product as
carbon dioxide and carbon monoxide and thus cannot be considered to be climate-neutral
[119, 120].

A successful commercialization of carbons derived from methane pyrolysis along with
the large-scale industrial application of the methane pyrolysis process for hydrogen pro-
duction poses a significant step towards a more sustainable, climate-neutral energy pro-
duction.
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