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A recently developed ion beam layer removal method allows the precise determination of complex depth
profiles of residual stresses in crystalline and in amorphous thin films on a nanoscale [S. Massl, J. Keckes, R.
Pippan, Acta Mater. 55 (2007) 4835]. Recipes and advice for optimal experimental design are given herein to
minimize errors in the stress distributions calculated. The calculation procedure of this method is briefly
introduced followed by the definition of any sources of error along with their influence on the resulting stress
distribution. Finally, the errors as a function of experimental parameters are discussed by means of an
example and four model stress distributions.

© 2008 Elsevier B.V. All rights reserved.

1. Introduction

Residual stresses and their distribution in thin films and structural
elements in near-surface regions have been a field of intensive
investigation because they are essential for the mechanical perfor-
mance, the structural integrity and the lifetime of coated components.
Such stresses are usually caused by thermal mismatch, the fabrication
process or the applied load.

A number of methods have been developed for determining the
average residual stresses in thin films. This is only useful when the
residual stresses are distributed homogeneously. The mean stress is
determined either directly by measuring the curvature of the coated
system [1–3], or indirectly by calculating the film stress from the
lattice strain determined by means of X-ray diffraction and the elastic
constants of the film material [1,4]. Often, residual stresses are not
distributed uniformly across the film thickness as a consequence of
the growth process, thermal loading or the mechanical treatment.
Such depth profiles can be determined by grazing incidence X-ray
techniques [5], which achieve depth resolution on a nanoscale.
However, these techniques can only be applied to crystalline materials
and measure the stresses indirectly. Furthermore, the lateral resolu-
tion is limited to values N100 μmowing to the grazing incidence of the
X-rays and beam diameters of at least 1 μm.

Recently, a direct technique that allows the determination of
complex depth profiles of residual stresses on a nanoscale called the
ion beam layer removal method (ILR method), has been proposed [6].

It is based on the measuring of the deflection of a focused ion beam
(FIB) workstation-fabricated micro cantilever beam as a function of
the gradually reduced film thickness. This reproducible method can be
applied to crystalline and amorphous materials.

Subsequently, ILR method is described briefly and the errors that
influence the calculated stress distribution are then analyzed in detail.
General guidelines for optimizing the experimental procedure are
suggested and the advantages as well as limitations of the measures
proposed for the minimization of errors are discussed.

2. Brief description of the ILR method

The ILR method allows the determination of depth profiles of
residual stresses in crystalline and amorphous thin films. Such a
residually stressed system induces a certain curvature depending on
the stresses, the layer and substrate thicknesses, as well as the Young's
moduli of the materials involved. Here, the ILR method is described
with a 1.16 μm TiN film on a 450 μm thick (100)Si substrate. The thin
filmwas deposited at 550 °C by means of reactive sputtering from a Ti
target in an Ar + N2 atmosphere using an unbalanced DC magnetron
sputtering system. The ILR method is based on the fabrication of a
micro cantilever beam of adequate dimensions in b010N direction of
the Si in the vicinity of the specimen edge bymeans of a dual beam FIB
which combines an ion column and a scanning electron microscope
(SEM). This cantilever consists of the a few microns thick substrate
and the thin film and deflects owing to the redistributed residual
stresses. In the presented example depicted in Fig. 1, the cantilever
deflects downwards due to the compressive stresses in the TiN film. In
case of tensile stresses in the thin film, the cantilever would exhibit a
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positive (upward) deflection. The deflection is measured from high
magnification SEM images and corresponds to a certain curvature.

In order to measure the stress through the film, the thickness of the
film thickness is reduced gradually from the top as with the ion beam
aligned parallel to the sample surface as depicted in Fig. 1. The thin
material slices removed from the film in each step are called sublayers
and the thickness of the individual sublayers is determined from the
difference of the film thicknesses between two consecutive steps. The
rest of the cantilever, section B, still has the curvature of the original
cantilever and acts as a curved indicator that amplifies the curvature of
section A. The reduction of the film thickness in section A affects the
stress state in this part, leads to a shift of the neutral axis and changes the
deflection of the cantilever. The curvature of section A as a function of
cantilever thickness is calculated from the corresponding actual de-
flection and the curvature of the initial cantilever. The deflection and
curvature as a function of film thickness depicted in Fig. 2 is the basis for
the calculationof the stress profile in the cantilever and the initial system.

The calculation procedure of the stress profile in the cantilever is
based on the stepwise superposition of the previously removed sub-
layers in section A. To facilitate the evaluation procedure, the stresses
of the actual straightened cantilever are used. This eliminates the con-
tribution of the curvature to the stress profile and leads to homoge-
neously distributed stresses in the substrate as well as in each of the
superimposed sublayers.

The calculation procedure for the first two steps is depicted
schematically in Fig. 3. It starts with the uncoated substrate in section
A, which is the last step of the of the sublayer removal procedure. At the
beginning, the substrate is stress free and therefore straight as depicted
in Fig. 3(1a).When thefirst sublayer is superimposed, it leads to a shift of
the neutral plane. At this point, the sublayer is not subjected to residual
stresses and has no influence on the stress distribution in the substrate

below (Fig. 3(1b)). Now, system 1c is introduced. Having the same
dimensions as system1b, it is subjected to intrinsic residual stresses that
consist of the stress in the sublayer and the corresponding balanced
stress in the substrate. The magnitude of the residual stresses in 1c
depends on the stresses in 1b and the curvature in 1d in a way that
superimposing the systems 1b and 1c leads to the experimentally
determined curvature of 1d. Step 2 starts with the system calculated in
step 1d. The stress free sublayer 2 is superimposed, leading to a shift of
the neutral axis as depicted in Fig. 2b. Then, system 2b is superimposed
with system 2c, which is subjected to residual stresses in sublayer 2 and
the corresponding balanced stresses in the system below consisting of
the substrate and sublayer 1. As before, the superposition of 2b and 2c
leads to the actual stress distribution 2d that results in the experimen-
tally measured deflection or curvature, respectively.

The stress distribution in the initial cantilever is determined after
superimposing the uppermost sublayer and completing the corre-
sponding calculation procedure. The stress profile is described by a
step function with step sizes corresponding to the thicknesses of the
individual sublayers. Finally, the stress distribution in the initial
system is calculated from the stress profile in the cantilever, since the
stresses can be converted into each other as long as the materials
involved exhibit linear elastic behaviour (Fig. 4).

Possible explanations for such a depth profile of residual stresses
could be a gradient of defects or a change in the microstructure. For
comparison, the film stress was determined by means of the con-
ventional wafer curvature technique and Stoney's equation, which
lead to a mean film stress of −1.21 GPa. This value is 21% smaller than
the average stress obtained by means of the ILR method (−1.53 GPa)
and is considered as a fairly good agreement. It has to be taken into
account that the biaxial Young's moduli Eb=E/(1 − υ) have to be used

Fig.1. Cantilever beam deflecting owing to compressive residual stresses in the thin film
(inclined view). Then, the film is removed gradually in section A with the ion beam
aligned parallel to the surface. This leads to a change of the curvature of section A
amplified by section B, which acts as a curved indicator.

Fig. 2. Deflection of the cantilever obtained directly from SEM images and calculated
curvature of section A as a function of the actual film thickness. For comparison, the
deflection and curvature calculated for the completely removed thin film (tfb0), which
leads to a stress free straight cantilever in section A, is drawn in.

Fig. 3. The calculation procedure is described by means of the first two steps; each step
starts with the balanced stress distribution of the previous step (a). Then, an unstressed
sublayer is superimposed to obtain the composition of the current system (b). This leads to
a shift of the neutral plane and a certain curvature. Now, an additional stress distribution
(c) that consists of the stress in the superimposed sublayerand the corresponding balanced
stress in the cantilever below is added. The stresses in (c) are chosen in such away, that the
addition of the stresses of (b) and (c) leads to the curvature and stress distribution of the
current cantilever (d). The stress in each further sublayer superimposed is calculated in
principle by the same procedure as applied in the second step.
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in the calculation procedure of the ILR method to consider the 2D
calculation procedure of a 3D problem. In the presented example, the
bulk Young's moduli and Poisson's ratios of Si (ESi(100)=130 GPa±5%,
νSi=0.28±0.01%) and TiN (ETiN=309 GPa±24%, νTiN=0.27±14%) are
taken from literature [7–22].

3. Discussion of sources of error

The stress distribution contains errors owing to ion damage, the
finite accuracy in measuring the dimensions of the cantilever and the
individual sublayers, the limited number of sublayers the thin film is
divided into, aswell as the uncertainty of the inputmaterial parameters.
Additionally, an unfavourable choice of the cantilever thickness may
lead to fracture or plastic relaxation of the layer or the substrate during
the experiment which could lead to awrong result and therefore has to
be avoided. These sources of error and consequential general guidelines
for a useful configuration of the experiment are discussed.

3.1. Ion damage

Ion damage cannot be avoided when working with a FIB. Im-
planted ions change the mechanical properties of the material as well
as the residual stress field as shown by Kim et al. [23], and may there-
fore lead to notable errors.

The amount of ion damage generally depends on the ions and
materials involved, the acceleration voltage, the incident angle and
the ion current [24]. The penetration depth can be estimated bymeans
of a simple SRIM (the stopping and range of ions in matter) [25]
simulationwhich takes into account the parametersmentioned above.
The estimations show that for many ion-material-combinations the
implantation depth is between 10nm and 30nm. This is small com-
pared to the typical thickness of the individual sublayers and there-
fore, the ion induced changes of the stress distribution can usually be
neglected. This assumption was confirmed by experimental findings,
where cantilevers of different materials and thicknesses were irra-
diated with Gallium ions under various angles of incidence and with
different ion currents. Measuring the deflections prior and after this
experiment showed no measurable changes which leads to the con-
clusion that the ion beam-induced stresses can be disregarded in the
materials investigated. Anyway, it is advisable to perform a SRIM
simulation prior to the experiment. Additionally, it is necessary to
check the literature if the ions and materials involved lead to grain
boundary embrittlement, as it is the case for Ga ions and Al, for
example, since such effects are not considered in the SRIM software.

A simple way to minimize ion damage is to use low ion currents and
low ion energies for fine FIB cuts and to check the diameter and shape of

the ion beam prior to cutting, since in case of insufficient calibration or
outwornFIB apertures thebeamdimensions areusuallynotwell defined.

3.2. Real and calculated stresses in a sublayer

The calculation procedure leads to a stress distribution in the thin
filmwhich is described bymeans of a step function as depicted in Fig. 4.
As a result of the calculation procedure, the stresses in each of the
individual sublayers are constant and can be approximated well by the
mean stresses in each sublayer as long as the curvature is not too large.
The quality of the reproduction of the real stress profile by the step
function depends among others on the shape of the real stress profile
and the thicknesses of the individual sublayers the film is divided into.

In caseof a relativelyhomogeneous stressdistribution, the subdivision
of the film into a few relatively thick sublayers will reproduce the real
stress profile well. In case of a rugged stress distribution, it is not possible
to reproduce the details bymeans of a few thick sublayers. Rather, a large
number of thin sublayers (~ 80nm) is favourable due to the increase in
resolution of the stress profile. Nevertheless, it should be noted that the
thickness of the individual sublayers can only be measured with finite
accuracy. This leads to larger relative errors in thin sublayers and as a
result to larger errors in the calculated sublayer stresses when thin sub-
layers are used. In other words, an increase of spatial resolution leads to
an increase of errors of the stresses determined. This effect is explained in
detail in Section 4 by means of four model stress distributions.

3.3. Accuracy of SEM measurements

The SEM-measured dimensions, such as cantilever lengths, thick-
nesses and deflections contain certain errors due to technical and
physical limitations of the microscope, systematic errors owing to
insufficient calibration and unavoidable statistical errors.

Technical and physical limitations of the SEM lead to a decrease in
image quality with increasing magnification. Generally, such limita-
tions cannot be compensated, but optimal settings for the acceleration
voltage, stigmation, working distance, magnification and the choice of
an adequate aperture ensure best image quality possible. Systematic
errors which result from insufficient calibration, lead to a general over
or underestimation of measured lengths. They are not easy to detect
and statistical analysis is not generally useful to quantify such errors.
Therefore, a careful calibration of the SEM prior to the experiment by
means of a calibration device of defined length is essential. Statistical
errors are fluctuations in observations which yield results that differ
from measurement to measurement and that require repeated
experimentation to obtain precise results [26]. Such errors of repeated
independent measurements of the same length can generally be
approximated well by the normal distribution. The statistical errors
can be reduced significantly if the SEM is calibrated well, as dem-
onstrated in case of the presented example, where the deflections are
measured with a field emission SEM at a magnification of 20,000×
with a standard deviation of only 10nm.

These errors in themeasurements of the lengths of sectionA andB, lA
and lB, the deflection δ, as well as the thicknesses of the cantilever
substrate and the sublayers, tsub,c and tsl, affect the determined stresses
in a complex way. In order to get an idea of the most important pa-
rameters and to ensure a proper design of the experiment, the influence
of the errors on four model stress distributions is discussed in Section 4.

3.4. Reliability of the values for the Young's moduli

The Young's moduli of the system have a great influence on the
magnitude of the stresses determined because they affect the position
of the neutral plane and associate the measured strains with the
corresponding stresses according to the Hooke's Law. The Young's
moduli used in the calculation procedure can be determined bymeans
of one of the methods available [17–22]. Alternatively, elastic moduli

Fig. 4. Calculated stress distribution in the initial system. The thickness of each step of
the step function corresponds to the thickness of the sublayers removed.
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of the substrate and the thin film can be obtained from literature as it
is the case in the presented example.

Depending on thematerials and the testing procedure the values for
the Young's moduli are more or less reliable. Especially for complex
coating systems, it can be difficult to find useful values because the
elastic properties depend strongly on the fabrication parameters which
are often not well defined. Furthermore, the properties of the surface
layer can be changed by the ion beamduring the actual experiment. For
mostmaterials, usuallyonly thefirst fewnanometers are affected,which
leads to the conclusion that the average Young'smodule of the thin film,
and even the individual sublayers, is not shifted significantly. Often such
errors have to be estimated because in many cases it is not possible to
quantify them statistically. As with the errors of the SEM-measured
dimensions, the influence of the errors of the Young's moduli will be
investigated subsequently by means of four model stress distributions.

3.5. Fracture and plastic deformation

Fracture and plastic deformation of the substrate or the thin film has
to be avoided during the experiment to ensure a linear elastic behaviour
of the system. A simple way to prevent these effects is the choice of an
adequate cantilever substrate thickness, which leads to convenient
deflections and stresseswhich are significantly smaller than the fracture
stress or the yield stress. Useful cantilever dimensions can be estimated
by assuming a stress distribution probable for the investigated system
and calculating the minimum and maximum stresses that occur during
the experiment for various cantilever substrate thicknesses. A cantilever
substrate thickness that gives reasonable deflections and presumably
does not lead to fracture or plastic deformation is chosen as a suitable
dimension for the actual experiment.

A reliable way to assure after the experiment performed that the
calculated stress distribution is not influenced by plastic deformation
or fracture is to compare the determined mean stresses of the ILR
method to another method, for example the wafer curvature method.
Possible fracture or plastification during the experiment would lead to
a remarkable difference between the two mean stresses and would
therefore indicate the invalidity of the experiment.

4. Experimental design to minimize errors in the stress distribution

The set-up as well as the actual experimental procedure can be
optimized to minimize the errors mentioned above. Optimal canti-
lever dimensions to reduce the errors in the deflection measurement
and to avoid fracture and plastic deformation are discussed along with

comparing four model stress profiles with respect to the influence of
the input errors like the SEM-measured dimensions and the Young's
modulus of the film on the calculated result. The basic considerations
and equations for the error analysis which is based on the Gaussian or
normal error distribution are presented.

4.1. Useful choice of cantilever dimensions

Since themean stress and the stress distribution is unknown during
the planning of the experiments, an expected mean stress or an ex-
pected stress distribution should be used to estimate the deflection
and thechanges in the stressdistributionduring the cutting and removal
procedure.

For the example presented, a mean film stress in the initial system
of −1.21 GPa was determined by means of the wafer curvature
method. The initial deflections are calculated for cantilevers with
different substrate thicknesses, section lengths of lA=16 μm and
lB=92 μm and the elastic moduli of the system presented. The film
thickness in section A is reduced gradually and the actual deflections
as a function of film thicknesses for selected substrate thicknesses as
depicted in Fig. 5. In case of thick cantilevers, the deflection changes
nearly linearly with the removed film thickness and the deflection and
the change of the deflection is very small, which would complicate
their exact measurement with the SEM. With decreasing substrate
thickness, the initial deflections as well as the changes of the
deflections increase and the shape of the curves become more
nonlinear. On one hand, this makes the SEM readout of the deflections
more accurate. However, large curvatures can result in plastic de-
formation or fracture of the involved structure or the substrate.
Therefore, the dimensions of the cantilever have to be adjusted to the
expected stresses, the thickness of the structure and the materials
involved to avoid fracture or plastic deformation during the experi-
ment and to achieve a convenient ratio between the error of the
deflection measurement and the measured deflections Δδ=δ.

A useful initial deflection for a cantilever of 100 μm in length, for
example, would be − 3.5 μm which corresponds to a curvature of
− 700m− 1. After the stepwise removal of the entire thin film in section
A (lA=15 μm) a deflection of − 2.5 μm, which comes solely from the
curved indicator, remains. Such initial and final deflections are a good
choice for film thicknesses between a few hundred nanometers and a
few micrometers because much larger deflections can lead to fracture
or plasticity and smaller deflections contain large relative errors when
measured with the SEM.

Cantilever substrate thicknesses that lead to such useful deflections
can be obtained from Fig. 6 for various combinations of elastic moduli

Fig. 5.Deflection of the cantilever as a function of film thickness calculated for various
cantilever substrate thicknesses. The deflection is calculated for the 1.16 μm TiN film
(Eb,TiN=400 GPa) on 450 μm Si substrate (Eb,Si(100) =180 GPa) and a mean film stress in
the initial system of σ−f=−1.21 GPa. The deflections calculated for a substrate
thickness of 5.3 μm are similar to the measured deflections depicted in Fig. 2.

Fig. 6. Cantilever substrate thicknesses tsub,c that lead to initial deflections of −3.5 μm
and final deflections of −2.5 μm as a function of the ratio Ef=Esub for various
combinations of curvature and film thickness of the initial system (tsub,is =500 μm).
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and film stresses. In order to include as many cases as possible, the film
stresses are expressed bymeans of the constant curvatures of the initial
systems. The curvature of this initial system has to be estimated or
calculated from the film stress by means of Stoney's Eq. (1) [27].

κ ¼ 6σ f tf
Eb;subt2sub;is

ð1Þ

The estimations in Fig. 6 refer to initial systems of 500 μm substrate
thickness. If the substrate of the initial system of interest is significantly
thicker or thinner than 500 μm (anyway, tsub,isNN tf has to be valid), the
curves plotted in Fig. 6 cannot be used for the estimation. In this case,
Eq.(2) which is derived from Stoney's equation is used to calculate the
curvature of an initial system with the same film stress as the actual
initial system but a substrate thickness of 500 μm.

κ500 μm ¼ κx � tsub;x
� �2

500 μmð Þ2
ð2Þ

To estimate the tendency towards fracture and plastic deformation,
the stresses in the curved cantilever as a function of film thickness
should be analyzed. Nevertheless, it has to be kept in mind that this
estimation is based on the assumed mean stress or stress distribution
in the thin film of the initial system and that it can differ significantly
from the real stress distribution, which would lead to different
variation of the stresses during the experiment.

Another relevant point is the choice of the lengths of section A,
fromwhich the film is removed stepwise, and section B, the indicator
that amplifies the curvature.

Generally, section B should be as long as possible to amplify the
deflection changes of sectionA efficiently. This lengthdoes not influence
the occurrence of plastic deformation or fracture, since the stresses in
the cantilever only depend on the substrate thickness. However, large
dimensions lead to long milling times, therefore lengths of section B
between 50 μm and 100 μm have proven to be a good compromise
between amplification of the curvature of section A and FIBmilling time.

In principle, section A should be as large as possible to produce a
pronounced change of curvature when a sublayer is removed, but it is
not possible to remove curved sublayers with the FIB, especially when
we take into account that the curvature changes during the removal of

the film. Therefore, straight sublayers are removed and the length of
section A has to be limited in order to neglect the curvature, which
assures nearly constant film thickness in section A at each step and
facilitates the calculation procedure. For a typical curvature of the
cantilever of about 700m− 1, a length of sectionAof approximately 15 μm
leads to useful curvature changes andwell defined sublayer geometries.

The cantilever width does not influence the calculation of the
stress distribution as long as it is larger than the film thickness.
Therefore, it does not contribute directly to the calculation of errors.
The cantilever should not be wider than a few microns because im-
perfect parallel alignment of the ion beam and the film surface leads to
wedge-shaped sublayers and the thickness of the sublayers cannot be
measured correctly. The error in thickness measurement increases
with increasing cantilever width. This relatively weak effect is not
included explicitly in the following calculation of errors and can be
considered in the input error for the thickness measurement.

4.2. Description of the four model stress distributions used for the error
analysis

Four model stress distributions in layered structures on thick
substrates are compared to investigate the influence of the experi-
mental parameters and the input errors on the stress profile de-
termined bymeans of the ILR method. These depth profiles of residual
stresses depicted in Fig. 7 are chosen to show that the effect of the
input errors on the calculated result depends significantly on the type
of stress distributions investigated. For simplification, all four layered
structures are 1.2 μm thick, the biaxial Young's moduli of the four films
are Eb,f =400 GPa, and the biaxial moduli of the 500 μm thick sub-
strates are Eb,sub=200 GPa. Stress profile (a) called “e-function” rep-
resents a distribution where the tensile stresses grow exponentially
from 1 GPa at the surface to 2 GPa at the interface. (b) is a simple
homogeneous stress profile with 1 GPa tensile stress. (c) describes a
stress distributionwith a constant gradient ranging from −1 GPa at the
interface to 1 GPa at the surface. (d) represents a square wave signal-
type stress profile where the stress alternates between 1 GPa and
2 GPa with a “wavelength” of 600nm. The average stresses in the
initial systems lie between 0 GPa in case of the stress profile with the
constant gradient as depicted in Fig. 7(c) and 1.5 GPa in case of the
square wave signal-type stress distribution in Fig. 7(d).

Fig. 7. Four model stress distributions in thin films on thick substrates represent basic types of stress profiles: (a) e-function, (b) homogeneous, (c) gradient and (d) stress variation.
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4.3. Description of the error analysis

The measured dimensions and deflections as well as the values for
the Young's moduli are described by Gaussian or normal distributions.
This is physically useful because the normal distribution describes the
distribution of random observations for most experiments [26]. It
furthermore serves as approximation for the literature values of the
Young's moduli. Thus, the magnitude of the input errors is described
by the corresponding standard deviations, provide useful data and
allow the use of simple calculations to determine the propagation of
errors. For example, if a deflection δ contains the error Δδ, 68% of the
repeatedly measured values of this deflection are within δ±Δδ.

The propagation of the input errors and the resulting error of the
stress profile is described by Eq.(3) which describes the dependence of
the error of the stress distribution Δσ on the stress σ itself, the input
variable xi and the corresponding standard deviation Δxi of the input
variable. Eq.(3) considers the phenomenon that errors cancel each
other out partially [26].

Δσ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

Aσ
Axi

Δxi

� �2
vuut ð3Þ

4.4. Influence of sublayer thickness, deflection and Young's modulus

In this section, the influence of the sublayer thickness and deflection
measurement as well the Young's modulus of the film on the errors of
the stresses determined is analyzed and discussed. Concerning the
sublayer thickness measurement, we have to distinguish between two
types of errors:

1. the quality of the reproduction of the real stress distribution
2. the effect of the sublayer thickness on the error of the stress dis-

tribution determined.

First, a high number of thin sublayers are required to approximate
complicated stress distributions by the corresponding step function as
detailed as possible. Thin sublayers are especially important when a
jagged stress profile is expected. The correlation parameter C that
quantifies the degree of approximation of the real stress distribution
f(t) and the approximated step function g(t) is calculated from Eq.(4).

A small correlation parameter corresponds to a good approximation
and vice versa.

C ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiR

f tð Þ−g tð Þð Þ2dt
q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiR
f tð Þ2dt

q ð4Þ

The four model stress distributions, each approximated by two
step functions with two and nine sublayers, respectively, are depicted
in Fig. 8. The dependence of the correlation parameter C on the
number of sublayers i is demonstrated for each of these four model
stress distributions in Fig. 9. As expected, the approximation of (a) and
(c) improves with a growing number of sublayers, whereas the homo-
geneous stress profile (b) is approximated well for any number of
sublayers. In case of the stress variation profile (d), the correlation is
best when the number of sublayers is a multiple of the number of
stress variations.

Secondly, an increase in the number of sublayers leads to a de-
crease in the mean sublayer thickness and therefore to larger relative
errors in the thickness measurement. Therefore, an increase of the

Fig. 8. Description of the four model stress distributions by means of the ILR method. Here, each thin film is divided into 2 and 9 sublayers, which leads to a more or less good
approximation of the real depth profile of residual stresses.

Fig. 9. Correlation parameter C as a function of the number of sublayers the films are
divided in.
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error of the calculated stresses is expected when the error of the
thickness measurement increases.

A detailed error analysis of the homogeneous model stress
distribution (the thin film in Fig. 7(b) is divided into 12 sublayers) is
performed to investigate the influence of the error of the sublayer
thickness measurement on the error of the resulting stress profile. The
effect of thedeflectionmeasurement and thefilm's Young'smodulus are
examined. To ensure useful information, sublayer 1 (at the interface) and
sublayer12 (at the surface) are analyzed. Fig.10. shows that the influence
of the three parameters (Δδ, Δtf, ΔEf) on the error of the stress
distribution depends on the position of the investigated sublayer.While
the accuracy of the measurement of the sublayer thickness is essential
for small errors in sublayer 1, exactmeasurement of the deflection and a
good choice of the film's Young's modulus ensure small errors in
sublayer 12. This behaviour can be explained by analyzing the deflection
as a function of film thickness for the homogeneous stress distribution
and the influence of the three errors on this curve depicted in Fig.11. The
influence of the three errors on the sublayer stress deviation depends on
the position of the sublayer and the corresponding local gradient of the
deflection function.

The error in sublayer 1, which is located next to the substrate,
depends mostly on the accuracy of the sublayer thickness measure-
ment because a small variation of the sublayer thickness leads to large
changes in the deflection due to the large gradient in the function. The
deflection measurement leads to a moderate increase of the standard
deviation of the stress calculated, which can also be explained by
means of the strong gradient of the curve. The error in the Young's
modulus of the film does not have a great influence because the
substrate thickness is large compared to the current film thickness.

The error in the uppermost sublayer, sublayer 12, shows a different
behaviour: The accuracy of the sublayer thickness measurement does
not lead to large errors because the weak gradient of the deflection

function leads to hardly any change in the corresponding deflection.
On the other hand, the deflection measurement itself is very impor-
tant for small errors. A small error in the film's Young's modulus is
essential because the error in the modulus influences the position of
the neutral plane as well as the actual calculation procedure signifi-
cantly. This effect is especially pronouncedwhen only few sublayers of
the film were removed and the film thickness is not thin compared to
the cantilever substrate thickness.

5. Determination of Young's moduli of thin films

As already mentioned, the ILR method needs the knowledge of the
Young'smoduli for the determination of the residual stress distribution.
However, with some additional information the ILRmethod can be used
to calculate the Young's modulus of thin films when the mean stress in
thefilm is known, for example, bymeans of thewafer curvaturemethod.
Therefore, first the mean stress in the thin film is determined from the
curvature of the sample by means of Stoney's equation [27], which is
independent of the Young's modulus of the thin film. Then, the stress
profile in the thin film is calculated by means of the ILR method, which
requires the thin film's modulus. The average stresses determined by
means of the two methods are compared and the film's modulus of the
ILR method is varied. The actual Young's modulus of the thin film is
found when both mean stresses are equal.

Another possibility is the fabrication of cantilevers of significantly
different substrate thicknesses. Then, the elastic modulus of the film
can be determined by finding the Young's modulus that fits best the
resulting variations in the displacements.

6. Final remarks and guidelines

Depending on the stress distribution, an appropriate choice of the
number of sublayers can reduce the error of the correlation parameter
C and therefore the total error of the ILR method dramatically. Es-
pecially for complex stress distributions, a large number of thin
sublayers is a good choice because the details of rugged stress profiles
can be reproduced well. In case of homogeneous stress distributions, a
small number of thick sublayers can lead to more accurate results.
However, a homogeneous stress distribution usually cannot be as-
sumed prior to the experiment, therefore the division of the thin film
into many thin sublayers is the most important measure for obtaining
accurate results.

The cantilever dimensions – especially the substrate thicknesses –
have to be adjusted to the estimated mean stresses to obtain useful
deflections and to avoid plastic deformation or fracture during the
experiment. Since the optimal substrate thickness depends on the film
thickness, the materials involved and the stress distribution, general

Fig. 10. The standard deviation Δσ of the calculated stress in the undermost sublayer 1
(open symbols) and uppermost sublayer 12 (full symbols) of the stress profile depicted
in Fig. 7(b). While one of the three parameters increases, the other two are kept
constant at the values listed in Table 1.

Table 1
Input values and input errors used for the error analysis

tsub
(μm)

tf
(μm)

tsublayer
(nm)

Esub,b
(GPa)

Ef,b
(GPa)

la
(μm)

lb
(μm)

3 1.2 100 200 400 15 85

Δtsub
(nm)
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Δδ
(nm)

ΔEsub,b
(GPa)

ΔEf,b
(GPa)

Δla
(nm)

Δlb
(nm)
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Fig. 11. Illustration of the errors Δδ, Δtf, ΔEf in the measured deflection versus film
thickness-function.
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simple advice about the optimal thickness cannot be given. Therefore,
the best way is to estimate the resulting changes of the deflection for
an estimated stress distribution. The cantilever length is a compro-
mise between short FIB milling times, pronounced deflections and
homogenous film thicknesses in section A during the reduction of the
film thickness. Lengths of section B around 90 μm and of section A of
about 15 μm have proved to be a good choice.

The accuracy of the sublayer thickness and deflection measure-
ment as well as the Young's modulus/moduli of the layered structure
influence the errors in the stress profile calculated significantly. The
analysis of the errors in individual sublayers of a homogeneous model
stress distribution shows that the influence of these three parameters
depends strongly on the position of the sublayers and the correspond-
ing local gradient of the deflection as a function of film thickness.
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