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Abstract

ABSTRACT

The main share of greenhouse gas emissions is related to energy production and usage.
Therefore, meeting the climate targets of mitigating global warming, set by the United Nations
and the European Union, requires a strong expansion of renewable energy production and
using this energy efficiently. However, energy from wind and photovoltaic is not controllable
and only partly predictable. Therefore, these energy sources are challenging the electrical
energy transmission and storage systems. A sector coupling between electricity and gas
infrastructure can make the transmission and storage capacities of the gas grid available for
the balancing of spatial and temporal mismatch between renewable production and demand.
The plans for transforming the natural gas grid to a hydrogen grid, the need for providing
carbon free industry feedstock and high temperature heat makes hydrogen an important

future energy carrier.

Reversible Solid Oxide Cells (rSOC) are a bidirectional electrochemical conversion technology
for converting electricity to hydrogen and back. Therefore, they can enable a coupling of
electricity and gas grid. Furthermore, the operation at high temperatures allows for thermal
coupling with industrial waste heat and district heating, which enables high conversion
efficiencies of above 55%. Another strength of this technology is the fuel flexibility. This allows

the fuel cell to operate with natural gas from current grids but also with hydrogen.

In the present thesis, the energy conversion system based on rSOC cells and its application in
energy systems is investigated. Firstly, the effect of system parameters in this rSOC system is
studied based on a detailed system model. This allows for the determination of important
parameters and their values of an optimally designed rSOC system. Secondly, the possibilities
and benefits of thermal coupling for both conversion directions are investigated. It allows
deriving the characteristics of good integration sites for this system. Thirdly, the application
of the rSOC system is simulated, in different ambient energy systems and market conditions,
by means of operational optimisation. This gives an understanding of the economic conditions
that are necessary to allow rSOC systems to be profitable. Finally, the system’s application
potential is studied considering grid supportive operation. This makes the identification of
most promising installation sites for large scale rSOC systems possible. Thereby, this thesis
enables a deep understanding of processes within the rSOC system, proposes approaches for
simplified models, shows a simulation option of its application and gives insights into the

application potentials.



Kurzfassung

KURZFASSUNG

Der grol3te Anteil von Treibhausgasemissionen entsteht im Zusammenhang mit Bereitstellung
und Verbrauch von Energie. Um die Klimaziele der Vereinten Nationen und der Europdischen
Union zu erreichen, bendtigt es daher einen starken Ausbau von erneuerbarer
Energieerzeugung und eine Effiziente Nutzung dieser Energie. Die Produktion von Wind und
Photovoltaik ist allerdings nicht steuerbar und nur teilweise vorhersehbar. Das fuhrt zu
Herausforderungen fiir das elektrische Ubertragungsnetz und fiir Speichersysteme. Eine
Sektorkopplung von Strom- und Gasinfrastruktur kann die Ubertragungs- und
Speicherkapazititen des Gasnetztes zum Ausgleich, von rdaumlichen und zeitlichen
Abweichungen von Verbrauch und erneuerbare Erzeugung, zur Verfligung stellen. Die Plane,
zur Transformation des Gasnetzes zu einem Wasserstoffnetz, die Notwendigkeit CO; freie
Ausgangsstoffe und hoch-temperatur Warme fiir Industrie zur Verfligung zu stellen, machen

Wasserstoff zu einem zukiinftig wichtigen Energietrager.

Reversible Solid Oxide Zellen (rSOC) sind eine bidirektionale elektrochemische Technologie zur
Wasserstoffumwandlung, fiir Strom zu Wasserstoff und zurtick. Deshalb ermdéglichten sie die
Kopplung zwischen Strom- und Gasinfrastruktur. Weiters erlaubt ihr Betrieb bei hohen
Temperaturen vielseitige thermische Integrationsmaglichkeiten fiirindustrielle Abwarme und
Fernwarmebereitstellung. Dadurch kénnen hohe Gesamtumwandlungseffizienzen von (iber
55% erzielt werden. Eine weitere Starke von rSOC-Systeme ist die Brenngasflexibilitat, welche
einen Brennstoffzellenbetrieb mit Erdgas, von derzeitigen Gasnetzen und auch Wasserstoff,

ermoglicht.

In dieser Arbeit werden rSOC-Systeme zur Energieumwandlung und deren Anwendung im
Energiesystem untersucht. Zuerst werden wichtige Systemparameter und ihre Werte fiir ein
optimal ausgelegtes System, bestimmt. Danach werden die Mdglichkeiten und die Vorteile
der thermischen Kopplung fiir beide Umwandlungsrichtungen analysiert. Daraus werden
Charakteristika guter Integrationsstandorte abgeleitet. Weiters wird die Anwendung von
rSOC-Systemen (lber eine Optimierung der Betriebsweise, fiir unterschiedliche
Energiesystemintegrations- und Marktpreisszenarien, untersucht. Daraus ergeben sich die
notwendigen wirtschaftlichen Voraussetzungen fiir einen profitablen Betrieb von rSOC-
Systemen. AbschlieRend werden raumlich aufgeloste Anwendungspotentiale und geeignete
Standortcharakteristika  fir den  netzdienlichen  Betreib von  bidirektionalen
Wasserstoffumwandlungstechnologien bestimmt. Durch die Untersuchungen in dieser Arbeit
wird ein besseres Verstindnis rSOC-System interner Prozesse ermoglicht, eine
Vorgehensweise zur Modellvereinfachung und eine Simulation der Anwendung demonstriert.

Dadurch ist es méglich die Anwendungspotentiale von rSOC-Systemen abzuleiten.
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NOMENCLATURE

Abbreviations

AEM Anion exchange membrane electrolysis technology
BoP Balance of plant

CAPEX Capital expenditures

EC Electrolysis cell

EX Exergy

FC Fuel cell

fu Fuel utilisation

G Gibbs free Energy

GtP Gas to Power

H Enthalpy

HX Heat exchanger

IC Industry case

IDH Industry and district heating case
LCOE Levelized cost of energy

LCOH Levelized cost of hydrogen

LCOS Levelized cost of storage

LHV Lower heating value

LOHC Liquid organic hydrogen carriers
o/C Oxygen carbon ratio

P Power

PEM Polymer electrolyte membrane / Proton exchange membrane
PtG Power to Gas

PtH Power to Hydrogen

Q Thermal energy



Nomenclature

RC Reference case
rr Recirculation rate
rROL Relative return over lifetime
rSOC Reversible solid oxide cell
rSOC-H2 Reversible solid oxide cell which is operated in FC only with H;
S Entropy
S Specific entropy
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U Voltage
WAM With additional measures
7 Efficiency
Indices
Indices Description [Unit]
Esys Energy stream into or out of the system [W]
M Molar flow rate [1/s]
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Pa Annual profit [€/y]
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Osn Thermal power flow [W]
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VH2 Molar fraction of specie hydrogen [-]
Aoy Price spread of electricity and hydrogen [€/MWh]

Ng Efficiency in the energy system scenario [-]
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Introduction

1 INTRODUCTION

The increase of wind and photovoltaic power generation are for many countries one of the

main pillars to achieve net zero emissions by 2050 as set by the European “Green Deal” [1].

The first challenge connected with renewable power production comes from the high
temporal volatility of wind and photovoltaic production. In contrast, the more stable energy
production based on fossil energy or tidal, hydro, geothermal and biomass energy, were the
main production technologies of the past. The newly introduced temporal fluctuations of
production are challenging because the current energy system is designed based on fossil
fuels, which can be stored cheaply in great amounts [2] and therefore it is not designed for
storing electrical energy. Pumped hydro storages can provide flexible storage demand [3],
however with geographical limitations. Therefore, especially the monthly to seasonal long-
term fluctuations require pathways to store renewable energy in a similar manner like fossil
energy. The second challenge connected with renewable energy is its inhomogeneous spatial
distribution, as shown by Sejkora et al. for the case of Austria [4]. Actually, the global
distribution of renewable energy potentials is, according to Overland et al. [5], more uniform
than for fossil energy carriers. However, the problem for renewably produced energy is again,
that energy is available mostly in the form of electricity, which is much harder to transport

than fossil energy carriers with high energy density, like gas, oil and coal.

The gas grid fulfils already nowadays the need for balancing energy demand and availability
on large spatial and temporal scales. Power-to-Gas (PtG) and Gas-to-Power (GtP) sector
coupling technologies can make the gas grid’s storage capacities available for the electricity
grid and thus address the two challenges of renewable energy mentioned in the paragraph
above. In Europe there are already plans for the transformation of the natural gas grid into a
hydrogen gas grid [6], which allows for a more efficient sector coupling by avoiding an
additional transformation step of H, to CHa. With the cheap underground storage capacities
of aquifers, hard rock and salt caverns, hydrogen can satisfy a big part of the long-term energy

storage demand.

The PtG, especially the non-fossil-based Power-to-Hydrogen (PtH), route is possible through
different water electrolysis technologies, which include alkaline electrolysers, proton-
exchange-membrane (PEM) electrolysers, anion exchange membrane (AEM) electrolysers and
solid oxide electrolysers (SOEC). According to the IEA [7] in 2023 a total electrolysis capacity
of 2.2 GW was installed and if all the projects in pipeline get realized the capacity will be 175-
420 GW by 2030. SOEC's offer the highest conversion efficiencies [8] and additionally low

environmental life-cycle impact [9]. In SOECs a part of the required electrical energy can be
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Introduction

replaced by industrial waste heat, which allows already in today’s systems for electrical

conversion efficiencies of 84%, as is shown by Schwarze et al. [10].

GtP is already realized in large scale by CHas-gas turbines, with an installed power of 313 GW
in Europe in 2021 [11], which can potentially be operated with H; as well. Combined cycle gas
turbines reach electric efficiencies of around 60% [9]. PEM fuel cells (FC) reach similar electric
efficiencies and Solid oxide fuel cells (SOFC) can reach 65% [12, 13]. Fuel cell based combined
cycles can increase the efficiency even further to 74% [14]. The capacity of installed SOFC fuel
cells was 150 MW in 2020 [15] and IEA reports a future overall fuel cell capacity for power
generation of around 500 MW in 2030 [7]. Not only are fuel cells highly efficient, but they are
also applicable for smaller power scales, which allows better integration to electricity
consumers with on-site waste heat utilisation for heating purposes. The SOFC operates at high
temperatures of above 600°C, which allows to provide thermal energy to district heating
systems and to industrial processes. The industrial heat demand up to medium high
temperatures of 400°C presents a significant amount of heat [16] that could be covered by
this technology. Another speciality of this fuel cell technology is the fuel flexibility, which
allows systems to operate besides pure H, with various H; rich fuels, such as hydrocarbons
like CHa4 [17] or NH3 [18]. This is especially useful when considering the transition of gas grids
from natural gas to Hy, where the rSOC technology can transform together with the grid.

Furthermore,

Reversible Solid Oxide Cells (rSOC) are an electrochemical conversion technology that can
produce H; in electrolysis operation (SOEC) and electricity and heat in fuel cell operation
(SOFC) with the same electrochemical stack. Thus, they combine both PtG and GtP in one unit
which reduces the environmental impact connected with the production of bidirectional
system types. The rapid increase of installed electrolysis and fuel cell technologies, expected
by the IEA [7], shows the high interest in these H, conversion technologies. Both conversion
directions can be addressed by rSOC systems. Because of all the above-mentioned coupling
possibilities and the high conversion efficiencies, the rSOC technology is a key enabler for a

COz-emission free energy system.

1.1 Structure of this work

The present thesis investigates the application of rSOC technology in the future energy
system. It is composed as a cumulative work consisting of this manuscript and the connected
peer reviewed journal articles, which can be found in section 9 (page 75). This manuscript
deals with the overarching questions concerning reversible hydrogen conversion technologies
based on rSOC systems and aims at giving an overview of the performed research activities.

Therefore, it refers to the connected publications of Chapter 9 and reproduces main
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Introduction

approaches and results which are needed to understand the higher-level conclusions that are

drawn in this work.

This manuscript starts in Chapter 2 by deriving the research need from recent literature and
stating the research questions that are answered by the present thesis. In Chapter 3 an
overview of the methodological approach is given, including the connections between the
different scientific publications, which constitute the core of this work. Chapter 4 provides the
insights into theory and applied methods with a discussion of uncertainties and limitations of
the different approaches. In Chapter 5 one finds the results produced with these approaches.
This leads to the answers to the research questions which are presented in Chapter 6. Finally,
Chapter 7 gives an outlook for future work that can improve the accuracy of the investigated
system application potentials. The peer reviewed journal articles which are an integrated part
of this work, can be found in the three sections B1, P1, P2 of Chapter 9. An overview of the

connected conference contributions is given in section 10 (Appendix A).
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Derivation of the research need

2 DERIVATION OF THE RESEARCH NEED

This Chapter derives the research need based on publications concerning recent advances in

the context of rSOC systems and their application in different energy systems.

2.1 Gaps in studies concerning the rSOC system internal parameters

and thermal interaction

The electrochemical processes within the rSOC stack can be understood based on different
published research activities, where stacks are placed in laboratory settings to investigate the
behaviour under different influences. Ferrero et al. [19] validated a cell model, which can
predict the voltage for fuel cell (FC) and electrolysis cell (EC) operation for different gas
mixtures at the fuel electrode. Here the focus lies on rSOC systems, including Balance-of-Plant
(BoP) components, and not single electrochemical cells. The performance of such a system,
for SOEC operation, was investigated by Chen et al. [20]. They studied the influence of
temperature, pressure, air flow and steam utilisation and optimize the parameter settings.
The considered system does not include recirculation of the outlet gases. According to Frank
et al. [21], who study internal heat recovery and ideal parameter settings for an rSOC system
with recirculation on the fuel/steam outlet, the recirculation increases the efficiency in both
operation modes. They optimized the recirculation rate at fixed values for fuel utilisation. The
employed OD stack model, however, cannot represent the influence of spatial change of
concentrations. An improved representation including the stack geometry as shown by
Subotic et al. [22] would be necessary. The lack of described connection between different
modelling levels of the rSOC system leads to the research question (1) of section 2.3.
Furthermore, Giap et al. [23] found that the recirculation with a blower is more exergy
efficient than with a steam driven ejector. With the mentioned system studies the influence
of internal parameters on the system’s performance can be understood. However, the
consequences of this understanding for modelling of rSOC systems needs further clarification

to answer research question (2).

Other research groups included in their investigations of the rSOC system thermal coupling
with heat storages or external systems. Thermal energy storages allow the EC operation to be
supplied with heat from the FC operation in the study of Perna et al. [24]. They investigate a
rSOC system as energy storage with a closed system for all reactants and products (Hz, H20
and O3). Giap et al. [25] and [23] included, in their parameter study for rSOC systems, waste
heat used for steam production in EC operation. They found that the waste heat temperature
is of little relevance for the performance. Also the thermal coupling to metal hydride H>

storage is studied by Giap et al. [26]. Heat storage by phase change materials and exothermic
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methanation of H; are considered as thermal system improvements by Mottaghizadeh et al.
[27]. Schwarze et al. [28] have shown that a real installation of a 720 kWec SOEC system can
reach an electrical efficiency of 84%, if industrial waste heat is available. Earlier, the operation
of a 150/30 kW rSOC system was shown to have an electrical EC efficiency of 80% and FC
efficiency of 50%, when operated with natural gas. From these studies, it is not yet clear how
the heat demand in EC operation can be provided and a detailed investigation of the coupling
to district heating is not present. This results in research question (3), concerning good

application sites and their benefits for the rSOC systems.

2.2 Gaps in studies concerning the rSOC system integration and

application in energy systems

Peters et al. [29] have shown that the reversible operation of rSOC systems with fast mode
switching is possible. This makes the investigation of such systems as flexible units in energy
systems interesting. Hutty et al. [30] considered a microgrid application of rSOC systems
together with PV to increase the self-sufficiency ratio and found that the lifetime of the
system’s stack must be above 10 years to reach parity with the grid electricity price.
Furthermore, they found that the economics depend strongly on the geographical location,
since the storage need arises from PV production and the electric energy demand. Singer [31]
considered the application of rSOC in energy systems based on time resolved operation
optimisation and found that the operation share and profitability depends on future energy
prices and system investment cost. Lamagna et al. [32] suggests that the application of rSOC
systems as back up and H; production technology and combined desalination capability by off-
shore wind parks is promising. In their investigations they employ a rule-based simulation with
different operational strategies. Also, Mattaghizadeh et al. [33] uses rule-based simulation for
the integration to buildings. Motylinski et al. [34] study the compatibility of the rSOC system’s
dynamic operation to the production profiles of wind turbines on the basis of a detailed stack
model and given time-series for operation. Research question (4) arises in this context of

different approaches used for simulating the time resolved operation of a rSOC system.

Reznicek et al. [35] calculated the levelized cost of storage (LCOS) with a rSOC system and
compressed H, storage. They conclude that the levelized cost of energy (LCOE) of this
technology are approaching the costs of electricity grid managing technologies like gas peak
plants. Their approach does not include variability of energy prices and resulting choice of
system operation but is based on given time shares of the different operation modes and static
energy prices. Therefore, research question (5) was found to be insufficiently answered in

available literature.
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Research question (6) arises as a continuation of question (5). Further investigations in this
direction of electricity grid influence are already proposed by Motylinski et al. [34] and
Reznicek et al. [36]. Question (7) derives from the answers to the previous questions and their

implications for finding application sites for rSOC Systems.

2.3 Research questions

In this section the overarching research questions, answered in this thesis, are summarized.
Question (1) to (5) arise in the literature survey of section 2.1 and 2.2 and the question (6) and
(7) are logical continuation.

Research questions:

(1) How are the simulation models for the low-level of the electrochemical cell, the mid-

level of the stack and the high-level of the reversible system sequentially building up?

(2) What are good simplifications in the simulation of the rSOC system regarding the

optimal operation parameters and the flowsheet?

(3) What are the possibilities and the benefits of coupling the rSOC system thermally to

waste heat sources and heat sinks? What should good sites for the integration of rSOC

systems offer?
(4) How can the operation of the rSOC system be simulated in different scenarios, what

kind of system models are necessary and how can these be built-up most efficiently?

(5) Which economic and application conditions make the operation of reversible H,

systems and rSOC systems profitable?

(6) What are the application potentials for locally concentrated reversible H, systems

considering electricity grid service by smoothing residual loads?

(7) What are characteristics of the most promising application sites for rSOC systems?
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3 METHODOLOGY

The presented thesis gives answers to all research questions highlighted in section 2.3. For

this purpose, it refers to the author’s works published in three peer-reviewed scientific

journals in Chapter 9 and the conference contributions in Chapter 10. This Chapter provides

an overview of the topics that are answered in this thesis based on the connected publications.

3.1 Approach and outline of the thesis

The methodology applied in the literature connected to this thesis can be divided into the

three main parts that are followed by a study of system application potentials in the energy

grid and accompanied by studying recent literature, as illustrated in Figure 1.

1.

Firstly, the rSOC system is studied on a basis of models for the rSOC stack, the balance of
plant components and the H; storage. With these models different configurations of the
system-flowsheet are investigated and a study of the influence of operational system
parametersis performed, as described in detail in B1 [37]. The processesin the rSOC stack
and consequences for the internal heat recovery, as discussed in this thesis, were
presented at the “New Energy for Industry” (NEFI) conference in 2021. In a next step, the
physical model of the stack is exchanged to a data driven model for the electrolyte
supported rSOC stack provided by Fraunhofer Institute for Ceramic Technologies and
Systems (IKTS). This adapted model is used for investigation of the influence of
operational system parameters, as shown in the conference contribution to the Enlnnov
conference in 2022.

Secondly, the application of rSOC systems in industrial sites is investigated, as described
in P1 [38] and presented at the conference on sustainable development of energy, water
and environmental systems (SDEWES) in 2022. The basis for this investigation is a
simplified model for the rSOC system, that represents the part-load conversion behaviour
from electricity to hydrogen and heat. This model is based on the insights created by the
physical models of point 1. Furthermore, waste heat availability in different industrial
processes and the process interdependence is studied.

Thirdly, the Techno-economic performance of the rSOC system in the energy system is
studied, based on P2 [39] and the conference contributions C4 to C6. The operation of
the system is simulated by an optimisation model, which minimizes the energy costs and
connects the system models with time-series for integration scenarios (industry, district
heat) and energy market prices. The mixed integer linear formulation of the optimisation
problem demands for a suitable model of the rSOC system. This model is generated by
piecewise linearization of the part load conversion curves, for electricity to hydrogen and

electricity to heat, from point 2.
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4. Finally, the application of two spatial types of bidirectional H> conversion systems in the
Austrian electrical energy grid are studied. As a basis for thisinvestigation, it is considered
that the purpose of the systems’ operation is to provide grid service by smoothing the
electrical residual loads. This approach was presented at the “Symposium

Energieinnovation” (Enlnnov) conference in 2024.

The models used for the investigation of the rSOC system evolve from the description of stack
internal processes in point 1, to a full system model allowing the investigation for the
interaction with ambient systems in point 2. The Techno-economic assessment of point 3 is
based on a simplification of the system model, which allows the optimisation of operation in

a representation of the application scenarios by time-series .

Literature research

rSOC-system study Integration to Techno-economic of
industrial sites the application in the
energy system

rSOC model rSOC surrogate model

* Modelling approaches ¢ deriving fast part load

* Influence of operational representation
parameters ¢ dynamic limitations

* BoP

Optimization model
* rSOC and storage model
* Integration scenarios

* Market prices
EEEEEEEEEEEEEEEEEEESR

H, storage model

" Storage technologies Industrial sites Economic performance
* Compressors . *  Waste heat availability « Return over lifetime

* Energy consum.ptlon * Process operation and « LCOH

* Thermal behaviour interconnection * Sensitivity to market

Application potentials of different spatial bidirectional H, systems c7

Journal Paper C1: NEFI 2021 C5: Klimatag OE23 2023

C2: Eninnov 2022 C6: SDEWES 2023

Chapter in Book

C3: SDEWES 2022 C7: Enlnnov 2024
C4: IEWT 2023

Conference contribution

Figure 1: lllustration of methodology and its interconnections in this work: including publications in scientific

journals and conference contributions.
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4 THEORETICAL BACKGROUND AND METHODS

This Chapter provides the theoretical background and methods that are applied in the
research connected with the four methodological sections of Chapter 3. It comprises the
underlying processes of rSOC systems and H-storage systems and the approaches used for
modelling these systems, which are necessary to understand the results and conclusions

drawn in this thesis.

4.1 rSOC-system study

In this section the fundamentals of electrochemical rSOC systems are introduced, which are
necessary for modelling the system from cell to system level. Furthermore, important results
from the investigation in the scientific book Chapter B1 [37] and conference contributions C1

and C1 are discussed.

4.1.1 Electrochemical cell and thermodynamic description

The planar rSOC stack consists of a fuel channel, an air channel, an electrode in both channels
which are separated by an electrolyte allowing ion selective charge transport from one
electrode to the other. This layered structure can be seen in Figure 2. During the stack’s
operation the reactive species are transported from the gas bulk phase of the channels to the
catalytic electrode surfaces by fluid transport mechanisms that include turbulence and
diffusion. At the oxygen electrode surface the catalytic reaction from molecular to ionic
oxygen takes place. In fuel cell operation electrons are released (cathode) and in electrolysis
operation consumed (anode). In fuel cell operation the O%-ions are transported through the
electrolyte from air to fuel channel due to the electrochemical potential difference between
the electrodes. This potential difference can be used in the external electron conducting
circuit. At the hydrogen electrode the reaction of hydrogen and oxygen ions to water takes
place (equation (1) reacting from left to right). In electrolysis operation the reaction in
equation (1) runs from right to left and the oxygen ions move from the hydrogen electrode to
the oxygen electrode due to the externally applied voltage. The operation temperature for
rSOC-cells in EC and FC operation is above 600°C, as one can see for different stacks studied
by Preininger et al. [40], since the electrolyte’s conductivity for oxygen ions increases with
temperature. Upper limits for the operation are given by structural limits of materials at
around 1000°C.
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surface reaction: %Oz +2e” & 0%~
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Figure 2: Layers of the stack and electrochemical reactions (directions for fuel cell operation, based on [41]).

Hy + 30, © H,0 (1)

The operation of the cell at high temperatures allows for flexibility of hydrocarbon-based fuels
and ammonia as shown by Rabuni et al. [17] and Rathore et al. [18]. The hydrocarbon based
fuel flexibility of SOFCs is reported on by Rabuni et al. [17], who gave a review on hydrocarbons
as fuel and on direct and indirect pathways for its utilisation. The indirect way is most
common, where the hydrocarbons are at first undergoing reactions for creating hydrogen,
which is then converted in the electrochemical reaction. The reformation of hydrocarbons to
H, is possible since the chemical equilibrium shifts with high temperatures to H,. Figure 3
illustrates the temperature dependence of the equilibrium concentrations of important
species for a mixture of H,0 and CHa, which was calculated with the Python package of Cantera
[42]. At above 600°C the equilibrium for the mixture shifts to H,, which can occur under normal
operation conditions of the rSOC-cell, while the metallic nickel electrodes act as catalysts. Due
to the possible catalyst deactivation by formation of solid coke and the necessity of controlling
the stack’s internal temperature gradients, an additional pre-reformer is beneficial. A more
detailed discussion of the formation of solid coke and other operation limits is presented in

section 4.1.2, since this is critical in the operation of the stack.
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Figure 3: Temperature dependence of the molar equilibrium concentrations for a 70 % H,0 and 30% CH4 gas
mix.
The potential difference that appears between the oxygen and hydrogen electrode in open
circuit can be calculated with the Nernst equation (equation (2)). The convention for the sign
of the potential is such that a spontaneous occurring reaction yields a positive voltage. Uy is

also referred to as the open circuit voltage.

AG(T, p) 1
Un(T,p) = Y —F(AGO(T,PO) +AG(y;,p))  (2)
0,5
S\ RT
AG(y,p) = RT -In 2220 ) 4 B0y (30) (3)
YH,0 2 p

The change of the Gibbs free energy (AG), as defined in equation (4), is equal to the reversible
free reaction energy, while the change of enthalpy (AH) reflects the total released energy and

the Entropy connected term (TAS) the released heat.

AG = AH —TAS (4)

By replacing the Gibbs free energy in the Nernst equation with enthalpy and the entropy term,
the corresponding energies were calculated as electrical potential together with the Nernst
potential, as shown in Figure 4, with the help of the Python package of Cantera [42] and using
the equations (2), (3) and (4). The energy related to AGis the electrical potential (Un), whereas
the difference to the total reaction energy (Uan) is the thermal share (Uras). At the transition
from water to steam region, a step appearsin the thermal reaction energy share which relates
to the phase transition energy. This poses an advantage especially for electrolysis of steam,
since the thermal phase transition energy to produce the feed steam can be provided from

outside of the stack. This enables an increased electric efficiency.
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The Gibbs free energy of the reaction decreases slowly with increasing temperature, while the
share of thermal energy below and above the evaporation point increases. This means that at

higher temperatures fuel cells produce less electrical but more thermal energy.

1.4
1.2 —— \
1.0 T— ]
3 ol
— 0.8 qh) (- AH
6] +~ ©
<064 © 9 —==...TAS
= BT
0.4 S
o /
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Figure 4: Change of the total (AH), reversible (AG) and irreversible (TAS) reaction energy for the reaction of
equation (1).
The so far discussed Nernst potential (equation (2)) yields, as mentioned, the open circuit
voltage of the electrochemical cell (Un). In any application, the transport of ions through the
electrodes and the electrolyte, the transport of reactive molecules to the reactive centres and
the overcoming of activation energies, contribute to the actual potential difference that is
available in the fuel cell or must be applied in the electrolysis cell. These contributions are
ohmic, diffusion, and activation overpotential as described by Srikanth et al. [43], Costamagna
et al. [44], Ferrero et al. [19] and Kazempoor et al. [45]. The resulting cell voltage is given by

equation (5) and Figure 5 shows how the resulting polarization curve for cells looks like.

Ucen () = Uy — Uget(G) = Uonm () — Udiff(j) (5)
1.6 \‘: Diffusion region
14 Activation
\\ region
5 Y
1.0
0l — EC Ohmic region —
| — FC N
—-1000 —8IOO —6IOO —4IOO —2I00 0 2(I)0 4(I)0
j / mA/cm?

Figure 5: Schematic polarization curve of an rSOC cell operated with the same fuel mix in EC and FC operation.
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The ohmic overpotential is caused by the ohmic resistance for the charge transport in the
electrolyte and the electrodes. In solid oxide cells this resistance is highly dependent on the
temperature. The activation overpotential is a result of the temperature dependent reaction
kinetics at the electrode surfaces and relates to the gas concentrations at the active phase
boundary. Similarly, the gas concentration at this boundary determines the diffusion
overpotential, which relates to the concentration change from gas bulk to electrode surface
and triple phase boundary. The gas concentrations at the triple phase boundary are a result
of fluid transport mechanisms that depend on the concentration gradient between bulk and
triple phase boundary concentrations and electrode material properties, which describe the
permeability for gas molecules. Furthermore, the concentration gradients are connected to
the electric cell current so that higher current causes higher concentration gradients and thus
an increased transport of reactive molecules to the reactive recentres. The transport
processes can be spatially resolved by computational fluid dynamics as shown by Yang et al.
[46], Du et al. [47] and Wang et al. [48]. Subotic et al. [22] show in their investigations the
current dependent contributions to the over voltage for different spatial resolutions of the

stack.

In electrolysis operation, the overpotentials during the operation of the electrochemical cell
can lead to three thermally different cases, which are illustrated in Figure 6. The cell voltage
(Uan) calculated according to equation (2), considering the enthalpy (AH) instead of Gibbs

energy (AG), divides these regions, which are:

1) Endothermic operation: The potential difference applied to the cell is smaller than Uan.

This means that in addition to the electric energy, thermal energy must be provided
for a thermally stable operation.

2) Thermoneutral operation: The potential difference applied to the cell is equal to Uan.

In this case the thermal demand of the reaction is exactly covered by the internal
losses.

3) Exothermic operation: The potential difference applied to the cell is larger than Uap.

Here, the cell produces more thermal energy than is required in the reaction and a

cooling of the cell is necessary to operate the cell thermally stable.

As Figure 4 shows, the thermal share of the reaction energy increases with temperature. This
means that the thermoneutral operation shifts to higher overvoltage and thus a higher cell

current.
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Figure 6: Thermal operation regimes for EC and FC operation.

The electrical efficiency of the cell is the quotient of energy produced by and provided to the
cell. These energy streams are hydrogen rich fuel and electrical power, which switch role in

EC and FC operation as shown in (6) and (7).

_ Pelectric
Nrc = . (6)
fuel
Prue
Mo = 5o (7)
electric

The electrical energy, that is required or produced by the cell, can be calculated from the cell
voltage and the charge current transferred in the reaction (see equation (8)). The transferred
charge relates to the molar flow of the fuel that reacts in the cell (M,o4.), the Faraday
constant for single charged ions (F) and the charge number of the ions taking part in the

reaction (nreact,HZ =2).

Petectric (]) = Ucenr (]) J Acenr
Uceu (]) * Myeger * F - Nyeget

The energy stream related to the fuel can be calculated from the fuel’s molar (M,.eq4.¢) OF mass

(8)

flow rate that is reactingin the cell and the respective heating value, as shown in equation (9).
The present study considers the lower heating value (LHV) as the specific energy content of

the fuel.

Pfuel (]) = Myeqee - LHV (9)

Inserting the definitions for both energy streams to equation (6) and (7) results in equation
(10) and (11) for the electrical efficiency in EC and FC operation. One can see clearly that the

cell voltage is the single variable defining the conversion efficiency.

Ucetr * F " Nyeqct

Neel,Fc = LHV (10)
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LHV

Ucetr " F " Nyeqct

Ncell,Ec = (11)

4.1.2 The path from electrochemical cell to stack level

The distribution of the gas concentration and temperature varies along the gas flow direction
within the stack and depends on the geometrical design of the stack’s gas flow fields.
Therefore, the Nernst voltage also varies within the stack, according to equation (2) and (3),

as is visualized in Figure 7 for assumed concentration changes of O, and H; in counterflow

arrangement.
0.5
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Figure 7: Change of gas concentrations and Nernst voltage along the flow direction (x) of a stack with length L,
with H, and air provided in counterflow.

The flow fields of the stack may be designed in different ways of flow path layouts and
assemblies for fuel and oxidant flow fields, which have different consequences for the stack
performance, as shown by Saied et al. [49]. Possible flow field layouts include helical, parallel
and serpentine flow and assemblies can be co-, counter- and crossflow or combinations of
these. The equation for the cell voltage (equation (5)) allows us to derive the voltage in a single
point of the stack, for given local temperature and gas concentrations. Since the metallic
electrodes pose equipotential plates on both sides of the solid electrolyte, the actual
operation voltage for a stack is determined by the most critical point of the electrochemical
reaction according to equation (12) with the cell potential difference given in equation (5).
The point with lowest potential difference determines the stack voltage in fuel cell operation
and the point with highest potential difference determines the stack voltage in electrolysis

operation.

PAGE | 16



Theoretical background and methods

UstackJ) = Ucell,criticalpoint(j) (12)

The location of the most critical point is influenced by gas concentrations, temperature
distribution, by the flow field and flow directions. The difference of the gas concentration and
temperature between stack inlet and the critical point (close to the outlet) is connected to the
stack’s fuel utilisation. The fuel utilisation (fu) is the share of reactant gas (e.g. Hz) that is used
in the process and can be defined according to equation (13), where Ml- is the molar flow rate
of the fuel at the inlet, outlet and in the reaction of the stack.

_ My in — My o _ M reqct _ My react _ Lstacr/ (F * Nyeqct)

- (13)

fu . -
Mf,in Mf,in M, - Yruel,in My, - YVruel,in

Due to the equipotential electrodes the critical point (see equation (12)) determines the local
potential difference to the Nernst voltage for all the other points. This local overpotential
determines the local current density in the way that the current dependent contributions in
equation (5) create a potential that is the same for the whole electrode. The electric energy
connected with this local overpotential is converted to heat, which influences the heat
gradients in the stack. Increased fuel utilisation lowers the concentration of the reactant in
the critical point and thus increases the overpotentials for other points in the stack, which
results in the desired increased reaction rates. Thus, also the thermal energy generated
increases and varies stronger within the stack resulting in higher temperature gradients.
Temperature gradients are problematic for layered structures of different materials.
Differences in thermal expansion coefficients of the materials induce mechanical stress which
leads to enhanced degradation and in the worst-case full delamination of the electrode-
electrolyte layers. Therefore, stack manufacturers set limits for the maximum allowed fuel

utilisation.

There is no way of estimating the distribution of temperature and concentrations over the
stack by zero dimensional models. The evolution of concentrations in connection with the
local overpotentials, which results from the fuel utilisation is not trivial. The spatial modelling
of the gas transport together with the electrochemical reaction and thermal behaviour is
necessary for a simulation of the electrochemical stack based on fundamental physics. Such a
model in two dimensions for a single flow channel is employed by Yang et al. [46] for
investigating the H, concentrations along and orthogonal to a flow channel. Du et al. [47]
employ a three dimensional model for investigating the internal reformation and temperature
distribution within the stack. As shown by Saied et al. [49] different flow field configurations
lead to different polarization curves for the stack. Therefore, in spatial modelling the detailed
geometry and flow fields are required in addition to the material parameters, which describe

the local physics.
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The mains steps of solving a spatially resolved stack model require iterative solution and

include:

e Set a stack voltage and the initial distribution for gas concentrations and temperature

e Perform the calculation of local Nernst voltage, overpotential and resulting local
current density (from equation (5)) for discretized sections from the beginning to the
end of the fuel flow path.

e Check the resulting critical point of the stack voltage and the distribution for gas

concentrations and temperature and modify the initial assumptions.

The design and engineering parameters required for such a calculation include material
properties and geometric assumptions, which are still undergoing development. The detailed
spatial modelling and investigation of influences in the stack is a wide research field for itself.
The focus in the present study is not on developing a model which reflects detailed processes
within the stack but on investigating the whole rSOC-system and its application. Therefore,
the present study is based on the numerical data driven model, based on measurement data,
of a stack from Frauenhofer IKTS, which is described in detail in B1 [37] including important

limits for operation.

The numeric stack model used here allows to connect the stack voltage to the electrical

current and the gas inlet properties including concentrations, temperatures and mass flows.

Ustack(l) = f(l. Tgas,in' Ygas,in' mgas,in) (14)

The stack voltage in return defines the stack’s electrochemical conversion efficiency
analogously to the cell equations (10) and (11). However, on the stack level the fuel utilisation
also needs to be included. When inserting for the used molar flow of fuel in equation (9) the
flow into the stack and by using the definition of the fuel utilisation according to equation (13),
the stack efficiency for both FC and EC operation results in equation (15) and (16).

Ustack " F " Nreact .

NstackFc = LHV fu (15)
LHV

fu (16)

NstackEC =
Ustack " F " Nyeace

On one hand higher fuel utilisation trivially increases the conversion efficiency but on the
other hand the fuel concentration in the critical point decreases the cell voltage (see equation
(13)) and thus the electric efficiency decreases (see equation (3)). As mentioned earlier in this
section, high fuel utilisation has detrimental effects. Therefore, this parameter cannot be

increased beyond the manufacturer’s limit.
4.1.3 The path from stack to system level
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The electrochemical stack is not a stand-alone unit, but it is embedded in the balance of plant
(BoP) components. These BoP components ensure the stack’s safe and efficient operation and
provide the gas streams with parameters in the allowed stack operation range for

temperatures, concentrations and pressures.

In B1 [37] it was found that the BoP usually includes recirculation of the stack-outlet gas on
the fuel and/or on the air side. This publication continues with the investigation of the fuel-

recirculation and three possible ways of its realization:

e Hot gasrecirculation
e Cold gas recirculation

e Cold gas recirculation with recirculation condenser

gAY

Mrecirculation

Mfuel,in

t

Hz/HzO/CH4 air

DC
exhaust fuel exhaust air Pstack

Figure 8: Fuel recirculation in the rSOC system.

The basic principle for fuel recirculation is illustrated in Figure 8. For further consideration the
recirculation rate (rr) is defined according to equation (17).

Mrecirculation

T = (17)

Mfuel,in
The recirculation of fuel decouples its utilisation on stack and on system level. On both levels
the equation (13) is valid. However, with recirculation the molar share of fuel at the stackinlet
is lower than at the system inlet. By taking into account the flow schematics of Figure 8 and
equation (17) the fuel utilisation on stack level can be related to the fuel utilisation on system

level as shown in equation (18).

f Ugsystem
-1
1+7rr- (1 - fusystem) ’ (1 + fusystem)

The relation between these two levels of the fuel utilisation is visualized in Figure 9. In this

fUstack = (18)

figure one can see that at high recirculation rates of above three, a significant decrease of the
fustack in comparison to fusystem can be observed, especially at fusystem below 0.9. The stack

considered in the present research has a manufacturers’ limit of 0.75 for fustack. In this case
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the fusystem With recirculation rate of 5 can be increased to 0.92 which corresponds to a

hydrogen concentration at the stack inlet of 20.4% and 4.4% at the outlet.

0.7 recirculation
0.6 rate:
—0.5

0.5 0.6 0.7 0.8 0.9 1
fusystem

Figure 9: Dependency of the stack fuel utilisation on the system fuel utilisation for different values of the
recirculation rate.
In principle there is no limit for the recirculation rate. However, in order to prevent oxidation
of the metallic nickel, Preininger et al. [40] maintained a H, content of at least 20% at the
steam/fuel inlet during EC operation, while Zhang et al. [50] assume that 10% of H; is
sufficient. A 10% H; limit at the outlet would limit the system fuel utilisation to 82% in FC
operation. In the research of Kénigshofer et al. [51] no degradation with high steam contents
was observed. Due to the uncertainty for this limit in real systems, the min value of 4.4%, as
calculated before, was chosen. In addition to this material limit a design limit is given by the
mass flow through the stack which, in the case of high recirculation rates, can be a multiple of
the mass flow without recirculation. The stack needs to be designed for such operation to
avoid a high pressure drop. Furthermore, the recirculation requires energy for the blower or

higher compressed fuel in case of an ejector.

When the FC operation is provided with CH4 or other carbon rich fuels, an additional limitation
for the recirculation arises. The generation of solid carbon within the stack or external
reformer must be avoided. Solid carbon deposition on the catalytic surface of the electrodes
or in the reformer would lead to deactivation of the catalyst as investigated by Subotic et al.
[52]. Also Li et al. [53] describes the degenerative effects caused by carbon rich fuels and
carbon deposition. Biert et al. [54] introduces in their work a limit of 2.5 for their defined
oxygen carbon ratio (O/C) (equation (19)) at 500°C, which shall prevent carbon deposition
during operation. Another thorough investigation of the carbon activity in CH4 rich fuels is

given by Ribeiro et al. [55].
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_ Yu20 + Yeo + 2 Yeo2
Yco + Ycoz + YcHa

0/C (19)

Generally, the generation of solid carbon can be calculated for the thermodynamic phase
equilibrium considering all important reactions that can contribute to carbon formation.
Typical reactions that must be considered are the Boudouard reaction, reverse coal
gasification and cracking of long-chain hydrocarbons, as Schafer et al. [56] describe. The
calculation of equilibrium composition considering these reactions can be achieved for
example with the Python package of Cantera [42]. Figure 10 shows the results for the solid
carbon formation limit in a ternary diagram of carbon, hydrogen and oxygen. In this diagram
one can see that the line defined by O/C equal 1.25 coincides almost exactly with the limit
calculated from phase equilibrium. The line for O/C equal 2.5 is a safe distance away from the
theoretical limit. A distance to the limitis in real application always required since non-uniform
mixture, temperatures and pressures are present, which can favour the formation of solid
carbon in certain points. Also, during load changes and system start-up more critical states
than in theory can be reached and must be avoided. Additionally, Figure 10 includes the line
on which the fuel mixed with recirculated gas can move on, depending on the recirculation
rate. One can see that recirculation with a recirculation rate above one can effectively move
a CHs fuel to the safe region for solid carbon formation. The model for the rSOC-system
employed in the present work considers a maximum fu at stack level of 80%, a recirculation
ratio of 5 and an O/C ratio of 2.5.
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Figure 10: Ternary diagram for carbon, hydrogen and oxygen with the theoretical limit for the region of solid
carbon formation (limit). The line between CH,4 and recirculation-gas (recirc.) shows how critical points can be

moved below the solid carbon formation limit through off-gas recirculation.

4.1.4 Model of the rSOC-system

The model for the rSOC system, which is used in the present investigations, is set up in the
modelling environment of Dymola [57] and is described in detail in B1 [37]. This model
includes the numerical representation for the 5/15 kW (FC/EC) rSOC stack, as described in
section 4.1.2. The BoP components are modelled on the basis of thermodynamic principles in
steady state and include heat exchangers, recirculation blower, condensers, electric heaters,

air fan and evaporator.

For all investigated flowsheet configurations (basic flowsheets in Figure 11), the operation
temperature of the stack is kept constant at 750°C. In the exothermic fuel cell operation this
is achieved by controlling the air mass flow, with the stoichiometric mass flow needed for the
stack reaction as lower minimum. The electrolysis is operated in the endothermic region for
current densities and the heating of the stack is controlled by electric heaters on the fuel and
air side (Fuel e-heater and Air e-heater). Additionally, the air mass flow can be varied in order
to ensure the delivery of thermal power, as described in more detail in B1 [37]. Therefore, the
airmass flow is determined through the thermal control in both operation modes and the fuel

mass flow is related to the fuel utilisation according to equation (13). The remaining main free
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parameters of the model are: stack temperature, pinch point temperature differences of heat

exchangers, condensation and separation efficiencies.
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Figure 11: Flowsheets for A) hot gas recirculation, B1) cold gas recirculation and B2) cold gas recirculation with
recirculation condenser, as presented by Paczona et al. [37] in Figure 19.4.
The considered system configurations in B1 [37], with the two main possibilities of hot- or
cold-gas recirculation as mentioned in the previous subChapter, are reproduced in Figure 11.
In A), the flowsheet with hot-gas recirculation, exhaust gas at stack’s fuel side is recirculated
directly to the stack inlet with a high temperature ejector or blower. In the case of cold-gas
recirculation B1) the exhaust fuel is recirculated after the fuel heat exchanger (Fuel HX). This
precooled gas allows easier utilisation of blowers that cannot withstand the high operation
temperature of the stack. However, the fuel heat exchanger (Fuel HX) works in this case with
the by recirculation increased flow rate. The heat exchanges on fuel and air side (Fuel HX and
Air HX) are necessary to reduce heat losses with the exhaust gas streams. The flowsheet
option B2) extends B1) by an additional condenser and recirculation heat exchanger in the
recirculation path. This condenser ensures that the operation limits for the recirculation drive
are met, with an upper limit of 80°C, and thus leads to condensation of the fuel exhaust when
crossing the dew point. The cold-gas recirculation with condensation (option B2) in Figure 11)
is the only flowsheet that allows for a standard recirculation blower instead of high

temperature blower or ejector. The condenser in the recirculation is beneficial in FC operation
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since it reduces the dilution of the fuel. However, in EC operation it means a loss of heat by

draining steam.

With the definition for the exergy content of heat (equation (20)), the efficiency of the system
can be defined for two scenarios. In the energy system scenario (E) heat streams are not used
and the heat demand of the evaporator (Qevaporator) must be covered electrically. In this case
the system efficiency is given by equation (21) and (22). The industry scenario considers
utilisation of the system’s waste heat in FC operation by adding its exergy content to the
energy generated as can be seen in the numerator in equation (24). For the EC operation the
evaporation heat demand is replaced by its exergy demand when heat from an external source

is available, as shown in equation (33).

T .
EX = Q (1_ ambLent) (20)
Treleased
n _ PFuel (21)
E,EC — T
Pstack + PFan + Pe—heater + Qevaporator
P + P,
NeFc = —Stac;; e (22)
Fuel
n _ PFuel {23)
LEC — ;
Pstack + PFan + Pe—heater + EXevaporator
nI,FC — Pstack + PFan + EXgas,out + EXcondenserz (24)

PFuel

4.2 Integration to industrial sites and model simplification

In this section the integration to industrial sites and the construction of the surrogate models
for the rSOC system are presented. The surrogate model is a mathematical simplification of
the physical rSOC system model. Therefore, the model’s calculation run-time is reduced, the
stability is enhanced and a better reusability for systemic investigations is given. This simplified
model developed here is a basis for the investigations in P2 [39], which is described in section
4.4.

4.2.1 The rSOC system’s coupling possibilities to industrial sites

The flowsheet considered for the investigation of the rSOC system integration to industrial
sites is based on the flowsheet with fuel cold gas recirculation and condensation, which is
presented in section 4.1.3 and 4.1.4. This flowsheet is extended by an external CHs-reformer,
a catalytic burner for utilisation of non-reacted fuel to produce more heat and a heat
exchanger for extracting high temperature heat, as suggested in section 5.1.2. In Figure 12 this

improved flowsheet is shown together with heat flows, that can be used for thermal coupling
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to industrial sites. Thermal interaction with industrial sites can arise from the heat demand of
the evaporator in EC operation or the heat that can be extracted in FC operation after the
catalytic burner. Furthermore, in EC operation the endothermic reaction requires electric
heaters. Another option, which is not considered here, is the operation at or above the
thermoneutral point, at which stack internal losses generate the thermal energy. The heat
demand for controlling the stack temperature in endothermic operation could also be covered
by external high temperature sources, to replace the electric heaters. However, such a
controlled high temperature stack-heating with process waste heat poses big technical

challenges and risks for the stack safety and is therefore not considered in the present work.
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Figure 12: Flowsheet with cold-gas recirculation and catalytic burner used for generation of the surrogate
model and basis for further investigations in P1 [38] and P2 [39].
Highly suitable industrial candidates, which can provide waste heat above 100°C for the steam
production and cover the thermal demand shown in Figure 26 B) are steel, cement, glass,
refractory, lime, and brick production. Also, breweries, grain mills, textile and food industry
have waste heat suitable for steam production. In case the industrial waste heat does not
meet the required temperature, a heat pump can be employed. This gives a coupling
advantage to industry but requires additional electrical power, which slightly lowers the
efficiency compared to the direct heat integration. Another application for thermal coupling
that appears in industrial contexts are district heating networks, which can be used as a heat

sink for the rSOC system’s FC operation.
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The model proposed in B1 [37] and discussed in section 4.1.3to 4.1.4 includes thermodynamic
models for the components that are shown in Figure 12 and has a variety of parameters that
are partly fixed by optimisation (fuel recirculation and utilisation) and thermal control of the
system. Further parameters defining the design are chosen for the heat exchangers pinch
point temperature difference, cooling in the recirculation and stack operation temperature
(750°C). In this way the part load fraction is the only variable left. By calling the Dymola model
through the Dymola-Python interface parameter sweeps and postprocessing of results

becomes easy to accomplish.

4.2.2 Model simplification: surrogate model

The aim of the model simplification is to derive a computational inexpensive fast model
representing the rSOC system in sufficient detail for the simulation of the integration to energy
systems with an operational optimisation. The model proposed in B1 [37], which is discussed
in section 4.1.4 includes thermodynamic models for the components that are shown in Figure
12 and has a variety of parameters (Table 2). Figure 13 shows the model’s results for the

variation of three parameters of the model.

Ne, rcl %]

Tstack[°C]

Figure 13: System efficiency in FC operation according to equation (21)(22) calculated with the Dymola system

model. The varied parameters are: fuel utilisation (fu), stack temperature (T«.«) and recirculation rate (rr).

With highly flexible machine learning approaches one can find a computational inexpensive
representation (surrogate model) of the rSOC system model including all the model
parameters. Artificial neural networks, boosted trees and random forests are methods that
can be applied for such a general approach, which is described by Alizadeh et al. [58] and
Kudela et al. [59]. In any case Alizadeh et al. [58] suggest an analysis of the necessary variables
to reduce the dimensionality for any approach applied later. Such an analysis will be described
for the present model in section 5.1. By including all the relevant parameters in the surrogate
model, the analysis for system integration can derive the ideal parameter set up for

operational and design parameters for optimal performance in the integration. However, the
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feasibility of such a combined analysis is depending on the level of detail of the simulation for
system integration. In section 4.4.1, an optimisation-based approach for time resolved
simulation of a yearly time-series is used. In this case a multivariate non-linear model leads
to non-feasibility of ideal solutions for combined integration and system design. Therefore,
the result for optimal system parameters is taken from a preceding investigation (see section
5.1.1) for the fuel utilisation and recirculation. The other relevant system variables are design
parameters, which can be fixed as described in B1 [37]. For example, the design pinch point
differences of heat exchangers are set to 10 K. By fixing these system internal parameters the
variability is limited to the load fraction of each operation mode. This variability can be fully
described by part load curves that reflect the dependence of all necessary output variables on
the net electric system power (Pe). Therefore, a surrogate model of the rSOC system, which is
suited for the time resolved simulation, is a representation of these curves. This part-load
surrogate model can be obtained by combining spline interpolation for all necessary output

variables, as shown in Figure 14 for the system heat production.
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Figure 14: Example for spline interpolation of simulation points for FC-CH4 part load heat production.

Spline interpolation includes the knowledge from all points of the detailed system simulation
and connects them in a smooth manner, reflecting physics without abrupt transitions. This
approach of mathematic interpolation is justified, since no abrupt changes of physics and thus
smooth conversion curves are expected between the simulated points. This spline
representation of the part load behaviour can be easily extended by variables for other system
internal parameters but requires a densely space filling dataset. It is important to notice, that
the extrapolation beyond the data points for creating this spline surrogate model is not
allowed. This is not a problem in our case since the limits of calculated datapoints are chosen
in a way to reflect system limitations. Similarly, a spline interpolation can be applied for the
H, compression model, which is shown in Figure 18. The biggest uncertainty of the surrogate
model for the rSOC system derives from the uncertainty in the underlying system flowsheet.

Another source of uncertainty comes from assumptions in the modelling of BoP components

PAGE | 27



Theoretical background and methods

that may have additional technical limitations and the thermal losses to ambient, which are
discussed in P1 [38].

For the time resolved simulation described in section 4.4.1 the surrogate model must include,
in addition to the static conversion, the dynamic system behaviour and limitations. These
dynamic limitations and load change costs are derived in P2 [39] from literature and are given
in Table 1. Since in the literature significant variations of these limits are present, a
considerable uncertainty is also connected with the values stated here. These limits and costs
are mostly connected to degradation processes in the stack as described in section 4.1.2 and

to the unstable start-up of the steam generator [29].

Table 1: System dynamic parameters according to P2 [39].

Parameter rSOC PEM
Heatup power kW/kWec"" 0.365 0
Warm standby in kKW/kW gcs+ 0.008 0
Heat-up and cool-down time 120 0
in min

Ramp-to-EC time in min 13 [10, 29, O

60]

Ramp-to-FC time in min 3[10,29,60] O
Ramp warm cost in €/kWec"™ 0.25* 0
Ramp EC cost in €/kWec 0.01* 0
Ramp FC-H2 cost in €/kWge™ 0.005* 0

*

Ramp FC-GG cost in €/kWec" 0.005* 0

*Schefold et al. [61] suggests no degradation due to cycling of the rSOC-stack, however low costs to prevent
unrealistic optimisation results are included

**kW/kWec - power relative to installed electrolysis power

4.3 H,-Storage possibilities and model for compressed H,-storage

This section opens the side topic of local hydrogen storage possibilities and the modelling
approach used in this work. The local storage of H; is in competition to a future existing H»
grid, which offers storage capacities in the pipes of the gas grid and in future underground H,-
storage facilities, as illustrated in Figure 15. Therefore, a representation for local H,-storage is

necessary to compare these two possibilities.
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Figure 15: Role of H,-storage possibilities for the reversible H, system and highlighted local H; storage.

Hydrogen can be stored in different ways based on chemical and physical principles. The most
prominent chemical options are chemical hydrides such as ammonia, methanol or Liquid
Organic Hydrogen Carriers (LOHC) and metal hydrides. One main advantage of chemical
hydrides is the high energy density and specific energy as can be seen in Figure 16. The
disadvantage of storing hydrogenin chemical compoundsisthe release of heatby the reaction
from H, to a compound, which in case of being unused, reduces the storage efficiency
significantly. The same amount of heat also must be provided when the H; is recovered.
Furthermore, the reactions usually take place at elevated pressures, which requires a
compression of the feed gases. Due to the higher energy demand for storing, but also higher
energy densities, chemical hydrogen storage is especially suitable for energy transport and
mobile applications with demand for large amounts of energy being stored, as described by
Ishimoto [62] when comparing liquid H2to ammonia. Ammonia is also considered by Micco et
al. [63] to be a promising way to replace diesel fuelled propulsion systems in cargo ships. The
storages based on physical principles include high pressure, liquid and physically adsorbed
hydrogen. The liquefaction process consumes, according to Peschel et al. [64], more than 22%
of the LHV of H.. The liquid H; has a high energy density, which is suitable for energy transport. In
the present studies the stationary storage of H, is in the focus, which does not require outstanding
energy density or specific energy but demands an efficient technology. Compressed hydrogen at
moderate pressures of 200 bar to 300 bar fulfils exactly these requirements, with an energy
consumption for the compression of below 10% of the LHV of H,. Therefore, the following

subchapter analyses compressed hydrogen storage in more detail.
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Figure 16: Energy densities of different hydrogen carriers according to [65] with additional points in blue for
Ammonia, Methanol and LPG.

4.3.1 Models for H-compression

There are many possibilities to obtain high pressure Hy, as are described by Sdanghi et al. [66].
These options include metal hybrid compressors, where heat in combination with metal
hydrides is used. Another interesting technology under development are electrochemical
compressors, which are based on the principle of electrochemical cells and can theoretically
reach high efficiencies but have a low technology readiness. In this work, mechanical positive
displacement compressors, in particularly piston compressors, are considered due to their
high technological readiness. The investigation here is based on the presentation at the NEFI

conference in 2021 (C1 in section 10.1).

The ideal process of positive displacement H; compression can be described
thermodynamically as an isentropic process, where during the process of compression no heat
is added nor exchanged with the environment. In the real compression process heat is
generated by friction and non-reversible processes in the fluid. This can be described by
introducing an isentropic efficiency (nis) which is defined according to equation (25) and allows

the calculation of the real change of enthalpy in the fluid.

AR
Ahreal

Nis (25)

The ideal and real compression process is visualized in a TS-diagram in Figure 17. One can see
that a real compression from 40 to 200 bar causes a heating of the gas from 0°C to almost
200°C. The temperature in mechanical compressors is limited due to the material limits of
sealings. Therefore, too high temperatures must be avoided, which is possible by dividing the

compression process into multiple stages, with a Ho-compression ratio around 3 per stage and
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intermediate cooling. Another desired effect of multistage compression is the increase of the

efficiency of the process.
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Figure 17: TS diagram for H, with point 0 start of compression, point 1 end of isentropic compression and point
2 end of real compression with isentropic efficiency of 0.9.
The compression model used in this work is created with the Python interface of CoolProp
[67] and calibrated with the 5-stage Linde ionic piston compressor [68] for H, fuel station
applications, which uses anionicliquid above the pistons to reduce the heat-up of the gasand
thus increases the isentropic efficiency. In reciprocating piston compressors, the outlet valve
is usually spring loaded, so it opens when the pressure within the piston crosses the pressure
of the next stage [69]. Therefore, the compression energy demand depends on the outlet
pressure as shown in Figure 18 for different compression pathways. The isothermal
compression line shows the thermodynamic limit which can be reached only with an infinite
number of stages and an ideally isentropic compression process, which means that the gas

stays at constant temperature.
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Figure 18: Energy demand for compression from 5 bar to them maximum outlet pressure of 900 bar in
isothermal limit and modelled real multistage compression.
The energy that is necessary for filling a storage vessel from a given starting pressure to a
desired end pressure can be calculated by integrating the specific energy consumption of the
compressor, as shown in equation (26). The specific energy consumption for charging a

storage from start to end pressure is given by equation (27).

KWHh p(Dend)
Estore [—3] = €compressor dp (26)
m p(Dstart)
e [@] — Estore (27)
store kg p (pend) —p (pstart)

Figure 19 visualises the specific energy consumption and pressure for charging a pressure
vessel from starting to end pressure. When starting from a higher pressure of the storage
vessel, the specific energy consumption of the H; stored during this charging process
increases. The energy consumption for storing a certain amount of H, depends strongly on the
starting pressure of the storage. This means that cycling the storage at elevated pressure
significantly decreases the storage efficiency. For a storage cycle from 100 bar to 120 bar
almost the same energy is consumed per stored kg of H; as in a cycle from 5 bar to 300 bar
(Figure 19 point 1 and point 2). This shows that the cycling pressure of the storage is highly

significant when evaluating the efficiency of compressed H; storage.
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Figure 19: Energy consumption for charging a vessel with a 5-stage compression at 15°C start, intercooling and
storage temperature and with two different starting pressures of 5 bar and 100 bar. The dashed line shows
energy demand and density for a gas storage temperature of 50°C.

Another important parameter in compressed H» storage is the storage temperature, which
influences the density at which Hyis stored and thus also influences the energy required for
storing a certain amount of Ha. Figure 19 shows in dashed lines the decrease of the density in
the storage and thus the increase of energy consumption for storing a certain amount of H,.
The gas of the storage can change temperature due to ambient temperature changes and
during the charging or discharging of the storage. The charging of the storage increases the
storage temperature by two mechanisms. Firstly, the gas, that is already in the storage, is
compressed when new gas is added. Secondly, the H; produced in electrolysisis not cooled to
ambient temperature and is connected therefore with a heat flow to the storage. During fast
charging processes like in mobile application, these storage heat-up processes are highly
important, not only for the energy demand of the compression but also for the structural
safety of the pressurized storage, as is described by Li et al. [70] and Zhang et al. [71]. In
stationary applications with charging times of many hours, this effect is much less important

and of similar magnitude like daily and yearly ambient temperature variations.

4.4 Techno-economic analysis of the application in the energy

system

This section describes the approach to the techno-economic evaluation, which was published
in P2 [39] and presented with different perspectives at C4 to C6. This investigation is based on

the surrogate model for the rSOC system and its thermal coupling possibilities, which is
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discussed in section 4.2.2. Furthermore, time-series for energy prices, industrial waste heat
and district heat demand are considered in three integration scenarios. Figure 20 shows the
interaction of the rSOC system with the environment, which includes electrical and thermal
energy flows from/to industry and district heating and electric and gas flows from and to the

respective grids.
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Figure 20: Embedding of the rSOC system to the energy system.

4.4.1 Optimisation model

In this section the main characteristics of the optimisation model are given, which is described
in detail in P2 [39]. The model for the optimisation of the rSOC system’s operation fulfils the
following three tasks:
e Simulation of the rSOC system’s cost optimal behaviourin given energy price scenarios
e Determination of the cost optimal H; storage size
e Connection of the model components as shown in Figure 21: rSOC system, H; storage
system and one-hourly resolved time-series of the system boundary, which includes
the waste heat of industrial sites and the energy prices of the gas, electricity and

district heating grid

Therefore, this model allows for an investigation of the best rSOC system operation strategies
in different energy price scenarios and the integration into different industrial and district

heating systems.
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Figure 21: Structure of the optimisation model.

The simplified models for describing the behaviour of the rSOC system and the H; storage are
taken from section 4.2.2 and section 4.3.1, respectively. The 5-stage compressor model is
applied to a rSOC outlet pressure of 1 bar and a maximal storage pressure of 200 bar. The
conversion curves of the rSOC system (surrogate model, Figure 26) and the pressure-energy
curve of the compressor (Figure 18) are furthermore converted to a piecewise linearisation
with 2, 3 and 4 support points, as described in P2 [39]. In this way the optimisation model can
be formulated as a mixed integer linear problem (MILP), which can be solved efficiently by

standard mathematical optimisation routines.
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Figure 22: Branch-and-Bound algorithm for finding optimum of mixed integer linear problems (MILP) by
transforming them into linear problems (LP).
The Branch-and-Bound algorithm is a standard approach for MILP problems, which is
employed also by Gurobi Optimization LLC [72]. At first the integer conditions are removed,
so that a linear problem is created, as illustrated in Figure 22, which can be solved by the
Simplex algorithm [73]. If the LP solution by accident fulfils all original integer conditions the
solution to the MILP is found. Otherwise, two new inequality equations are introduced for
each integer variable, which divides the variable space into two non-connected spaces,

excluding the previously found LP solution. This means, that as many new LP problem
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branches are created as there are integer variables. Solutions for these new LP problems can
be obtained again by the Simplex algorithm and if necessary, the branching is continued until
a LP solution, fulfilling the MILP integer constraints, is found which determines this branch. If
the difference between the minimum objective value of all end-of-the-branch LP solutions and
a determined MILP solution is zero, the optimum of the MILP is found. By bounding the value
of the optimal objective, not all created branches need to be followed to the end. An upper
bound exists by the so-far best determined MILP solution and the LP solution of any branch
must be lower to allow for better MILP solutions within this branch. The lower bound of the
MILP solution is given by the minimum value of all LP solutions at the end of the branches.
Since good bounds strongly influence the computation time, a good first guess of the solution
is important. In the here implemented MILP the dynamic thermal behaviour of the storage
and the change of ambient temperature is neglected to limit the complexity of the
optimisation problem. Including these two effects would need additional piecewise linearised
equations, which are integrated by integer conditions and thus strongly increase the number

of branching-nodes and thus the computation time.

The objective in the MILP’s optimisation is the minimization of the total costs, including for
every timestep of the yearly time-series the costs and revenue for:
e Purchase of electricity and CH4

e Selling of electricity, H> and district heat

Furthermore, the objective function incorporates the costs for dynamic degradation according

to Table 1 and the capacity-investment costs for the compressed-H; storage.

The integer and real variables of the optimisation problem are:
e The rSOC system’s operation mode for each timestep which can be EC operation, FC
operation with H, or FC operation with CH4
e The Load fraction of the rSOC system for each timestep can be equal 0 or vary between
0.5and 1.0.
e Thesize of the H; storage
e Decision between storing H; in the local pressure storage or selling it to a hydrogen

grid.

The following input variables for the system’s environment are fixed boundary conditions for
the optimisation problem:
e Electricity price time-series according to Traupman et al. [74]
e Gas price time-series for the purchase from the gas grid according to Traupman et al.
[74]
e Hj price: one value for all timesteps
e Grid fees for electricity and gas
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e District heating price and demand time-series
e Industrial waste heat time-series from Ganymed [75] according to Binderbauer et al.
[76].

The formulated optimisation problem includes the following constraints that need to be
fulfilled by the determined optimal solution:
e Upper and lower power limits for the rSOC system’s EC and FC operation
e Operation in only one modus (EC, FC, cold standby or warm standby) in one timestep
possible
e Cooldown, heat-up and mode change times according to Table 1
e Delivery of system’s wate heat to district heating only possible for the amount

demanded in the district heating network

4.4.2 Techno-economic evaluation in the energy system

Here an overview of the calculation process described in detail in P2 [39] isgiven. The Techno-
economic investigations are based on the relative return of investment calculated for the
whole system lifetime (It). The system lifetime is chosen for the investment period since it
allows the economic comparison of technologies with different lifetimes from a technical
perspective. Using an investment time, as usually done for rating investments, would omit the
influence of different system lifetimes. Due to this change of considered time horizon this
specific return of investment is called the relative return over lifetime (rROL). For the
calculation of the rROL the solution of the optimisation, for the MILP defined in section 4.4.1,
is obtained by using the solver of Gurobi [72]. Then the annual profit of the rSOC system (pa)
can be calculated from the energy prices and the determined system operation. Since the
influence of the system’s degradation on this profit is not neglectable it is analysed and

incorporated in the calculation of the rROL, as shown in equation (28) according to P2 [39].

1 pa (d(D)
CAPEX Zt (1+i0)t (28)

TROL = -1+

In P2 [39] the relation between degradation state and the system’s annual profit (pa) is
determined. Furthermore, an assumption for the degradation throughout the lifetime must
be made. Here it is assumed that the degradation progresses linearly from non-degraded

initial state to 10% at the end of the lifetime. The biggest uncertainty for the rROL comes from
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the uncertain future system investment costs and limitations for the options of generating

profit.1?

4.5 Investigation of spatial types for bidirectional hydrogen systems

This section introduces an approach for analysing the effect of grid-service-oriented operation
of bidirectional hydrogen systems. The aim is to compare the two spatial system
arrangements, spatially delocalized and concentrated and conclude which systems will be
needed where in our energy system. Figure 23 defines the two spatial types. In the
concentrated reversible system both EC and FC units are in the same point of the energy
system and thus make reversible operation in one location possible. This can be interesting
for sites where electricity production and consumption are close to each other, like in
industrial or settlement areas with high potentials of photovoltaic or wind. In the delocalized
version EC and FC units are in different locations and the reversible character arises by
connecting them through a gas and electricity grid. The EC unit can be placed close to
renewable production sites, with significantly more production than is locally consumed. The
produced H, can be transported through the gas grid to locations with little renewable

production but high energy consumption, where FC units convert the H; to electricity.

ooo[]

Figure 23: Spatially delocalized and concentrated Power-to-H-to-Power systems.

Lsland applications and grid service operation are not included in this consideration.

2 The present study considers the system costs according to Bohm et al. (Bohm et al. 2020) with an adaptation

by Hans B6hm made for the reversible system.
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4.5.1 Simulation of electricity grid load reduction by both spatial versions of
reversible hydrogen systems

A reduction of the load for electricity grids, through the application of reversible hydrogen
technologies, can be achieved by smoothing the electrical residual load in a given point of the
grid. By smoothing the residual load, the peaks from consumption and production, that are
the biggest challenges for electrical transmission infrastructure, are reduced. Spatially
concentrated reversible hydrogen systems can reduce electrical load peaksin both directions,

whereas spatially delocalized systems only allow for a unidirectional reduction.

The smoothing of the residual load in the present investigation is limited by the following

assumptions in the simulation:

1) The amount of H, produced in EC operation is the same, that can be consumed in FC
operation (only applied for the concentrated reversible system).

2) The system utilisation in the calculated yearly time-series is 50%. The utilisation (u) is
defined according to equation (30), with the nominal electrical power (Pn), the length
of the time-series (T) and system electrical power (Peit) in a specific timestep (t).

3) Delocalized electrolysis can only make use of negative residual loads and delocalized
fuel cells can only operate when the residual load is positive. The resulting residual

load must lie within the minimal and maximal value of the original residual load time-

series .
Z? Pel t
u, = —— (29)
' PN - T
U = Ugc + Upc (30)

The assumptions for the simulated reversible hydrogen systems are:

e Efficiency of 80% in electrolysis operation
e Efficiency of 60% in fuel cell operation
e Ratio of nominal electrolysis to fuel cell power of 3.0 (only for the concentrated

reversible system)

The relative average volatility (rav) of the residual load (Pres) after applying different H;
conversion technologies (i) is calculated according to equation (31). The average is calculated
for all the nodes with H; grid connection and for the delocalized single mode units for the

number of nodes where a system is employed.

rav; = averagey (

max(Pres + Pi,el,t) - min(Pres + Pi,el,t)> (31)
max(Pres) - min(Pres)
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5 RESULTS

This section comprises the main results of the studies shown in the three connected
publications (B1 [37], P1 [38] and P2 [39]), which are necessary for answering the research
guestions raised in section 2.3. Furthermore, the calculation of LCOH for the multi revenue
application of rSOC systems and the application of two different spatial system options is
presented in this section.

5.1 Influence of operational parameters on the system performance

Here an overview of the most important influences of parameters on the system efficiency is
given on basis of the model and efficiency definition of section 4.1.4. The parameter variations
are performed by calling the Dymola model of the rSOC system through the Dymola-Python
interface. A more detailed analysis can be found in B1 [37]. Table 2 contains the list of
parameters and values that are included in this sensitivity analysis. In Figure 24 one can see
thatin FC operation fuel utilisation and recirculation rate are most important. In EC operation,
the sensitivity is by a factor of five lower, with stack temperature and fuel utilisation being

most important.

Table 2: Parameter range for sensitivity analysis

Parameter Minimal value Middle value Maximal value
Stack temperature (Tstack) [°C] 700 750 800
Recirculation rate (rr) [-] 0.5 2.75 5

Fuel utilisation (fu) [-] 0.85 0.918 0.985

Fuel HX (ATpincn) [°C] 5 10 15

Air HX (ATpinch) [°C]

Air excess ratio (A) [-]

Subcooling temp. (ATsc) [°C]

5 (EC)/ 70 (FC)

0.5 (EC)

50 (FC)

10 (EC) / 80 (FC)

1.0 (EC)

60 (FC)

15 (EC) / 90 (FC)

1.5 (EC)

70 (FC)
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Figure 24: Sensitivity analysis for the flowsheet with cold gas recirculation in the industry scenario (efficiency

according to equation (33) and (34)) as published in B1 [37].

The sensitivity analysis gives insights into the importance of the design parameters for the
heat exchangers. It shows that low heat exchanger design pinch point temperature differences
are beneficial for the system’s efficiency, so that less heat is lost in EC operation and lower
subcooling temperatures can be reached in FC operation. Furthermore, a low stack
temperature is beneficial, since it decreases thermal losses in EC operation and increases the
electric efficiency in FC operation, as is shown in the context of Figure 4. The fuel utilisation
and recirculation are connected by the limitations described in section 4.1.3 and show
opposite influence on the efficiency. Therefore, it is of high interest to investigate the change
of efficiency more closely with respect to fuel utilisation and recirculation rate, which is
subject of the next subsection. Only in the case of FC operation with condensation in the

recirculation, an increase of both parameters results in an increase of efficiency.

5.1.1 Best operational parameters settings for recirculation rate and fuel
utilisation

Here, the change of system efficiency, according to the definitions in equation (33) and (34),
for variation of fuel utilisation and recirculation rate are discussed. In Figure 25 one can see
that the best operation point in EC operation always lies on the limiting line of fuel utilisation,
which corresponds to a stack fuel utilisation of 75% according to section 4.1.4. This was found
to be the case for all flowsheets, also for FC operation, except for FC operation with a
condenser in the recirculation loop. In FC operation with condensation in the recirculation,
higher recirculation does not dilute the fuel much, since a big part of the steam content is

condensed and drained. Therefore, the efficiency even rises with increased recirculation rate.

In all cases a recirculation on the fuel side has a positive impact on the system efficiency.
Systems without fuel recirculation are highly limited by the maximum fuel utilisation rate of
the stack in reaching high efficiencies. The influence of setting the parameters for the optimal

values is highly significant in FC operation, yet in EC operation it is small. Therefore, it is more
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important that the recirculation system is customized to the FC operation. Another important
conclusion from this investigation is that the optimal parameter settings are different for the
energy system and industry case. However, the influence of these settings on the system
efficiency is marginal. Consequently, the optimal parameters for one scenario can be

practically also used for the other.

Energy sector Industry sector

Ne, ecl%] i, ecl%]

87.9
87.77
87.7
87.5
87.3
1 2 3 4 5

77.88

1 2 3 4 5

rr{-] rr-]
M, rel %]
68 97.5 76.7
75
71
67
63

1 2 3 4 5
rr{-] rr{-]

Figure 25: Optima of fuel utilisation (fu) and recirculation rate (rr) for the flowsheet with cold gas recirculation
in EC and FC operation and in energy system and industry scenario as published in B1 [37]. The black limiting
line divides the feasible operation regions from the not allowed operation region, with a maximum stack fuel

utilisation of 75% according to section 4.1.3.

5.1.2 The best flowsheet considering round-trip operation

In B1 it was found that the flowsheets with the different types of recirculation (Figure 11)
perform differently for the operation in EC and FC mode. In EC operation, the hot gas
recirculation performs slightly better than the options with cold gas recirculation. On the other
hand, in FC operation the cold gas recirculation with condensation has a significantly higher
performance than other flowsheets. Therefore, B1 concludes that the cold gas recirculation
with condensation is the preferred flowsheet for round-trip operation. Especially if the
temperature reduction in the recirculation can be decreased in EC operation to avoid
condensation. Furthermore, in B1 improvements for internal thermal recovery and increasing

the system’s waste heat temperature are proposed.
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5.2 Integration to industrial sites and model simplification

This section is based on the results of the publication P1 [38] and starts by discussing the
surrogate models for the thermal and fuel consumption part load behaviour. These models

are then used in the investigation of industry integration scenarios.

5.2.1 Surrogate models for the integration to industrial sites

The simplified model for the rSOC system is given by the set of conversion curves for all desired
properties in this representation, based on section 4.2.1 and 4.2.2. The part load behaviour
obtained in this way for the conversion between electricity, fuel and heat is shown in Figure
26. In FC operation, the slightly convex trend for fuel consumption is a result of the increase
of the stack losses with higher power. This can also be observed in the convex rise of thermal
energy produced when operated with H,. When operated with CHa, the conversion curve for
waste heat looks differently, since the reformer consumes a part of the heat generated in the
endothermic steam reforming reaction. In EC operation, the conversion from electricity to fuel
and thermal energy is nearly linear in Figure 26. This is a result of the modelled endothermic

stack operation, in which case the temperature is maintained by electric heaters.

Z

B)

° FC mode 10 EC mode
: 16 |
11— Puartz 7% 6 / 2.25
Prue-CHa i 0.8 14 +2.00
74 / 06
2 6l 2z 21, 175z
3 St 104 53 A 11.50 =
&5 WS £10] / - &
. L t1.25
4 0.2 8 —— Pryel
34 too |/ e Qw r1.00
: — : 6 : : :
25 3.0 35 4.0 45 5.0 7.5 10.0 12.5 15.0 17.5
Per / kKW Per 1 KW

Figure 26: Conversion curves between electricity, fuel and heat for fuel cell (FC) and electrolysis cell (EC)
operation of the rSOC system according to P1 [38].
The effect on the conversion efficiency of the thermal coupling in the different operation
modes can be seen in Figure 27, when the conversion efficiency is defined according to
equation (32) and (33). Here, the thermal coupling fraction fis introduced as a variable for the
analysis and P is the net electric production of consumption of the system.
P+ f * Qe
Mee =~ — (32)
fuel

Pfuel
Poy+(1—f) Qwm

Nec = (33)
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In the FC operation, utilizing the waste heat (f=1) increases the efficiency in the nominal point
of 5 kW electrical power by 15% when operated with H, and 3% when operated with CHa.
When the system load is reduced, the advantage decreases, since constant surface related
losses to the environment take a bigger share. Below approximately 50% part load the system
becomes endothermic and would require heating, so that ch becomes negative. Also, in EC
operation the coupling advantage is the highest at nominal stack power of 15 kW (P equal to
17.5 kW) and increases the efficiency by 11%.

A) FC-H, mode B) 50 FC-CH4 mode ) EC mode .
80.01 900.01 e
77.51 87.51

X 75.01 §85,o<.ﬁ’_ =0

§72_51.¢" £go5] f=1

70.0 80.0~/
67.5 77.51

2.5 3.0 35 4.0 45 5.0 2.5 3.0 35 4.0 45 5.0 75 160 125 150 175
Per / kW Per / KW P/ KW

Figure 27: Conversion efficiency for thermal coupling (f=1) and no thermal coupling (f=0) according to equation
(32) and (33), as published in P1 [38].
The investigation here is based on the system with a nominal power of 5 kW FC and 15 kW EC
according to section 4.1.4. The system power demand in integrations to industries or district
heating networks is much higher than the investigated system. There are two main strategies
for scaling up the power of the investigated system. Firstly, a scale-up by number of system
units which all have their own BoP components. Secondly, a scale-up of the stack and all the
BoP components within the system. In our case we consider a mixed approach, where the
stack is scaled by numbers, so that any power can be reached by making a pack of stacks, while
the BoP components are scaled by size. When increasing the size of components or creating a
pack of stacks, the most important changes comes from the change of surface to volume ratio
and the connected thermal losses. The system model according to section 4.1.4. includes little
thermal losses of 1 kW through the surface of stack and BoP components and therefore
reflects the thermal isolation of large systems. This is discussed in detail in the validation of
the simulation model in P1 [38] where the part load efficiencies of the present simulation is
compared to the laboratory measurements on a stack conducted by Peters et al. [29]. By
scaling the conversion curves of the 5/15 kW system to a higher power, the share of heat
losses is constant. However, in a commonly insulated pack of cells the surface to volume ratio
decreases with increasing size, which means that especially for very large systems, the thermal

losses may be overestimated.
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5.2.2 Scenario analysis of the integration to industrial sites

In the previous subsection the benefits of coupling a rSOC system to industrial sites was
analysed qualitatively and quantitatively for the different operation modes of the system.
However, the rSOC system combines both operation modes and therefore the system’s
conversion efficiency, defined according to equation (34), is relevant for the application. In

this way the number of timesteps (t) for a chosen operation mode (i) can be considered.

_ Zt,i Esys—out,i(t) (t)
Yti Esys—inie) ()

In P1 [38] an analysis of the coupling to industry with this definition of the system efficiency

Ns (34)

and the operation scenarios according to Table 3 was performed. In this way the effect of
coupling to a generic industry, that can provide waste heat for the evaporation of feed water
and can make use of waste heat from FC operation, is modelled. The main result of this
investigation of different levels of coupling can be seen in Figure 28. The main conclusion of
this analysis is that the influence of thermal coupling strongly depends on the operation time
shares of the different modes. Furthermore, one can see that the thermal coupling for EC
operation has a stronger influence on the system conversion efficiency than the coupling in
FC operation. The biggest shortcoming of this approach is that operation shares must be
known for this calculation. The operation times in real application are determined by
economic conditions, which allow the operator to maximise the profit. This means that an
operational optimisation is necessary to relate economic scenarios to the operation time

scenarios discussed here. This approach will be followed in section 5.3.

Table 3: Scenarios for investigation of the rSOC system coupling to industrial sites.

Nr. Operation time of mode in %
FC-H2 FC-CH4 EC
1 50 50
2 75 25
3 25 25 50
4 25 50 25
5 50 50
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Figure 28: The system conversion efficiencies according to equation (34) for different scenarios, as published in
P1 [38]: For no thermal coupling (f=0), thermal coupling in FC operation (fec=1), thermal coupling in EC

operation (fec=1) and thermal coupling in both operation modes (f=1).

5.3 Techno-economic results of the application in the energy system

In this section the results of the techno-economic evaluation are shown, which are based on
the optimisation approach for the system operation and H; storage size described in 4.4. Here
the main results of the publication P2 [39] are revisited. Additionally, an idea for determining
the levelized cost of hydrogen (LCOH) in this multi revenue set up, of electricity, hydrogen and

heat markets, is introduced.

On the basis of the optimisation model the rSOC system’s application in different levels of
integration to the energy grid and industry can be simulated for the two selected scenario
years 2030 and 2050. Furthermore, three scenario levels are implemented according to P2
[39] by adjusting the time-series of the optimisation model’s boundary conditions as
following:

e Reference case (RC): The time-series forindustrial waste heat and district heat demand
are set to zero. Thus, the rSOC system may interact only with the electricity and gas
grid.

e Industrial case (IC): The time-series for district heating demand is set to zero. This
allows thermal interaction with the energy grids and the industry’s waste heat.

e Industry with district heating network (IDH): Allowing all interactions, that are shown

in Figure 21.

The result of the rROL can be seen, for these three scenarios and depending on the scale of
the rSOC system, in Figure 29. One can see that the IC scenario increases the rROL and thus
the economics more than the IDH scenario. The reason is that the industrial waste heat

availability has a bigger influence on economics, by increasing the profitability of EC operation
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significantly, than the profit connected with providing district heat. The benefit of the coupling
to industry is almost constant to a point of 23 MW in glass production and 9.5 MW in the
brewery. After this point a decrease in the rROL follows which relates to the heat demand of
the EC operation to be higher than can be provided by the industry. This sharp transition
occurs due to the industrial heat time-series which have little variability as discussed in P2
[39].

Glass Brewery
XD DX x,x S XX X
x Y
0.3 o] T
\| X-X,x_x..x X
— 0.2 IV [ RE
~ 0.1 1 = IDH
0.0_ xxxx xx,)(..x....yf x.xl.x.x..x.x.lx..x..--x

5 15 23 35 5 10 15
Pec / MW Pec / MW

Figure 29: Influence of the rSOC system size given by the nominal electrolysis power (Pec) in three application
scenarios for the scenario year 2030: Reference case (RC), Industry case (IC), Industry with district heating
network (IDH), as published in P2 [39].

In addition to the three coupling scenarios, the energy market prices are varied. The base
time-series for the prices are forecasts for the years 2030 and 2050 both with uncertainties,
asdescribed in P2 [39]. To depict them, three variations are included in the analysis, as shown

in Figure 30. These are:
e Constant shift of the electricity price and thus changing electricity-H;-price spread.
e Amplitude of fluctuations of the electricity price on different domains of periodicity

e Gasgridfee

Market Price Variations
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Figure 30: Variations of the energy market prices, to reduce the uncertainty of conclusions with respect to

uncertain forecasts for future years.
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The electricity-H;-price spread is found in P2 [39] to be an interesting variable, which strongly
determines the choice of operation mode of the rSOC system. This price spread is found in P2
[39] to be highly determinant for the so-called reversible zone. In the reversible zone both EC
and FC operation are contributing at least 10% of operation time and only in this zone the
rSOC system makes sense, since otherwise single mode systems are always more cost
efficient. This reversible zone is visualized in Figure 31 for three reversible hydrogen
technologies. In P2 [39] the influences of price fluctuations, grid gas price and industry
coupling on this reversible zone are analysed. When fluctuations increase, the rROL strongly
increases and they are found to have the strongest influence of the investigated parameters

on the economics and on the width of the reversible zone.

2030 2050
61  __ rsoc |
" 41 — rSOC-H2
~ —— PEM
DOE 2
O.

-10-5 0 5 10 -4 0 5 10 15
Dejp/ 10-€/MWh  Ag p/ 10-€/MWh
Figure 31: Change of rROL with electricity-H-price spread and reversible zone (highlighted in blue) for three

versions of reversible systems, as published in P2 [39]: rSOC is the base system described in section 4.4.1, rSOC-
H, does not include operation with CH, and PEM is a system for comparison and consists of a proton exchange

membrane stack for electrolysis and fuel cell operation.
The influence of grid fees on the rROL and on the H; storage, analysed in P2 [39] and shown
in Figure 32, has a strong impact on the economics and is most determining for the optimal
size of local compressed H, storage. It is found that at today’s grid fees, the economically
optimal storage size only allows a buffering of H, for 3 h, which follows from Figure 32 B. The
simulation of the H; storage in the optimisation model neglects the thermal storage
behaviour, which would decrease the optimal storage size even further. Therefore, only large
underground storages with storage-capacity costs of around 2 €/MWh according to Lord et al.
[79], are a competitive solution for storing hydrogen. This conclusion points strongly to the
need for the rSOC system to have a connection with the gas grid, so that an access to grid scale
underground storage is given and long term H; storage becomes economically feasible. In this
case, as discussed in P2 [39], the EC and FC unit do not necessarily need to be in the same
location. For discussing the applications potentials of these spatially delocalized reversible
systems in comparison to spatially concentrated reversible systems, the reduction of electrical
grid load and the sites which offer coupling benefits for both EC and FC operation must be
considered. An attempt to include the service for electricity grid load reduction is made in

section 4.5.
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Figure 32: Influence of grid fee in the scenario year 2050 for two storage investment costs (1 €/kWh and 8

€/kWh) and a rSOC system operated in FC with H; only, as published in P2 [39]. A) relative return over lifetime

(rROL), B) H; storage size.

Another interesting observation is possible when looking at the impact of the H; price on the

rROL, which is shown in Figure 33. Depending on the scenario, the rROL may transit from

negative to positive region. The H; price at this transition point, when rROL is equal to zero,

can be interpreted as levelized cost of hydrogen (LCOH). In this way, the LCOH can be

determined in the system with multiple revenue streams, for constant values of the other

boundary conditions of the optimisation model. When interpreting the zero-transition point

of the rROL in this way, it is also important to consider whether the reversible H, system is a

net source or rather a sink for Ha. In the case of Figure 33, the EC operation is dominant which

means H; can indeed be produced with at the LCOH.
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Figure 33: Influence of the H; price on the rROL and identification of the levelized cost of hydrogen (LCOH).
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5.4 Investigation of spatial types for bidirectional hydrogen systems

Here the results for the investigation of the different spatial types of Ha-conversion systems,
based on the modelling approach of section 4.5.1, are presented and discussed. Furthermore,
a spatial visualization of the concentrated and delocalized types’ applications is made. The
results regarding the grid fee influence in section 5.3 suggests that a profitable operation of
reversible hydrogen systemsis only possible with the cheap storage capacities of underground
formations and gas grids. Therefore, this work considers the future availability of H, gas grids
according to the outlook in the ONIP [78] for the year 2040, to be the only sites where

bidirectional hydrogen systems are installed.

5.4.1 Simulation results for the spatial system types in selected grid nodes

The simulated operation for the three systems options (concentrated reversible system,
delocalized EC or delocalized FC) can be seen for three grid nodes with three different residual
load characteristics in Figure 34, Figure 35 and Figure 36. These are the three possible main
characteristics, which span, together with different magnitudes and temporal durations of
fluctuations, the whole spectrum of possibilities. The limiting assumption for delocalized EC
and FC operation, for H, production and utilisation and system utilisation (according to point
2) and 3) in section 4.5.1), causes either the delocalized EC or FC system to have a nominal

power of zero.

Node type 1:
In Figure 34 one can see that both the delocalized EC system and the concentrated reversible

system can highly smoothen the residual load. The nominal power of the concentrated
reversible system, however, is 30% smaller. This means that a smaller concentrated system

can provide the same grid service.
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Figure 34: Simulation of reversible systems in production dominated grid node and resulting nominal system

Node type 2:

In the demand dominated node in Figure 35 one can see that the delocalized FC system with

around 327 MW nominal power can flatten the residual load fully. The size of the

concentrated system at 50% utilisation is much smaller and the smoothing is therefore less.
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Figure 35: Simulation of reversible systems in an industry demand dominated grid node and resulting nominal

system power (Py).

Node type 3:
The node with frequently changing direction of residual load flow shown in Figure 36, has very

little potential for both delocalized EC and FC systems. This is because the single mode
delocalized systems are not allowed to cause a change of the residual load flow direction. The

concentrated reversible system in this case can lead to a high degree of residual load

smoothing.
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Figure 36: Simulation of reversible systems in a grid node with residual load changing its direction.

From the three node types discussed, one can conclude that delocalized systems (EC and FC)
can flatten the residual load under the simulation constraints very well when the fluctuations
are frequent, and the residual load does not change the flow direction. The strength of the
concentrated system lies in places with bidirectional residual load flow, which limits the

application of unidirectional systems. The proposed approach for simulating the different
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spatial systems can be used for the calculation of system application potentials for given

electrical residual loads.

5.4.2 Result and discussion of spatially resolved application potentials for both
spatial system types

Here the results are analysed for applying the method of section 4.5.1 to the electrical residual
loads predicted for 2040 for 136 out of 398 Austrian energy grid nodes that are expected to
have access to a H; gas grid in 2040, according to the WAM scenario of the Infratrans 2040
project [80].

For these grid nodes one can see in Figure 37 the application potentials for smoothing the
residual loads, when the only task of the reversible systems is this smoothing. Here one can
see locations having the highest installed power for each of the three possible systems. Many
sites with high potential for delocalized electrolysis systems have also significant potential for
concentrated reversible systems. These locations are found especially by run-of-the-river
waterpower plants and with lower potential also by wind and photovoltaic renewable
production. These locations correspond to type 1, which is discussed in section 4.5.1. The
locations with high application potential for delocalized FC system are close to residential or
industrial areas, which cause positive electrical residual loads. These places therefore
correspond to the type 2 of section 4.5.1. Locations that show the highest potential for
concentrated reversible units are in places that are neither fully dominated by production nor
by consumption. Thus, they have a residual load that has more balanced negative and positive
times and thus corresponds to type 3 of 4.5.1. Such places can be found in regions with
renewable production that is slightly larger than the demand and when high fluctuations of

production are expected.

In this analysis, most nodes have higher installed system power of the unidirectional
delocalized systems (EC or FC) than concentrated systems (rSOC). One of the possible reasons
for this is, that the concentrated rSOC system needs lower nominal power to achieve a good
smoothing of the residual load, as discussed for Figure 34. Another reason is that many grid
nodes have a clear negative or positive electrical residual load, which makes the load
smoothing highly compatible with the restriction for 50% system utilisation and allows for big

unidirectional delocalized systems.

One limitation of the present analysis is the spatial resolution, where for each grid point the
residual load is aggregated and thus in a certain region delocalized systems might be installed

but visible on the grid point resolution as concentrated reversible systems.
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Figure 37: Nominal installed system power above 5 MW for concentrated (rSOC) and delocalized (EC and FC)
systems in 136 Austrian grid nodes with expected H,-grid connection in 2040 according to the WAM scenario
[80].

In Table 4 one can see the sum up for the results of the simulation of the two spatial system
types, which is visualized in Figure 37. One can see, that in almost all simulated grid node
points, a rSOC system with more than 5 MW electrolysis power can be installed. Whereas pure
EC and FC systems share the application places and these single mode systems are not used
in 14 out of the 136 grid nodes. The installed power of rSOC units is larger than the sum of EC
and FC units, when the FC units are only allowed to consume the hydrogen produced by the
EC units. However, the converted energy is smaller for the rSOC units and the storage need is
larger, even when balanced by the H; gas grid. When the grid is not used for balancing the
temporal mismatch of electrolysis production and fuel cell consumption, the need for local H;
storage to be stored locally is almost doubled. This is an important observation: H; grids are
not only necessary to allow for cheap large scale H,-storage, but also to reduce the need for
storage capacity, by spatially balancing the H, demand and production. The total installed
system power for the sum of EC and FC units is 26% larger than the installed capacities of the
rSOC units. However, the costs of rSOC units are also around 25% higher than a single mode
system with approximately 1000 €/kW (according to the assumptionsin P2 [39]), which would
result in very similar total system for the application of the two spatial types. In this case, when
the H, consumption of FC unitsis not limited, the remaining volatility of electric residual loads
for delocalised systems is 35.9%, which is lower for concentrated systems. When the FC units
can consume only the amount produced by EC units, which is the same assumption like for
rSOC systems, the volatility is 57.5%, which is higher than for rSOC systems. However, the

smaller installed FC capacity makes the delocalized systems a cheaper option. Overall, the
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decision whether concentrated or delocalized spatial hydrogen conversion systems are

preferred, depends on the acceptable costs for reduction of residual load variability.

Table 4: Results of the simulation of spatial system types for an installed power above 5 MW.

Nr. of nodes Installed power Storage H; converted Relative average
with system in GW capacity in GWh volatility of the
in GWh load (eq. (31))
2 937 (loc.)
rSOC 134 3.98 5590 48.5%
1770 (grid)
EC 46 2.33 54.0%
1487 (grid)* 8 156
FC 1.11%* 72.2% (57.5%**)
74
FC 2.71 - 19 856 32.5% (35.9%**)

*assuming that the FC units consume exactly the production of the EC units
**combined relative average volatility of EC and FC units for all H, grid node points
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6 CONCLUSIONS

This Chapter provides answers to the research questions raised in section 2.3 regarding the
modelling of the rSOC system, the coupling possibilities of this system, the time resolved
techno-economic scenario analysis and the application potentials from the perspective of

electricity grid service provided by two spatial system types.

(1) How are the simulation models for the low-level of the electrochemical cell, the mid-level

of the stack and the high-level of the reversible system sequentially building up?

In section 4.1 the different stages from cell to system level are described in detail, based on
the investigations published in B1 [37]. The modelling of the electrochemical zero-dimensional
cell can be achieved by modelling fundamental processes that are dependent on material
properties. In this stage the biggest uncertainty comes from material choices and the layer
structure. For modelling an electrochemical stack continuing with fundamental principles, itis
necessary to include the stack geometry. Especially, the gas flow fields, and the flow directions
are important, since gas transport processes are determining the local behaviour of the
electrochemical cell. Furthermore, the thermal inertia derives from this stack geometry. In
addition to the model for the electrochemical stack, the full system model must include sub-
models for the balance of plant components, which are necessary to operate the stack
efficiently and safely. The arrangement of stack and balance of plant can be done in different

ways resulting in different system flowsheets, as shown for three cases in Figure 11.

The focus of the present work is on studying influences on the reversible system and its
integration to ambient energy systems. Therefore, it is not necessary to model the stack from
fundamental principles, a numerical model for an existing stack can be employed. The
shortcoming of this approach is that the influence of different stack designs on the system

performance cannot be studied.

(2) What are good simplifications in the simulation of the rSOC system regarding the optimal

operation parameters and the flowsheet?

The discussion in section 4.1.5 and 4.1.6 allows to conclude that most system parameters are
independent from each other and show a clear direction of influencing the system efficiency.
This allows for an independent determination of good parameters for the system design
according to the sensitivity analysis in section 4.1.5. Only fuel utilisation and recirculation rate
are found to be connected and need an optimisation to maximise the system efficiency, as
can be found in section 4.1.6. The investigation shows that the optimal setting of these
parameters only depends very slightly on the share of thermal interaction with industrial
waste heat or district heating. Therefore, it is a good simplification to determine the optimal

setting of fuel utilisation and recirculation independent from the thermal interaction scenario.
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Based on B1 [37] the cold gas recirculation with condensation is found to be the best system

flowsheet for a reversible round-trip system, as described in section 5.1.2.

(3) What are the possibilities and the benefits of coupling the rSOC system thermally to waste

heat sources and heat sinks? What should good sites for the integration of rSOC systems

offer?
The flowsheet of the rSOC system in Figure 12 shows the possibilities for heat integration and
extraction, which can increase the conversion efficiencies by more than 10%, according to
Figure 27. In FC operation thermal energy, with a temperature slightly below the stack
temperature, can be extracted after the catalytic burner. In EC operation, waste heat can be
used for steam production. Ideal integration sites for rSOC systems can offer a thermal
coupling option for both the excessive heat of FC operation and heat demand in EC operation.
This is possible for examplein residential areas with district heating and a waste heat providing
industry. The heating demand has a seasonal pattern, which can together with the industrial
waste heat lead to availability of heat for EC operation in summer and demand for heat from
FC operation in winter. Together with the seasonal production pattern of photovoltaic, this

fits also very well to the availability of cheap electricity.

(4) How can the operation of the rSOC system be simulated in different scenarios, what kind

of system models are necessary and how can these be built-up most efficiently?

This work implements two approaches for simulating the rSOC system’s operation in
implementation scenarios. In section 5.2.2 a static approach is used, which can evaluate the
benefits of different coupling possibilities. In this approach, the operation time is not resolved
but only the time share spent in different operation modes is considered. The biggest
shortcoming of this approach is, that it is unclear how different distributions of the operation
time correspond to economic conditions, however these operation shares are required for the
calculation. The time-series based dynamic approach defined in section 4.4.1 determines the
system’s operation by mathematical optimisation based on given economic boundary
conditions. The system models for this approach need to be simplified, so that they are
suitable for the optimisation routine and the formulation of an optimisation model, here this
is a mixed integer linear problem. Since the optimal system operation is based only on
assumptions for the economic boundary conditions, different application scenarios can easily
be considered. The optimisation establishes the link between choice of operation and
economic conditions. The derivation of the required simplified models for the rSOC system
and the H; storage system is described in section 4.2.2 and section 4.3.1 respectively. The
simplification here is achieved by piecewise linearization of all part load conversion curves
that are necessary to represent the rSOC system in the environment of the application

scenarios.
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(5) Which economic and application conditions make the operation of reversible H, systems

and rSOC systems profitable?

The simulation of the optimal system operation described in section 4.4.1 can be used for
performing a Techno-economic analysis which is discussed in section 5.3 based on the
publication P2 [39].

The electricity - H, price spread is found to strongly determine the profitability and the
operation choice of the system. A significant reversible operation is only observed in a limited
range around zero for this spread, called in P2 [39] the reversible zone.

Price fluctuations are having the strongest influence on this reversible zone. Higher
fluctuation increases the profitability and the width of the reversible zone. In low fluctuating
price scenarios, no profitable operation is possible.

The thermal coupling to industrial sites and district heating barely influences the reversible
zone, butincreases the profitability significantly, especially when the system size matches the
waste heat availability.

The grid fee investigations show that local H, storage is only for short time scales possible and
reversible H, systems need a connection to cheap underground storage facilities, through H;
gas grids, to be profitable. Therefore, the next question arises whether the system needs to
combine both operation modes in one locally concentrated reversible unit or if spatial
delocalized unimodal units can act reversibly through the H, gas and electricity grid

connection.

(6) What are the application potentials for locally concentrated reversible H, systems

considering electricity grid service by smoothing residual loads?

This question can only be answered considering electrical grid limitations and the benefits for
the electricity grid connected with locally concentrated and spatially delocalized systems. By
assuming grid supportive system operation for smoothing of residual loads, one can calculate
the connected required system power. In this way, the ideal upper system size limit for grid
supportiveness is determined. It turns out that there are three types of residual load
characteristics that are connected to delocalized EC and FC or concentrated reversible
systems. The locations most suited for rSOC systems have residual loads that have at least a
partly balanced negative and positive load flow, as can be observed by renewable production
sites in proximity of electricity consumers, like residential areas or industries. Assuming a
balanced production and consumption of H, for EC and FC operation, the concentrated rSOC
system allows a better smoothing or residual loads and thus stronger reduces the loads for
electricity grids, as can be seen in Table 4. However, the nominal-power-related investment

costs are higher for the concentrated than for the delocalized system type.

(7) What are characteristics of the most promising application sites for rSOC systems?
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The conclusions regarding the questions (3) and (6) both point to application sites for rSOC

systems that have the following characteristics:

Changing load flow direction of the electrical residual load, which is usually connected
to renewable production close to consumers like industries or residential areas
Thermal coupling possibilities for both operation modes. In the presence of seasonal
varying district heating demand and more constant industrial waste heat sources, heat
can be available in summer for steam production in EC operation and heat from FC
operation can be used in district heating in winter. However, to observe such a pattern,
the available waste heat of the industry must be smaller than the district heating
demand in winter and larger in summer.

Photovoltaic in combination with residential heating and industries is promising, since
it has a pronounced seasonal production periodicity which is almost exactly 180°
shifted to the demand for residential heating. Therefore, the benefits of (3) and (6) are

combined.
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7 OUTLOOK

This Chapter concludes this thesis by giving ideas for future research works in the field of the
application of rSOC systems. It is structured in three topics, which start with a general
overview which is then divided into more precise points and detailed questions that are not

yet answered or can be improved.

(1) Influence of new flexible technologies on the future volatility of the electricity market

The Merit-Order market clearing mechanism is responsible for the coupling of the electricity
market price to volatile renewable production, as Traupmann [74] described in the future
outlook for market prices. Renewable energy production and nuclear power have very low
marginal operation costs, while the marginal costs for flexible operable powerplants like
combined cycle gas turbines are by a multiple higher. Therefore, fluctuating renewable
production, which will constitute a significant share of future energy generation, can lead to
times of very low prices, when the renewables cover the demand and high prices when they
are producing less than demanded. This arises because of the rigid demand cost relation,
where the consumers hardly react to the momentary price of the electricity. This rigid
response is especially pronounced when the energy contracts for consumers do not include
dynamic price calculations. In the future, however, due to changed contracts for consumers,
the increase of electric vehicle fleet and smarter operation of household appliances can
increase the price responsiveness of the demand. New electric energy storage technologies
on the energy system level, in addition to pumped hydro storages, can furthermore increase

the demand responsiveness.

Interdependence of flexible technologies:

The reversible H; technologies can operate in electrolysis in times of low prices and as fuel
cells in high-price times. Therefore, these technologies act in a way to stabilize the electricity
price. The capability and magnitude of the stabilization is related to storage capacities and
conversion efficiencies. Since the profitability of rSOC systems according to P2 [39] depends
strongly on the price fluctuations, it is interesting to study the influence of future storage and
conversion technologies on the price fluctuations. Also, the emerging Anion exchange
membrane (AEM) electrolysis may play an important role in the future H, production.
Questions that appear in this context are: Which technologies operate most profitably with
fluctuations of certain periodicity and how does this influence the operation of less profitable
technologies? What are fluctuation magnitudes that are needed by different storage and
conversion technologies to be profitable and what is the connected electricity-H, price

spread?
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Influence of transformation of installed gas turbines on future economic chances of
electrochemical systems:

The installed gas turbine power in Europe for 2021 was 314 GW as published by Statista [11].
The profitability is of these turbines is already nowadays depending on the electricity price
volatility. It is widely believed that existing gas turbines can be converted with little effort to
operate with hydrogen. This gives them a large importance for the hydrogen-to-power
pathway without necessity of big new investments. When estimating future price volatilities,

itis necessary to take this existing price-smoothing technology into account.

(2) Improved and new methodologies for evaluation of application potentials of bidirectional

H, conversion technologies:

This point comprises suggestions for improving the methodology of simulating the application

of the investigated bidirectional H, conversion technologies.

Spatial resolved application from both view perspectives of integrated systems and grid
service:

The present thesis includes an investigation of the application of rSOC systems by industrial
sites and district heating networks. It would be interesting to analyse the spatially resolved
application potentials for this approach and to identify regions that match with the results for
potentials based on electricity grid service approach, discussed in section 5.4.2. Such an
approach demands for spatially resolved industrial waste heat and district heat demand time-
series. Furthermore, this investigation should include future demands for hydrogen in
industrial sites and in points of the energy grid. This can allow reversible H, systems to be
more profitable by reducing H; transport and storage costs, since H, can be used fully or partly

on-site during its production.

Improving the level of detail for the simulation of system integration:

The depth of the investigation of rSOC system application in industrial sites, as shown in
section 5.3, is limited by the available time-series for industrial waste heat, which show little
characteristic temporal behaviour. Therefore, the transition from system sizes with maximum
to reduced coupling benefit has a kink (see Figure 29), which would be expected to be a
smooth transition in time-series with more variability. A future study could investigate waste
heat time-series with different temporal patterns and look for industries that are well suited
to the dynamic limitations of rSOC systems. Therefore, the models in Ganymed [75] need to
implement typical operation characteristic for different industrial sectors. Especially the
temporal patterns of energy extensive sectors are not yet modelled to fulfil the described data

demand.
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Speed-up of scenario calculations:

The result of section 5.3, concerning the very small optimal storage size, can be used to speed
up the simulation for future investigations. With a small storage the interaction across
timesteps becomes small and can be neglected in many scenarios. This separates the

optimisation problem in small non-connected problems for each timestep.

Include additional markets for determination of optimal operation, to reflect grid friendly
operation:

Spatially resolved pricing mechanisms for the balancing and redispatch measures could be
used in the approach via operation optimisation. An investigation considering such markets
was performed by Traupmann et al. [81]. These markets for grid stability pose additional
possibilities for rSOC systems to generate profit and can be easily integrated in an operation
optimisation model as proposed in section 4.4.1. The optimisation model can then determine
the cost optimal system operation and the resulting residual loads can be analysed with
respect to grid supportiveness for both spatial system types. This approach can answer the
guestion in which places concentrated reversible systems are interesting from both economic
and grid perspective and which market incentives are necessary to achieve grid supportive

operation.

(3) Wide view on bidirectional H, technologies:

An analysis concerning the applicability of different future H, conversion technologies should
include Life-Cycle-Assessments (LCA) for environmental and economic parameters, in addition
to the Techno-economic approach in P2 [39]. Also, niche applications can have a significant

impact on the price development of conversion technologies and need to be considered.

Considering the environmental impact of technologies:

According to Zhao et al. [9] SOEC technology has the lowest environmental impact followed
by AEM electrolysis and with a much higher impact PEM electrolysis. Also Salim et al. [82] and
Gerloff et al. [83] found in their LCA investigations, that SOFC are superior in terms of
environmental impact. The LCA by Smith et al. [84] show the reduction potential of the
environmental footprint by new material in SOFC technologies. On the other hand, Mori et al.
[85] found PEM to be less critical than SOFC which uses more rare elements that need
importing to the EU. Also Lundberg [86] found the PEM electrolysis to have a lower
environmental impact than SOEC, but expect a stronger decrease of the impact for the SOEC
technology. Furthermore, the efforts for regulating the use of per- and polyfluoroalkyl
substances (PFAS) can limit PEM and AEM technologies [87]. The rSOC technology offers
advantages in this context, since both EC and FC operation can be combined in one asset and

thus the related environmental impact is reduced for the single operation mode.
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Niche applications:
Afield of application, that was not investigated in the present thesis are reversible H, systems
in island application. In this set up the rSOC system can possibly be beneficial through its

thermal coupling possibilities.
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Chapter 19

Reversible solid oxide cell systems as key
elements of achieving flexibility in future
energy systems

David Paczona, Christoph Sejkora and Thomas Kienberger

The application of reversible solid oxide cell (rSOC) systems in energy infrastructure
allows cells to be reversibly operated as fuel cells (FCs) or electrolysis cells (ECs).
Difterent levels of energy system integration and flowsheet options are possible. This
chapter first derives the need for such energy conversion units in future energy
systems and extracts ideas for the systems’ flowsheets from the literature. Second, the
main part of this chapter focuses on the operational parameters’ influence on system
performance, which is discussed for a chosen set of system flowsheets and
application scenarios. In this process, general insights into the behavior of the
system are generated. Finally, the chapter concludes with design suggestions for
different rSOC operations in future energy systems.

19.1 Introduction

To meet the United Nations 1.5 °C climate target [1], society has defined ambitious
objectives all around the globe, aiming at significantly reducing human greenhouse
gas (GHG) emissions. Today, around 77% of them are energy-related [2]. As a
result, a massive transformation of global energy systems needs to be brought about
in the upcoming centuries in order to reach net zero GHG emissions on time. Three
general fields of action must therefore be applied worldwide:

1) First and foremost, switching from fossil-fuel-dominated energy supply
systems to systems based on renewable energies (REs) is vital. Since the
fossil share in the global energy supply is around 81% [3], this can only be
accomplished by massive and quick action.

i1) Technologies for energy efficiency must be introduced at all stages of the
entire energy conversion chain to reduce energy losses. Waste heat poten-
tials must be used to supply low-temperature demands.
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iii)) The behavior of energy-consuming services, especially in the Organisation
for Economic Co-operation and Development (OECD) member countries,
must change to a more sparing and considered use.

Taking up these actions, the European Union’s (EU’s) ‘Green Deal’ [4], for
instance, strives for net zero emissions by 2050. The intermediate target for 2030
aims to reduce EU greenhouse gas emissions by 55% compared to their 1990 levels.
This should be achieved by reducing the European gross domestic consumption by
36%—-39% through efficiency measures and by expanding REs to 40% to supply it [5].

Most of the REs to be exploited are hydro, wind, and photovoltaic (PV)
potentials, which will lead to volatility in electricity generation; balancing demand
and generation with appropriate flexibility and storage technology will become
crucial. Multi-energy systems [6] (MESs), which connect various economic sectors
(electricity, gas, heat transport, etc.) via grid-connected energy carriers, allow for
both. Interlinking volatile electricity production with the gas sector or the heat
sector, for instance, enables long-term storage [7] or mitigates the strain imposed on
electricity grids by PV or wind power [8]. MESs may also be beneficial in terms of
energy efficiency. They enable highly efficient technologies to be used for both the
final energy applications (heat pumps, battery electric vehicles (BEVs), etc.) and the
energy-sector conversion units (combined heat and power (CHP) units, power-to-X
units, industrial waste heat use, etc). Figure 19.1 shows the general structure of
MESs.

Both RE expansion and energy efficiency enhancement require proper energy
strategies and coordinated, concerted energy policies to reach net zero emissions. On
the level of implementation-oriented, time-phased actions, such plans are widely
missing. Scenario-based MES studies may help us to deeply understand the
interdependencies of energy systems and therefore foster their development [9].
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The authors of this work [10, 11] performed such investigations for Austria, an EU
member state. Austria wants to reach net zero emissions by 2040 [12]—ten years
ahead of the European Union. A quantum leap in this regard would be to achieve a
decarbonized electricity system (on annual balance) by 2030 [13]. However, it is also
true that no concrete action plans for Austria exist today. To facilitate policymakers in
the process of identifying appropriate actions, the authors developed an exergy-based
MES optimization methodology that minimizes the exegetic cost of supporting energy
services for a given RE expansion. Exergy is the actual working capacity of any form
of energy. Mechanical work and electricity are pure exergy. Chemical energy can be
considered as 100% exergy. The exergy content of heat depends, according to Carnot’s
rule, on its temperature relative to the ambient temperature (see equation (19.7)).
While energy is always conserved throughout all energy conversion processes (the first
law of thermodynamics), exergy losses always occur whenever processes are irrever-
sible (the second law of thermodynamics). In this sense, minimizing exegetic costs
allows both the thermodynamic minimum energy demand of an energy system as well
as the systemic location of system inefficiencies to be found. This approach uses data
with high temporal resolution for both supply and demand. This enables us to show
how future energy systems with high proportions of volatile REs can be fundamen-
tally designed while considering an optimal technology mix that enables both energy
efficiency and energy system flexibility.

For this calculation, the useful energy demands (space heating, process heat, light,
mechanical work, etc) required to provide the energy services (space or process heat
services, mobility services, lighting services, etc.) are first converted into useful
exergy demands. Therefore, we apply exergy factors describing the thermodynamic
energy quality required for the services [10]. Second, for REs, an analogous
approach is taken: primary energies such as wind, PV, or biomass are considered
to be exergy. For waste heat, we use corresponding temperature-dependent exergy
factors. The subsequent minimization of exergy losses combines energy-efficient
final energy application technologies with conversion and storage technologies in an
optimal way to keep the exergy-related imports (in the case under consideration,
electricity and gas imports) as low as possible (see equation (19.1)). In this case, we
minimize the primary energy demand of the system under consideration.

min ExLoss,tot = ExSup,tot - EXUED,tot =

(19.1)

ZEXRES,I' + ZExlmpJ - zExExp,k — EXUED.tot
i j k

Exi o550t The total exergy losses caused by both energy conversion and final
energy applications

Exgypior The total exergy used to supply the considered energy system

Exyep.or The total useful exergy demand of all energy services to be covered

Exggs.; RE generation of resource i
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Eximp; The exergy import of energy carrier j
Exgyp . The exergy export of energy carrier k

Figure 19.2 shows the results obtained by applying this exergy-based approach to
a possible RE expansion in Austria for the
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Figure 19.2. Exergy-optimized electricity system for 2040. (a) electricity generated by REs, (b) final electricity
consumption, (c¢) deployment of undercoverages in the electrical energy system, (d) utilization of overcoverages
in the electrical energy system, (e) final gas consumption, and (f) gas supply.

19-4



High-Temperature Electrolysis

expansion target required to reach a decarbonized electricity system (on annual
balance) in 2030 is linearly extrapolated. The useful exergy demand for 2040 is based
upon the 2019 demand, adjusted by annual economic growth [14] and a decreased
energy intensity within all sectors [15]. Figure 19.2(a) shows the expected seasonal
effects, especially those due to PV and hydropower-based electricity generation.
Panel (b) shows the final electricity consumption. Compared to today’s figures, the
exergy-optimized approach results in significant additional electricity demand,
especially from BEVs and heat pumps used to supply both process heat and space
heating. The latter naturally causes increased demand in the winter months, which
results in an undercoverage of national REs (panel ¢). In the exergy-optimized case,
national CHP units address this. They additionally provide waste heat that meets the
space heat demand. In the summer months, RE overcoverage arises. This is used to
operate electrolyzers and, to a minor extent, for pumped storage and process heat
pumps (panel d). Due to the interaction between the electricity system and the gas
system, there is a seasonal gas demand created by the CHP units (panels ¢ and ¢). In
addition, gas is used in an exergy-optimized system, in particular to supply high-
temperature applications in industry and for various mobility needs in heavy
transport (panel e). Those demands have a baseload character. Industrial waste
heat and waste heat from CHP units reduce the primary energy demand for space
heating in winter. Overall, optimizing exergy efficiency for final energy application
and energy conversion and storage units can reduce primary energy use from about
400 TWh/a to about 240 TWh/a. Despite all this, imports, especially renewable
gases, are to be expected in the future (panel f).

The results for Austria may be qualitatively valid for the future energy systems of
other central European countries. Their RE-potential structures, as well as the
structures of their energy service demands, are similar. In such modern energy
systems with high proportions of REs, the application of both FCs and electrolysis is
beneficial. Reversible FC systems and, in particular, rSOC systems combine their
energy system advantages. For their future application, we can take away the
following messages from the investigations shown above:

As a conversion technology in the energy sector, a possible rSOC application is first
and foremost strongly influenced by the seasonal balance of RE generation and
demand:

e FC operation is used to generate electricity mainly during the winter season.
The high electric efficiency of the FC operational mode, compared to that of
a classic combined cycle gas turbine (CCGT) power plant, is beneficial in this
regard.

e EC operation is used to produce hydrogen during the summer season, using
electricity from RE overcoverage. The hydrogen thus produced reduces
renewable gas imports.

In an energy-sector application, an rSOC system must address rapid changes of
load, but not fast switching between the electrolysis and FC operational modes. The
combined-operation fuel-electrolysis cell allows for a large number of full-load
hours (>5000 h/year), which improves the economics. Selling the rSOC’s waste heat
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to cover space heat demands at temperature levels below 100 °C can lead to further
economic gains. This would mainly, but not exclusively, occur during winter time.

As a conversion technology in the industrial sector, a possible rSOC application is
strongly influenced by the industrial baseload demands for electricity and gas as well
by price signals in the electricity markets:

e FC operation generates electricity mainly during times of high electricity
prices, or during times when energy system support measures (e.g. in the form
of positive secondary control capacity) are needed.

e EC operation produces hydrogen during times of low electricity prices or
during times when energy system support measures (e.g. in the form of
negative secondary control capacity) are needed.

In an industry-sector application, an rSOC system also faces fast load changes,
switching between the electrolysis and FC operational modes. The combined-
operation fuel-electrolysis cell, together with the baseload demands of the industry,
allows for an even higher number of full-load hours (>7000 h/year), compared to the
energy-sector application. The rSOC’s waste heat can supply process heat demands
at temperature levels above 200 °C (e.g. process steam), reducing the gas demand
on-site.

19.2 The state of research into rSOC systems

Reversible systems based on solid oxide cells (i.e. rSOCs) that can operate in FC
mode and electrolysis mode have already been the subject of several investigations.
Various ideas have been proposed for the system configuration. This subsection
attempts to categorize current developments.

Pure hydrogen and mixtures with methane, carbon monoxide, and carbon dioxide
have been investigated for use as fuels in FC operation mode. The oxidant can be
pure oxygen (from storage vessels) or ambient air. In the electrolysis mode of
operation, pure steam and mixtures with carbon dioxide are possible supply gases on
the fuel side. Depending on the fuel composition, the system can either be open [16]
(e.g. methane from the grid and ambient air), half open [17-24] (e.g. hydrogen from
storage and ambient air), or closed [25-27] (e.g. hydrogen and oxygen storage). The
layouts in figure 19.3, which will be further discussed, are of the half-open type,
applying stored hydrogen and ambient air.

In many publications about half-open systems, the thermal management of the
stack is ensured by the regulation of air temperature and air mass flow.
Thermoneutral operation in the electrolysis mode and air cooling in the FC
operational mode has been considered by others [21-24]. Different approaches
have been followed by considering cooling by diathermic oils [25, 26], thermal
integration of methanization reactors [27] and metal hydride storage systems [18].

Most flowsheets in the literature include a recirculation path for the fuel. This can
be done in different ways, as shown in figure 19.3. The hot exhaust fuel of the stack is
mixed with either the cold [16] (A2) or hot fuel (Al), which is called ‘hot gas
recirculation’ (hgr) throughout this chapter [19]. A different option is ‘cold gas
recirculation’ (cgr), in which cooled exhaust fuel is mixed with the cold fuel (after
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Figure 19.3. System layout ideas described in the literature: (A1) hot gas recirculation to cold (hgr), (A2) hot
gas recirculation to the hot side of the fuel heat exchanger (HX), (B1) cold gas recirculation (cgr), (B2) cgr with
condensation (cgr-cond).

passing through an evaporator) [19] (B1), which can be modified by adding a
condenser (cgr-cond) of the recirculated stream [17, 19, 25, 26] (figure 19.3 B2). In
the case of systems that operate with a synthesis gas mixture, which flows through
the stack from one storage vessel to another, no circulation is used on the fuel side
[27]. In this system, recirculation on the air side has been proposed by some studies
[21-24, 27].

Commercial rSOC systems are already offered by SunFire [28], but little knowl-
edge about their system layouts is publicly available. These systems are designed for
applications in the energy, industry, and building sectors. In the latter two fields,
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thermal coupling to heat sources and consumers is proposed to achieve high system
efficiencies.

The abovementioned flowsheets have been investigated by research groups in
different ways. Frank et a/ [17] studied how the system performance was influenced
by changes of the recirculation rate at fixed values of the stack fuel utilization. In the
research performed by Giap et al [19], the influence of the fuel’s hydrogen
concentration on efficiency was studied. These investigations are helpful in under-
standing the system behavior.

However, when talking about rSOC systems, it is more helpful to think in terms
of system parameters. Low stack fuel utilization, a parameter which is often used
in the literature, does not mean that a system with recirculation also has low fuel
utilization. The difference in the definitions of fuel utilization at the stack and
system levels can be seen from equations (19.2) and (19.3). Similarly, it is not easy
to draw conclusions about the system from the effect of hydrogen concentration in
the stack.

~ 1 Miyel stackout * Y H,,fuel,stackout
fustack -+ (192)

Mfyel stackin * H,,fuel,stackin

Hlexhaustfuel * YV H, exhaustfuel
25!
fu=1- (19.3)

mfue] ' sz,fue]

So far, the literature has yielded little insight into the combined effects of
parameter variations and their consequences for system design. The approach
described in this chapter starts from the assumption that it is not enough to vary
one parameter to investigate the effect on the system performance. Parameters
should be varied across the whole multidimensional space in order to study
combined effects and get deeper insights into system behavior. Instead of going
into the details of possible changes in the configuration of one specific system
layout, the influence of operational parameters should be investigated for a
selection of different flowsheets, as displayed in figure 19.3. These configurations
cover the core concepts of rSOC systems that include recirculation. The non-
recirculation case can be seen as the limit with a zero recirculation rate. The
performance dependence on operational parameters is studied for different opera-
tional modes and flowsheets. In this way one can learn about the preferred setup
for round-trip operation and system limitations. The main outcomes of the
investigations presented in this chapter are:

I) Understanding the combined influence of operational parameters on the

system performance

II) Determination of the best operating points for the best system performance
in different operational modes

IIT) Quantification of efficiency-increasing measures for different system
flowsheets

IV) Determination of the best system flowsheets, for the use cases of the energy
sector and the industry sector, to meet the demand for flexibility with the
best system performance

19-8



High-Temperature Electrolysis

19.3 Methodology

This section describes the steps and methods used to produce the results of section
19.4. First, the method used to choose the exemplary layouts for further inves-
tigations is described. This is followed by an explanation of the modeling approach.
A description of the ideas used to progress from the analysis of individual opera-
tional modes to round-trip operation concludes this section.

19.3.1 Choice of system layouts

The system flowsheet used for further investigation was chosen in accordance with
the basic concepts described in the literature (figure 19.3). These flowsheets are of the
half-open type (i.e. hydrogen is stored in a vessel and ambient air acts as oxidant).
The basic concepts are extended to include all the necessary components, as can be
seen in figure 19.4. As before, these flowsheets can be divided into:

e Hot gas recirculation (hgr)

e Cold gas recirculation (cgr)

e Cold gas recirculation with condensation (cgr-cond)

Reversible solid oxide cell (SOC) systems can operate in two different modes:

e The FC mode of operation: the stack produces electricity from the reaction of
hydrogen and oxygen to produce water. The fuel entering the system is pure
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Q
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Figure 19.4. Extended system layout ideas: (A) hot gas recirculation (hgr) to the cold side of the fuel HX, (B1)
cold gas recirculation (cgr), (B2) cgr with condensation in the cold gas recirculation (cgr-cond) path
(Condenser 1) and a recirculation reheater after the condenser (recir. HX).
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hydrogen, which is mixed with the recirculated exhaust fuel (which contains
steam) before it enters the stack. Cooling of the stack is ensured by control of
the air mass flow.

e The EC mode of operation: the stack consumes electricity for the water
reaction, which produces hydrogen and oxygen. The fuel is pure water, which
1s mixed with the recirculated exhaust fuel (which contains hydrogen) before
it enters the stack. The stack is operated below the thermoneutral voltage.
For thermally stable operation, heating is required, which is ensured by
electric heaters in the fuel (the fuel e-heater) and air streams (the air e-heater).

For the application of the system, two scenarios were chosen:

e Energy-sector scenario (E): no thermal interaction with other processes is
considered. The rSOC waste heat, which may be used in other applications,
does not influence the efficiency of the rSOC system and no industrial waste heat
1s available for integration. This reflects the possible real application of the
system in the energy sector, in which no other facilities might be located nearby.

e Industry-sector scenario (I): in the FC operational mode, the system can
provide generated waste heat to industrial consumers. Industrial waste heat
sources are used for the evaporation of water in the electrolysis operational
mode.

In the following paragraphs, the flowsheets of the rSOC systems capable of the
two operational modes and ready for both application scenarios are separately
described for hot and cold gas recirculation.

19.3.1.1 Hot gas recirculation

In systems that use hot gas recirculation (see figure 19.3(A1)), the exhaust fuel
stream is recirculated before being cooled by the fuel heat exchanger (HX). The fuel
HX only needs to handle the mass flow entering the stack, and an increased
recirculation rate does not require a bigger heat exchanger area. This configuration
means that the ejector is at almost the same temperature as the stack, which excludes
the use of other components, such as mechanical fans, for recirculation. The best
point at which to include the recirculated exhaust fuel is after the fuel heat
exchanger, so that gases of similar temperatures are mixed. In figure 19.3(A2), we
can see that systems have been proposed which recirculate the hot exhaust fuel to the
cold incoming fuel. This is disadvantageous for two reasons. First, the ejector is
operated with a big temperature difference, which causes thermal stress. Second, the
recirculation increases the temperature of the fuel entering the fuel HX. This means
that less of the heat can be recovered here and that the exhaust fuel entering
Condenser 2 has higher temperatures. For these reasons we do not treat this
recirculation option in the studies shown here.

19.3.1.2 Cold gas recirculation

Systems that use cold gas recirculation (see figure 19.3(B1)) employ an ejector to
recirculate the cooled exhaust fuel after the fuel HX and mix it with the cold fuel
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after the evaporator. In this configuration, fewer components are operated at high
temperatures, but the mass flow through the fuel HX increases with higher
recirculation rates, which inflicts higher requirements on this component. The cold
gas recirculation can be modified by adding a condenser downstream from the
recirculation (see figure 19.3(B2)), which lowers the temperature to less than the
condensation point of water and separates the condensed water from the gas stream.
Since even lower temperatures occur in this case, a fan can be used instead of an
ejector. In the FC operational mode, the cooling in this condenser (Condenser 1)
helps to cool the stack and consequently less airflow is needed. However, in the
electrolysis operational mode, a loss of heat is disadvantageous. A simple additional
heat exchanger in the recirculation that recovers heat from the exhaust fuel can
compensate this heat loss, as also shown in the detail in figure 19.4. In the FC mode,
the condenser has another very important advantage. Because it lowers the steam
content, the hydrogen concentration in the fuel is less affected by the recirculation,
and very high fuel utilization rates are possible at the system level .

Basically, to increase the fuel utilization in the FC mode, it would be possible to
include a condenser in the high-temperature recirculation. To ensure permissible
temperature differences between the gas entering the stack and the stack itself, it
would be necessary to monitor the fuel temperature at the stack entry.
Consequently, the recirculation flow could not be higher than just a fraction of
the feed fuel flow. Overall, this flowsheet creates additional hurdles for system
control without promising benefits. Therefore, it will not be discussed further.

19.3.2 Modeling

Thermodynamic zero-dimensional, time-resolved, steady-state models of the differ-
ent rSOC system flowsheets according to figure 19.4 were set up in the software from
Dassault Systéemes, Dymola. The model of the stack was provided by AVL List
GmbH and is a virtual representation of a solid oxide cell stack from Fraunhofer
IKTS. The important input and output variables of this model are summarized in
table 19.1.

Table 19.1. Stack model: inputs and outputs.

Inputs Outputs

Electric current Electric voltage
Electric power
Stack temperature

Fuel composition Exhaust fuel composition
Fuel temperature Exhaust fuel temperature
Fuel mass flow Exhaust fuel mass flow
Air composition Exhaust air composition
Air temperature Exhaust air temperature
Air mass flow Exhaust air mass flow
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In the simulations of all the other components, the Dymola-compatible Modelica
library ‘MixtureGasNasa’ for media is used to determine the fluid properties. The
approach used to model these components is described in the following paragraphs.
A summary of the important parameters that must be set up in the calculation is
given in table 19.2.

The heat exchangers (fuel HX, air HX, recirculation HX) are chosen to operate in
counterflow, and they are modeled as 0D objects that exchange heat between two
non-phase-changing fluids. The heat exchange is limited by the minimum set
temperature difference at the pinch point (A7Tp;,n) and the maximum transferable
heat is given by the medium with the lower heat capacity flow. Given two of the four
temperatures (those of the inputs and outputs) and the two gas compositions, the
missing temperatures can be calculated. Additionally, the heat exchanger constant,
which combines the area and the transfer coefficient, is calculated as a design
dimension. In the off-design calculation, this constant can be set and A7pinch
calculated for this specific design.

In the evaporator model (see figure 19.3), the incoming fluid is heated to more
than the boiling point of water at a pressure of 1 bar. The superheating temperature
must be specified. The energy required for this change is calculated in terms of
sensible and latent heat.

The condenser model (used for Condenser 1 and Condenser 2) cools down the
incoming fluid to below the boiling point of water. The subcooling value (ATsc)
must be set. The heat released in the process is then calculated by considering the
sensible and latent contributions. The latent heat released is calculated by the
condensation heat of the condensed share of the steam. The steam content leaving
the condenser is determined using the saturation pressure of water at the subcooled
temperature. A condensation efficiency of 95% is used and this share of the
maximum condensable amount is liquified and drained in the component.

Table 19.2. Overview of the component and system parameters in the rSOC system model.

Component Parameters

Heat exchanger Pinch-point temperature difference or heat exchanger constant
Evaporator Superheating temperature difference

Condenser Subcooling temperature difference and efficiency

Electric heater In electrolysis operational mode only: outlet temperature

Fan Pressure rise, efficiency

Ejector -

System parameter
Electric current
Stack temperature
Fuel composition
Air composition
Recirculation rate
Fuel utilization
Air mass flow

Description

Operational current of the stack

Temperature that the stack shall operate at

Mass fraction of species in fuel

Mass fraction of species in air

Ratio of fuel volume flow and recirculated exhaust fuel flow
System fuel utilization as defined in equation (19.3)

Set in electrolysis mode, controlled in FC mode
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In EC mode, the electric heaters provide the stack with thermal energy. They heat
the incoming fluid to a temperature above the desired operational temperature of the
stack. This temperature difference is calculated such that the desired stack temper-
ature is reached. The energy required to heat the fluid is calculated from the sensible
heat difference.

The energy consumption of the fan on the air side is calculated from the volume
flow, the pressure rise, and the efficiency, as can be seen in equation (19.4).

Ban = V. Ap -7 (194)

The ejector is assumed to provide the desired pressure drop in the recirculation for
the set recirculation flow rate. This assumption is made so that component
limitations, which are not physical limitations and that could be overcome by clever
design, do not impair the theoretically best possible system efficiencies. The
recirculation rate is calculated as defined in equation (19.5).

I'/recirculaltion ( 1 9 . 5)

rr = -
Vuel

During the operation of the system, some parameters are controlled in order to
operate in steady-state conditions. The control strategies and parameters depend on
the operation, which can be FC mode or EC mode, as described below.

In the FC operational mode, the heat produced by the stack must be discharged.
This can be achieved by varying the air mass flow. The lower limit for the air mass
flow is given by the minimum oxygen stream that is required for the reaction in the
stack. This minimum mass flow can be calculated from the set air composition and
the set electric current. The air excess (4) is defined in equation (19.6) as the ratio of
the oxygen mass flow of the air stream and the reaction mass flow.

j = Jairtair, 0, (19.6)
mQ,, reaction

The EC mode consumes heat, and A can be set almost freely in this case. As the
flow is lowered the oxygen concentration on the air side of the stack increases, which
reduces the efficiency. This is not a hard limit, but another limitation is that the
heating of the stack is ensured by the sensible heat of the air stream. The temperature
difference at the stack is limited to around 100 °C. This means that below certain air
flow rates, the desired stack temperature cannot be maintained. In EC operation, an
air mass flow is set that obeys these limitations.

In the system simulation, in addition to all the state variables of the fluids leaving
and entering components, the important outputs summarized in table 19.3 are
calculated.

Exergy = Heat - (1 - L) (19.7)

stream, hot

The system efficiency can be calculated in different ways, which reflect the
different application scenarios (i.e. the energy and industry sectors) of the system. In

19-13



High-Temperature Electrolysis

Table 19.3. System outputs in the rSOC system model.

Output

Calculation

Electric power

Electric heater power
consumption

Fan power consumption

Fuel power content

Condenser heat release
Evaporator required heat
Exhaust fuel heat

Exhaust air heat
Condenser exergy release
Evaporator required exergy

Exhaust fuel exergy

Exhaust air exergy

Stack model output
Electric heater model

Fan model

Hydrogen flow of the fuel stream (FC) or exhaust fuel stream
(EC) multiplied by the lower heating value (LHV) of
hydrogen (LHVy, = 33.3 kWh kg ')

Condenser model

Evaporator model

Calculated using the enthalpic difference from a gas at ambient
temperature using the ‘MixtureGasNasa’ library of Modelica

Calculated using the enthalpic difference from a gas at ambient
temperature using the ‘MixtureGasNasa’ library of Modelica

Calculated from equation (19.7) using the condenser heat and
the boiling temperature of water

Calculated from equation (19.7) using the evaporation heat and
the boiling temperature of water

Calculated from equation (19.7) using the exhaust fuel heat and
the exhaust gas temperature

Calculated from equation (19.7) using the exhaust air heat and
the exhaust gas temperature

both scenarios, it is possible to operate the rSOC system in EC mode and FC mode.
The different ways of defining the efficiency for both operational modes and
application scenarios can be seen in equations (19.8)—(19.11).

Energy-sector:

Mg, gc =

Industry-sector:

M ec =

M pc =

Pryel (19.8)

PStack + Pfan + Fe—heater + Qevaporator

J— PStack 19 9
”E’ FC PFyel + Pfan ( ) )
Pfiel
/ (19.10)
Pstack + Pfan + Fe—heater + EXevaporator
__ Pstack + Exair + Exfuel + EXCondenserl (19 1 1)

PFuel + Pfan
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19.3.3 Round-trip operation of an rSOC system

The idea behind an rSOC system is to run the same system in both operational
modes. This round-trip operation requires the air FX and the fuel HX (see
figure 19.4) to be designed for this purpose. The changed system design modifies
the maximum efficiencies for both operations, compared to a single mode of
operation (either EC or FC). The basic idea behind examining the round-trip
operation is that the amount of hydrogen produced during electrolysis is the same as
that consumed in the FC operational mode, as indicated in figure 19.5.

For this purpose, the heat exchanger constant of both HXs is determined in the
respective critical operation mode by setting the pinch-point temperature difference to
5 °C in all cases except for the air HX in FC mode, for which 90 °C was used. In the FC
mode, the reaction in the stack reduces the mass flow on the side of the air HX. This
means that the air cannot be fully preheated to the stack exhaust temperature, because
the heat capacity of the flow of air entering the system is higher than that of the exhaust
air leaving the stack. The stack limitations for temperature differences must be fulfilled
in any case. With this limitation it turns out that at all calculated points, the air HX in
the FC operational mode has a higher exchanger constant than in the EC mode, even
though a pinch-point temperature difference of 90 °C is used. Therefore, its geometry is
determined for the best operational point in FC mode. Similarly, due to the increase in
fuel flow in EC mode, the fuel HX is defined for the best operational point in EC mode.
In the FC mode, the requirements for this heat exchange are much lower.

To obtain the round-trip efficiency, the energy content of the fuel (Pg,) in equations
(19.9) and (19.11) must be divided by the efficiency in the corresponding EC mode
(equations (19.8) and (19.10)). This results in equations (19.12) and (19.13). It can also
be interpreted in such a way that the fuel’s energy content is replaced by the energy
demand of the electrolysis scaled by the ratio of produced versus consumed fuel.

Energy sector round—trip

_ PStack,FC
nE’RT (PStack,EC + Pfan,EC + B—heater,EC + Qevaporator,EC)'Pfuel,FC/ Pryel,EC + Pfan,FC (19 12)
_ Pstack,FC
“IEEC P+ nEECH, ko

Power
1 Pruerec * tec = Pruelrc * trc
Pluerc .
0 time
lec Lpettec
P fuel FC 3

Figure 19.5. Full operating cycle of a reversible system that produces as much hydrogen in electrolysis as it
uses in the FC operational mode.
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Industry sector round—trip
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In these equations, we can see that the common way of calculating the round-trip
efficiency (equation (19.14)) is only valid if either ngc is equal to one or if Pg;, g
equals zero, which is a good approximation in all cases in which the product of #gc
and Pg,, e 1s small compared to Pyl e

NRT, approx = MEC " MEC (19.14)

The round-trip efficiency calculated in this approximative way is smaller than in
the precise calculation, since Py, pc in the calculation of ngc is not scaled by the
electrolysis efficiency #gc (compare the denominator of equations (19.9) and (19.11)
with (19.12) and (19.13)).

19.4 Results and discussion of rSOC system behavior

In this section, the simulation results of the model described in section 19.3 are
shown and analyzed. The content of the presented studies reaches from the effect of
the stack temperature and an investigation of system layouts with cold and hot gas
recirculation to an evaluation of efficiency measures and a discussion of round-trip
operation.

19.4.1 Operational parameters for high efficiency in EC and FC mode

In this subsection, we try to understand the behavior of the rSOC system with
respect to changing operational parameters. This is done separately for EC and FC
mode, for both scenarios, and for the flowsheet options defined in section 19.3.2.

Before getting deeper into the effects of parameter changes, we investigate the
influence of the rSOC temperature levels of figure 19.4. In the simulations, the
ambient temperature at which fuel and air enter the system is 20 °C and the stack
temperature is chosen to be 750 °C. The pinch-point temperature difference of the
heat exchangers (air and fuel HXs) is set to 5 °C and in the FC operational mode,
90 °C 1s specified for the air HX. In EC mode and for all the flowsheet configurations
of figure 19.4, this results in temperatures of around 110 °C at the fuel exhaust and
260 °C on the air exhaust side. In FC mode, the fuel exhaust temperature is the
lowest in the cgr-cond flowsheet (figure 19.4(A)) at 105 °C and the highest in the cgr
flowsheet (figure 19.4(B)) at 235 °C. The air exhaust temperature is 110 °C in all
cases, since the pinch point of the air heat exchanger (air HX) is at its cold end and
determines this temperature.

19-16



High-Temperature Electrolysis

19.4.1.1 Operational parameter sensitivity analysis

19.4.1.1.1 Influence of the stack temperature

The main mechanisms through which the stack temperature affects the system
efficiency are given by processes in the stack. One can see the change of the stack
electric voltage (AG) and total reaction energy (A H) with its (mean) temperature in
figure 19.6. In the steam region, an increased temperature reduces the electric stack
voltage, which is given by the change in the Gibbs free energy (AG), while the total
energy of the reaction increases slightly (AH). More heat (TAS) is released as the
share of AG decreases while AH grows.

AG, = AH, — TAS, (19.15)

In FC mode, this means that the electric efficiency decreases with increased
temperature, as can be observed in figure 19.7 (FC cgr and FC cgr-cond).
Nevertheless, a high system efficiency can be achieved if an increased proportion
of the high-temperature waste heat is utilized. In EC mode, the decrease in stack
voltage would be beneficial for the efficiency. However, in SOCs, the reaction heat
must be provided at a high temperature. Available high-temperature heat sources
that can meet this demand can only be found in specific settings, such as steel mills or
cement plants. Therefore, it is assumed in this chapter that the high-temperature
heat must be provided using electric heaters. As a result, the advantage of a
decreased stack voltage in EC mode is lost and the disadvantage of the increased
total reaction energy demand (see figure 19.6 A H) remains.

In figure 19.6 we can see a step in thermal energy (7TAS) at the transition from the
water region to steam region, which reflects the heat of evaporation of water.
Nevertheless, in the steam region this energy must be also provided (EC) or can be
extracted (FC) at some point in the system. Due to the use of two separate processes
(stack reaction and vaporization), the heat of evaporation can be provided non-
electrically. Low-temperature (>100°C) waste heat sources or coupling to exother-
mic processes (e.g. methanation) can be utilized (see chapter 15). The replacement of

1.4+
1.2 4 —]
1.0 \
— — AG
o) = | ©
064 ©| QY — TAS
E T
0.4 A
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0.0 T T T T T
0 200 400 600 800
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Figure 19.6. Change of the composition of the reaction energy with temperature for the reaction
2H2 + 02 d 2H20
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Figure 19.7. System sensitivity to parameters for the cold gas recirculation system; in the case of hot gas
recirculation, the picture is similar. The range of efficiency variation in EC mode is factor of about five lower
than in FC mode. The range of parameter variations can be seen in table 19.4.

high-quality energy (electricity) by lower-quality energy (heat) results in an increase
in exothermic efficiency.

Another important process that affects the system performance through the stack
temperature is the loss of heat to the environment. This loss increases with increasing
process temperature, which reduces the efficiency in both operational modes but
especially in EC mode.
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19.4.1.1.2 The influences of recirculation rate (rr), fuel utilization (fu), HX
pinch-point temperature difference (ATpiucn), air excess ratio (i), and
subcooling temperature (ATsc)
In figure 19.7 a decrease in system efficiency with increased stack temperature can be
seen in all cases. Furthermore, it can be observed that in EC mode, the efficiency
decreases with an increase in any of the following parameters: rr, A 7pineh, and 4. From
this analysis, one might expect that small recirculation rates are preferred, and that
systems without recirculation can be competitive with the ones that employ recircula-
tion. However, the next two sections will disprove this conclusion and clarify the picture.
The maximum value for the rr was chosen such (table 19.4) that it could be realized by
ejectors and does not result in complete mismatch of system dimensions. While in FC
mode, the efficiency increases with a higher A7p;,q, of the heat exchangers, it decreases
in EC mode. The chosen ATp;,, values in the air HX are much higher in the FC mode
than in the EC mode (table 19.4). This is caused by the need for the air stream to
provide cooling. In the condensed recirculation flowsheet, the effect of the recirculation
rate is reversed, and higher subcooling temperatures (A Tsc) also increase the efficiency.
While, as mentioned, the stack temperature can only be varied within the
limitations of the stack, the parameters A, ATpinen, and ATgc do not have strict
limitations on their values. The fuel utilization (fu) is limited by the allowed range of
stack fuel utilizations (fugq.x, see equation (19.2)). Since fug,. depends on fu (see
equation (19.3)) and rr, these two parameters cannot be investigated independently.
Furthermore, the recirculation must provide a suitable gas composition for the
stack. As can be seen in figure 19.7, in FC mode, these two parameters have the main
impact on the efficiency and can be chosen from a wide range.

19.4.1.2 Cold gas recirculation: the influence of operational parameters

In this subsection, the parameter values are determined which lead to the best
performance in a system with cold gas recirculation. Contour plots are used for the
analysis. The region of the stack in which operation is infeasible, due to the
limitations of fugck, 1S separated by a black line and slightly grayed out. In the
simulations used to generate figures 19.8 and 19.9, the stack temperature and
ATpinen Were set to the middle values of table 19.4. The minimum values of this
table were chosen for the air excess ratio and the subcooling temperature.

Table 19.4. Parameter variation values

Parameter Minimal value Middle value Maximal value
Stack temperature (7sack) [°C] 700 750 800
Recirculation rate (rr) [-] 0.5 2.75 5

Fuel utilization (fu) [-] 0.85 0.918 0.985

Fuel HX (A Tpinen) [°C] 5 10 15

Air HX (A Tpinen) [°C] S5(EC)/70(FC) 10(EC)/80(FC) 15(EC)90(FC)
Air excess ratio (1) [-] 0.5 (EC) 1.0 (EC) 1.5 (EC)
Subcooling temp. (ATsc) [°C] 50 (FC) 60 (FC) 70 (FC)
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Figure 19.8. Efficiency of the cold gas recirculation flowsheet in EC mode, with (industry sector) and without
(energy sector) heat integration/utilization and with (cgr-cond)/without (cgr) condensation in the recirculation.
The black line separates the infeasible and feasible regions for the stack. The red points indicate the conditions
of maximum efficiency.

Figure 19.7 gives a first overview of the system behavior, and we can see the
difference in the magnitude of the performance influence for the EC and FC
operational modes. Figures 19.8 and 19.9 provide closer insights. Here, we limit our
investigation to the plane of the two parameters recirculation rate (rr) and fuel
utilization (fu), because they strongly depend on each other and have a high impact
on efficiency in all scenarios (see figure 19.7), as discussed in the previous section
19.4.1.1. By comparing both figures, we can see that in EC mode in figure 19.8
(white—minimum and black—maximum value), the influence of both parameters
on the performance (0.5% (11 gc) and 1.5% (g gc)) is much lower than in FC mode
in figure 19.9 (4% (erc) to 14% (1 pc)). In the industry-sector scenario in
particular, the effect in EC mode is very small. The reason is that as the stack
power consumption (Pg,ci) increases the heat produced in the stack increases as
well; thus, the stack demands less electric energy from the electric heaters (Pe_peater)-
The increase in stack power and drop in electrical heating energy cancel almost
exactly, which means that there is no influence on the efficiency, which can be
concluded from equations (19.8) and (19.10).
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Figure 19.9. Efficiency of the cold gas recirculation flowsheet in FC mode, with (industry sector) and without
(energy sector) heat integration/utilization and with (cgr-cond)/without (cgr) condensation in the recirculation.
The black line separates the infeasible and feasible regions for the stack. The red points indicate the conditions
of maximum efficiency.

19.4.1.2.1 Electrolysis cell operation mode

Although in EC mode, an increase in rr decreases the efficiency, the effect of better
performance due to a higher possible fu moves the best operating points to
considerable recirculation values. In the energy-sector scenario, the best fuel utiliza-
tion and recirculation rates are higher than in the industry-sector scenario. One can see
that this is caused by a smaller sensitivity to the rr (the slope of the contour lines). It is
interesting that although the layout with condensation (figure 19.4(B2)) loses addi-
tional heat in the condensation step, the recovery of the fuel exhaust heat (recircu-
lation HX, figure 19.4(B2)) can almost fully compensate this loss. The reason for this
is that in the layout without condensation (figure 19.4(B1)), the heat of the exhaust
fuel leaving the system is unused. In contrast, in the layout with condensation
(figure 19.4(B2)), it is necessary to recover the heat to prevent mixing of a subcooled
recirculation gas with the incoming steam from the evaporator. This is an important
insight if a fan is used for recirculation instead of an ejector, since the temperature
limit for fans is usually below 80 °C. From figure 19.8, we can see that the increase in
efficiency from the grid scenario to the industry scenario is around 10% for both
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system flowsheets. That means that thermal integration with ambient aggregates in the
industry-sector scenario is highly beneficial.

19.4.1.2.2 Fuel-cell operational mode

The efficiency pattern in FC mode without condensation is similar to that in EC
mode, as can be seen in figure 19.9. An increase of rr alone decreases the efficiency
but allows higher fuel utilization (fu). This decrease due to higher rr is stronger in the
energy-sector scenario (g rc) than in the industry-sector scenario (17; rc). Therefore,
the optimum operating point in the energy-sector operation is found at lower values
of rr. However, in the case of the flowsheet with condensation (cgr-cond), a totally
different picture can be seen. Here, in the energy-sector scenario, the efficiency
increases in the direction of higher rr, as can be observed in figure 19.9. This is due to
processes in the stack. The advantage of a spatially more homogeneous fuel
composition over the length of the gas channels in the stack outweighs the
disadvantage of lowering the average hydrogen concentration. In the flowsheets
without condensation (cgr) the recirculation causes a larger drop in the hydrogen
concentration, which is not compensated by the described mechanism. Another
important difference can be observed in the flowsheet with condensation. The
reduction of the steam content in the recirculation due to condensation almost
cancels the fuel utilization limitations of the stack. The grayed-out zone for this case
in figure 19.9 is small and does not exclude the theoretically best operational region
of the system, which is not the case for all the other investigated flowsheet
configurations and operation modes. The fuel utilization is, in this case, limited
only for low rr. Using figure 19.9, the effect of condensation in recirculation can be
quantified. It can increase the efficiency by 13% (g rc) In the energy-sector scenario
and 12% (n1rc) 1n the industry-sector scenario. Furthermore, the efficiencies of all
scenarios can be compared. Upon changing from the energy-sector scenario to the
industry-sector scenario, the efficiency with the cgr flowsheet (figure 19.4(B1))
increases by 7% and that of cgr-cond (figure 19.4(B2)) increases by 8%.

19.4.1.3 Hot gas recirculation. the influence of operational parameters

In this subsection, the hot gas recirculation flowsheet is examined similarly to the
previous subsection on cold gas recirculation. The contour plots in figure 19.10 were
made in the same way as described in section 19.4.1.2 for cold gas recirculation.
Likewise, they show the minimum and maximum values (white and black numbers,
respectively). From this we can see that the variation in efficiency in EC mode (0.6%
(m.ec) and 1.6% (ng gc)) 1s much smaller than in FC mode (around 6% (11 gc) and
5% (ne.ec))- The reason for this lower sensitivity in EC mode was already discussed
in section 19.4.1.2. In figure 19.10, we can see that the efficiency of the best operation
point (red dot, black number) grows by 10% in EC mode and by 7% in FC mode if
we change from the energy-sector scenario to the industry-sector scenario.

19.4.1.3.1 Electrolysis cell operational mode

In both scenarios, the recirculation rate has a very small impact on system
performance. An increased recirculation rate (rr) permits higher fuel utilization (fu).
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Figure 19.10. Efficiency of hot gas recirculation in EC (top) and FC (bottom) modes, with (industry sector)
and without (energy sector) heat integration/utilization and with (cgr-cond)/without (cgr) condensation in the
recirculation. The black line separates the non-feasible and feasible regions for stack operation. The red points
indicate the conditions of maximum efficiency.

Consequently, the most efficient operation is found at high values of rr. The reasons
for this behavior are two mechanisms that act on the efficiency in opposite ways. As
is the case in any other flowsheet configuration, an increase in rr leads to a lower
average steam concentration, which decreases efficiency. This lowered efficiency
causes more heat generation in the stack, which reduces the need for external electric
heaters by the same amount. Therefore, high rr are beneficial, as there is no
downside, but they allow high values of fu. The electrolysis efficiency in this
flowsheet configuration is slightly higher than with cold gas recirculation. In
addition to the changed influence of the rr, another reason for this may be that
less heat is lost from the system, as the recirculated gas stream does not have to pass
the fuel HX.

19.4.1.3.2 Fuel-cell operational mode

The graphs of FC mode in figure 19.10 look almost identical to those of cold gas
recirculation without condensation (cgr) in figure 19.9. Even the efficiencies of the
most efficient points nearly match, although they lie at different values of the
parameters. Thus, the discussion of cgr (section 19.4.1.2) applies here as well.
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19.4.2 Evaluation of measures to increase efficiency

In this subsection, we explore the effect of two different options that extend the
flowsheet in figure 19.4 to increase system efficiency in EC mode, and one possibility
for FC mode:
e Heat recovery from exhaust air for preheating and evaporation in EC mode
e Heat recovery from exhaust fuel for preheating and exhaust air for super-
heating in EC mode
e Use of high-temperature heat potentials in FC mode

19.4.2.1 Heat recovery from exhaust air for preheating and evaporation in
electrolysis mode

In the flowsheets of figure 19.4, the heat exchangers for internal heat recovery
(the fluid HX and air HX) work with gas only on the respective system side. The
fuel HX works with fuel and exhaust fuel and the air HX works with air and
exhaust air. In EC mode, the mass flow of the air is increased by the transferred
oxygen in the stack; thus, the exhaust air exceeds the incoming air mass flow. As a
result, the pinch point in the air HX lies on the hot side and the exhaust air leaves
the system at temperatures of up to 300 °C. For the fuel HX, the exact opposite
applies: the pinch point lies on the cold side. To use this exhaust air heat, an
additional heat exchanger can be added on the fuel side, as can be seen in
figure 19.11.

In this configuration, the heat of the exhaust air stream can be recovered
internally. This heat suffices to preheat the feed fuel (water) and produce a part of
the steam needed (preheater/evaporator). In figure 19.12, one can see the increases in
efficiency for the different scenarios (the energy and industry sectors) and flowsheets
(cgr and hgr) in EC mode. By comparing this graphic with figures 19.8 and 19.10, we
can see that an increase of around 2.8% (Ang gc) 18 achieved in the energy-sector
scenario and an increase of 0.8% (A#ny gc) is achieved in the industry-sector scenario
in both flowsheet configurations (cgr and hgr).

<+ O

B
Preheater/ Evaporator | { ; }
Evaporator Heat
I

Fan
fuel Ho/H,O air exchanger a

exhaust air

Figure 19.11. Flowsheet with heat recovery from exhaust air for preheating and evaporation in the electrolysis
operational mode (an extension of figure 19.4).
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Figure 19.12. Changed efficiency pattern for the flowsheet of figure 19.11 in EC mode, with (industry sector)
and without (energy sector) heat integration/utilization.
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Figure 19.13. Flowsheet of heat recovery from the exhaust for preheating and exhaust air for superheating in

EC mode (an extension of figure 19.4).

19.4.2.2 Heat recovery from exhaust fuel for preheating and exhaust air for
superheating in electrolysis mode

A different version of heat recovery from the exhaust streams can also be realized.

The condensing exhaust fuel stream contains more heat than that needed for

preheating the feed fuel, so its heat can be used to preheat the fuel feed water to a

temperature close to its boiling point (see figure 19.13 Condenser 2). The exhaust air

has a temperature of more than 100 °C and it has a higher heat capacity stream than
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the fuel feed gas. Therefore, part of its heat content can be used to superheat the
evaporated fuel close to the exhaust air temperature (superheater). Since the internal
fuel heat exchanger has its pinch point on the cold side, increasing the cold-side
temperature can slightly increase the temperature of heat recovery for the fuel
entering the electric heater on the fuel side. Consequently, less electric energy is used
in this heater.

For the efficiencies at the most efficient points, with patterns like those shown in
figure 19.12, increases of about 1.0% (Ang gc) and 0.5% (Anp gc) can be achieved in
the energy-sector scenario and the industry-sector scenario, respectively. The
efficiency increase is lower than that obtained using the previously proposed system
improvement. The reason for this is that the exhaust fuel can only preheat the feed
fuel and not evaporate it as in the previous case. Thus, the electricity demand in the
evaporator is decreased much less. The reduction in the electric energy used to meet
the high-temperature demand due to the superheating with exhaust air is only minor
and cannot outweigh this disadvantage.

19.4.2.3 Use of high-temperature heat potentials in fuel-cell mode

The changes to the base scenarios related to both hot and cold gas recirculation
shown in figure 19.4 consist of additional heat exchangers (HT-HX) that are added
to extract high-temperature heat from the exhaust gases of the stack. This new
configuration is shown in figure 19.14.

The usable high-temperature heat is calculated so as to ensure that the stack
entrance temperature is exactly 100 °C lower than the stack temperature. The exergy
content of this heat is calculated according to equation (19.7), and it is an additional
contribution to the denominator in equation (19.11). If the amount of heat generated
during operation stays the same, an increase in efficiency can be achieved by
increasing the temperature and therefore the exergy. The changed efficiency patterns
are shown in figure 19.15. We can see that in a cgr-cond system (according to
figure 19.4(B2)), when compared to the results shown in figures 19.9 and 19.10, the
efficiency has increased (Anpgc) by 3.4%. The increase 1s 2.0% if heat is only
extracted at the air side. In the case of a system with hot gas recirculation, the
efficiency can be increased by 7.0% compared to the base case (figures 19.9 and

EC only FC only
component | | component
—
H2/H20 air
Air
) Hz/H,0 Air e-heater  HX Fan
exhaust fuel  exhaustair e-heater DC

PSlack

Figure 19.14. Flowsheet with high-temperature heat decoupling in FC mode (an extension of figure 19.4).
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Figure 19.15. Efficiency patterns in industrial-sector application with high-temperature heat consumers. The
left-hand graph for cgr-cond represents the case of high-temperature heat extraction on the air side only, while
the other graphs refer to figure 19.14 and represent high-temperature heat extraction on both the air and fuel
sides.

19.10). The amount of high-temperature heat was quantified. Its proportion of the
stack’s electric power is 15% for the cold gas and 30% for hot gas recirculation.

The configuration with high-temperature heat extraction can significantly
increase the system efficiency in the industry-sector scenario (1 rc), according to
equation (19.11) if there is a consumer for the high-temperature heat. For large
systems, this could also be a steam boiler in a steam turbine cycle. At times without
high-temperature heat extraction, other stack cooling mechanisms must be imple-
mented. The simplest option is a valve in the exhaust air stream that bypasses the
heat exchanger (air HX), so that the air entering the stack is heated less. In this case,
the air exhaust system must be able to deal with temperatures above 300 °C.

19.4.3 Round-trip operation and the design of heat exchangers

Up until now, the two operational modes of the system (EC and FC) have been
investigated independently. This means that the geometry of heat exchangers was
chosen separately for each mode. We now analyze a system with maximized
efficiency as it is switched from EC mode to FC mode as shown in figure 19.5.
The system flowsheets for the cases under discussion are cold gas recirculation (cgr)
in EC mode and condensation with condensation (cgr-cond) in FC mode.

Figure 19.16 shows the changed efficiency patterns if the heat exchanger constants
are determined for the respective scenario (energy sector and industry sector). These
results can be compared to the independent analyses of the EC and FC modes in
figures 19.8 and 19.9.

The efficiency increased slightly in EC mode (by around 0.1% for both scenarios)
due to the optimization of the heat exchangers (fuel HX and air HX) for the best
operational point. The patterns changed, since the pinch-point temperature differ-
ence now varies with the recirculation rate (mass flows through the fuel HX). As the
recirculation rate increases, the mass flow through the fuel heat exchanger increases
as well. Thus, the pinch-point temperature difference increases, causing a higher
electricity demand in the electric heater and lowering the efficiency. At scant
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Figure 19.16. Efficiency pattern for system round-trip operation with cold gas recirculation flowsheets (FC
with condensation in recirculation).

recirculation rates, the stack reactions produce too little energy and the stack
temperature cannot be maintained. The latter effect causes the rise in efficiency at
the left-hand ends of the EC graphs in figure 19.16.

In FC mode for the energy-sector scenario, the efficiency is unchanged compared
to the pure FC mode in figure 19.9. However, the efficiency in the industry scenario
is slightly decreased, by 0.7% (Anyrc). The reasons for this are the changed heat
exchanger pinch-point differences, which decrease the exhaust temperature and
therefore the waste heat exergy content of both the fuel and air streams. In this
scenario, the design should probably be executed in a different way by making a
better design compromise in the EC mode.

The efficiencies of the round-trip operation can be calculated using equations
(19.11) and (19.12); they are 53.5% (ng r1) In the energy-sector scenario and 67.0%
(mrT) 1n the industry-sector scenario. Using the approximation of equation (19.14)
we get the approximative efficiency values 53.3% (7g.rT) and 66.8% (yrrt). This
shows that the approximation is good and delivers (as expected) slightly lower
efficiencies. To be precise, by taking the values for single-mode operation from
sections 19.4.1 and 19.4.2, an additional approximation is used as a result of
neglecting the effect of the round-trip heat exchanger design. This is a legitimate
method, since the optimum round-trip design is close to the previously investigated
single-mode designs.
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The measures used to increase the system efficiency in the previous section can
also be applied to the system in round-trip operation. If we limit ourselves to
analyses of the efficiency at the best operational point, the approximation for the
round-trip efficiency can be used to calculate the efficiency values for all combina-
tions of different system flowsheets, improvements, and scenarios. This is justified by
the small deviations that can be observed in the paragraph above for the case of cold
gas recirculation. As an example, the round-trip efficiencies of the basic hot gas
recirculation flowsheet from section 19.4.1.3 can be calculated in this way, which
gives the values 44.0% (ng.rT) and 55.9% (1 rT1)-

One hurdle in setting up a reversible system with recirculation shall be mentioned
here. The volume flow for the system flowsheets of figure 19.16 in EC mode is larger
by a factor of 2.5 than in FC mode. This means that two different ejectors or a
mechanical fan must be used to achieve the required recirculation rates in both
operations (EC and FC). There may be other solutions, but in any case, additional
complexity 1s added to the system.

19.5 Concluding remarks

In the following, the main results are summarized and conclusions are drawn for the
design of rSOC systems for different applications. During this process, questions I
IV of section 19.2 are considered and used to structure this section.

Message 1. Understanding the combined influence of operational parameters on the
system performance:

From the parameter sensitivity analysis in section 19.4.1.1, we can conclude that
the stack temperature and the air excess ratio should be at the lower boundary of
the possible operational range. For the system flowsheets of figure 19.4, the lower
boundary for the air excess ratio could theoretically be removed by using a
different method of stack heating. The heat exchanger pinch-point differences have
opposite effects in the EC and FC modes. In the round-trip operation of the rSOC
system, a good way of determining the heat exchanger area is to use the EC mode
for the fuel HX and the FC mode for the air HX. There is a need for a more
detailed investigation of the best heat exchanger dimensions for round-trip
operation.

Message I1. Determining the best operating points for the best system performance in
different operational modes:

Figures 19.8-19.16 show the optimum operating points for both operational modes
(EC and FC), application scenarios (the energy and industry sectors), and flowsheets
(cgr, cgr-cond, hgr). These graphs strongly support the conclusion that high
recirculation rates (>1) are beneficial in all cases, and are always better than a
lack of recirculation. Therefore, the system flowsheet with fuel recirculation is
preferred.
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Message III. Quantification of efficiency-increasing measures for different system
flowsheets:

Measures for increasing system efficiency are discussed in section 19.4.2. In the
energy-sector scenario in particular, the options for EC mode have a significant
impact on the system performance. Furthermore, it was found that simple heat
recovery from exhaust air has the best outcome. In this case, the efficiency can only
be increased by providing the heat of evaporation for the steam and by using high-
temperature waste heat sources. For the FC mode, high-temperature extraction can
make remarkable improvements to the flowsheet with hot gas recirculation. The
effect is also noteworthy in the cold gas recirculation flowsheet with condensation.
However, a limitation for this measure is implied by the ambient demand for high-
temperature heat.

Message IV. Determination of the best system flowsheets, for the use cases of the
energy sector and the industry sector, to meet the flexibility demand with best system
performance:

Depending on the main operating mode, the best system flowsheet varies. If the EC
mode is dominant, high-temperature recirculation may be used. Since, in this case,
the recirculation rate can be higher in EC mode than in FC mode (see section
19.4.1.3), it is promising that the same ejector could be applied for both operating
modes. This should be investigated further in simulations using detailed models of
the ejector recirculation system. The cold gas recirculation flowsheet with con-
densation in the recirculation path is superior in terms of efficiency in FC mode. This
is the preferred layout for systems without high-temperature extraction that spend a
considerable proportion of their operational time in FC mode.
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ARTICLE INFO ABSTRACT

Keywords: The reversible operated high temperature solid oxide cell system (rSOC-System) seems to be a promising tech-
Fuel cell ) nology, enabling our future energy system to cope with the challenges of the transition to renewable electricity
Electrolysis production and electrification. The rSOC-System provides energy storage capabilities and connects different
Industrial waste heat . . . . . . s . .

1SOC energy carriers. This work provides insights into the coupling possibilities of such a system to industrial pro-
SOEC cesses. Based on previously published investigations a flowsheet for the rSOC-System is chosen and described. To
SOFG enable a quantitative analysis of the interaction with industries, a simulation model for this rSOC-System is

Integrated energy system

created. This model is used for creating energy conversion and efficiency maps, which are then discuss with

respect to the system behaviour. The increase of the system’s conversion efficiency is determined for a selection
of thermal coupling and operation scenarios. This work concludes with an analysis of the scenario dependent
effect of heat coupling and the consequences for the integration of a rSOC-System to industrial processes.

1. Introduction

For reaching climate goals not only the expansion of renewable en-
ergy sources is crucial, but also to find ways for dealing with their vol-
atile nature. Grid strengthening, storage solutions and a multi-energy-
system with closely connected energy carriers will be inevitable in the
future. Among others, reversible Solid Oxide Cell (rSOC) systems may be
a key technology to provide flexibility for balancing volatile production
and demand. They produce hydrogen in electrolysis cell (EC) and elec-
tricity in fuel cell (FC) mode. In FC operation either previously stored
hydrogen or natural gas from the grid can be used as fuel, whenever the
electricity prices are high enough to make this operation economical. In
times of low electricity prices hydrogen can be produced. This high
flexibility enables a high numbers of economical operation hours and
reduces therefore the relative investment costs and the relative envi-
ronmental impact connected with the system’s manufacture.

Live cycle assessments were conducted by Gerloff et al. [1], Smith
et al. [2] and Zhao et al. [3] for alkaline, PEM and SOEC electrolysis.
They came to the same result, that for SOEC electrolysis systems, the
impact on global warming is the lowest. The rSOC-System consist of the
same core components as the SOEC electrolysis system but adds the
possibility of the FC operation. Therefore, rSOC-Systems are of high
interest for all efforts to reduce the CO5 emissions connected to human
activities, even though currently PEM electrolysers and fuel cells are
clearly leading this transition.

* Corresponding author.

The rSOC-Systems have already been subject of different scientific
investigations. Here we give an overview on the different topics
addressed by other research groups. Reznicek et al. [4] looked at the
balance of plant components’ off design performance and also consid-
ered floating piston tanks. In another publication of the same two au-
thors [5] a synthetic gas production and reversible operation with an
optimisation of levelized costs of product were considered in a setup
with natural gas and CO; infrastructure. Srikanth et al. [6] made a study
of transient operation strategies. Frank et al. [7] optimised internal
waste heat recovery to reach high plant efficiencies. Sorrention et al. [8]
determined the optimal plant configuration for microgrid application.
Hutty et al. [9] investigated the rSOC-System as energy storage for a
microgrid and its economic potential [10]. Zhang et al. [11] analysed
the optimal dispatch of a rSOC-System in a scenario with wind pro-
duction. Giap et al. [12] studied a system with a waste heat fuelled boiler
and investigated different recirculation concepts. The same group of
authors [13] investigated the thermal coupling to a metal hydride
hydrogen storage system. Mottaghizadeh et al.[14] studied the impor-
tance of thermal energy storage in an rSOC-System and demonstrated
the effect on the system efficiency. With a different group of co-Authors
Mottaghizadeh [15] investigated an island application in a stand-alone
building. Lamagna et al. [16] investigated the application of rSOC-
Systems in buildings and with different co-Autors [17] the integration
to wind parks. Konigshofer et al. [18] performed measurements in the
laboratory concerning the operation of a stack for a large-scale rSOC-
plant. Posdziech et al. [19] reports on results from pilot plants connected
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Nomenclature

rSOC-System reversible Solid Oxide Cell System

EC operation of the system in electrolysis cell
FC operation of the system as fuel cell

P system net electric power

Pstack electric power of the electrochemical stack
Qu thermal energy

H, molecular hydrogen

CH4 methane, natural gas

f; thermal coupling factor in operation mode i
7 Efficiency in the operation mode i

to industries and the potential of such applications. Schwarze et al. [20]
analysed a plant producing hydrogen and offering grid services by
producing electricity, at the site of a steel plant. Singer et al. [21] rSOC
operation strategies for market price time series in Denmark. This and
further literature is discussed in section 2.1 with respect to the investi-
gated system layouts, together with the here proposed flowsheet.

1.1. Remaining gap in the current state of research

The topic of many research groups, in the field of rSOC-System
application, is its good integration to energy systems and the role of
thermal energy storage or supply. This underlines the importance of
understanding the coupling possibilities of the system. The industry
integration enables strong coupling possibilities for different energy
carriers (electricity, heat, hydrogen, oxygen). As a result, high system
efficiencies as well as multi revenue-streams are possible and grid strain
is reduced by being close to the consumer. Despite its attractivity, there
is no detailed literature available on the rSOC-industry coupling and the
quantification of its advantages for the system. In the research presented
here we are focusing on the integration of a rSOC-System to industrial
processes.

1.2. Open research questions and structure of this work

The aim of this work is to bridge the gap of knowledge related to the
rSOC-industry coupling described in section 1.1.
The research questions addressed in this work are:

e How can the coupling of an rSOC-System with industrial sites look
like?

e What is the thermal behaviour of the rSOC-System?

e How do the different coupling possibilities effect the efficiency of the
rSOC-System?

Another aim of this work is to lay the foundation for a quantitative
economic evaluation by means of operational optimisation based on
time series.

This publication starts with an explanation of the coupling possi-
bilities of rSOC-Systems and industries by streams of heat, hydrogen and
electricity (section 2). Secondly, the methods for studying this integra-
tion are explained (section 3). This is followed by the results and the
discussion (section 4) for the simulation of the rSOC-System behaviour.
In this section the advantage of thermal coupling to waste heat is
quantified. The conclusion section (section 5) contains the most
important messages that can be drawn from the presented results.
Finally, an outlook is given on how this present work can be a basis for
future studies.
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2. The RSOC-System and interaction with industrial waste heat

2.1. Basics of the rSOC-System and its coupling possibilities to industrial
processes

The here investigated rSOC-System consists of a high temperature
electrolyte supported electrochemical cell stack and the balance of plant
components necessary for the operation. This system setup was already
described by Paczona et al. [22,23] in detail and is illustrated in Fig. 1.
Similar designs were already proposed in Literature. Reznicek et al.
[4,5] investigated a system operated with syngas, that is cycled in a
closed system, and with methane from the gas grid. This system is based
on earlier concepts of Kazempoor et al. [24]. Their system includes on
the air side a recirculation system and they modelled the internal heat
recovery of the fluids in detail. Frank et al. [7] used pure hydrogen and
air, with a fuel recirculation system and investigated different heat re-
covery possibilities including a catalytic afterburner. Giap et al. [13]
studied with his colleagues a rSOC-system where waste steam is used in
electrolysis operation and a part of the produced hydrogen stream is
recirculated. In their system the hydrogen is stored in a metal hydride
hydrogen storage and the released waste heat is utilized for production
of steam. In fuel cell operation hydrogen is dried and recirculated and
heat of the air stream is used to supply the endothermic discharge of the
metal hydride storage. Motylinski et al. [25] use a system operating with
hydrogen, water and air, that has a fuel recirculation system. Singer [21]
addition included the possibility of operating the system with methane
from a gas grid, which is making this system most similar to the one
investigated in this work. The rSOC-System studied here (Fig. 1) is
operated with hydrogen or methane in FC operation, while oxygen from
air acts as oxidant. A recirculation path on the side of the exhaust fuel,
active in both operation modes and driven by fan, ensures high system
efficiencies and within fuel utilisation limits of the stack.

The different system operation modes considered in this work are:

e Fuel Cell operation (FC)
o FC operation with hydrogen as fuel (FC-Hy)
o FC operation with methane from a gas grid as fuel (FC-CHy4)

e Electrolysis Cell operation (EC), with the option of storing the
hydrogen or providing hydrogen to external processes or market.

In FC operation, hydrogen (H3) or methane (CHy) are considered as
fuel gas entering from the point 1 in Fig. 1, while air enters at point 2.
Both gas streams are preheated in internal heat recovery heat ex-
changers (Fuel HX and Air HX) before entering the electrochemical cell
stack. In the stack the oxygen ions are transported through the electro-
lyte at around 750 °C from air to fuel channel. The driving force is the
difference of the electrochemical potential of the two electrodes in the
gas streams. This potential difference multiplied by the ion charge
transfer equals the externally utilizable electrical energy. In the fuel
channels, on the electrode surface, the exothermic reaction of hydrogen
and oxygen to steam is taking place. A part of the released reaction heat
is used for preheating the incoming gas streams. However the overall
system is net exothermic and heat can still be extracted for external use
(e.g. industrial processes or district heating) at temperatures of up to
700 °C at the high temperature heat exchanger (HT-HX), as indicated in
Fig. 1. When operated with natural gas, a larger share of the reaction
heat is used internally, to supply the endothermic methane steam
reformation. This reaction takes place in an external reformer just before
the fuel enters the stack (CH4-Reformer). The depleted fuel gas, after the
stack and passing the heat exchanger (Fuel HX), is mainly recirculated.
The recirculation path includes a condensing heat exchanger (Fig. 1,
Cond. 1), where cooling below the dew point takes place. The conden-
sation and removal of water from the recirculation stream has a positive
effect at the system efficiency, as the hydrogen partial pressure stays
high. A mechanical fan (recir. Fan) is considered as driver for the
recirculation. In FC operation depleted exhaust fuel gas is burned



D. Banasiak et al.

E] Cond. 2

Cond. 1

Y

Energy Conversion and Management: X 20 (2023) 100425

Q

T~700°C

Catalytic

Evaporator Fuel

HX

CHy4-
Reformer,

Burner

Pel

Air e-heater

active
in FC

active
in EC

Hz/HzO/CH4 air

Fuel e-heater

gxternal heat flow exhaust fuel exhaust air

Fig. 1. Flowsheet of the considered rSOC-System with recirculation of the stack exhaust fuel and its thermal coupling possibilities: industrial waste heat can be
integrated in electrolysis cell operation (EC) for steam production at the evaporator, replacing an electric energy demand, then hydrogen is generated with high
electric efficiency. In fuel cell operation (FC) heat can be extracted from the HT-HX heat exchanger at high temperatures (>700 °C) and is utilizable additionally to

the generated electricity.

together with exhaust air (Catalytic Burner Fig. 1) to increase the
extractable waste heat. The combined exhaust gas stream after this
combustion is used to preheat the incoming air, before leaving the sys-
tem at point 4.

In EC operation, which is the reverse of FC-operation, water enters
the system at point 1 in Fig. 1. An air stream, entering at point 2, is not
needed as a reactant, but is used to control the stack temperature. The
water is evaporated either by electric heat generation or other heat
sources. If waste heat (e.g. from industrial processes) is available, it can
be utilized here to significantly increase the system efficiency. In elec-
trolysis operation the preheating of the incoming gases with heat re-
covery exchangers (Fuel HX and Air HX in Fig. 1) is not sufficient and
electric heaters for fuel (Fuel e-heater) and air (Air e-heater) must
further increase the temperature. In the stack, at the electrode surface,
the steam molecules are dissociated. The oxygen ions can then be
transported to the air side of the stack by applying an electric field, that
is higher than the electrochemical potential difference of the electrodes.
This potential difference and the electric current associated with the
transport of oxygen ions is the electric power that must be applied to the
system. Due to this oxygen transport, the air becomes enriched with
oxygen. Hydrogen together with steam stays on the steam side of the
stack. If the electric power applied to the stack in EC operation would be
increased, at some point the stack internal losses generate enough heat
to equal the thermal energy demand in the stack. This point is known as
the thermoneutral point. Above this point no thermal energy input from
additional components (electric fuel and air heater) is necessary. The
hydrogen enriched steam, that is generated in the stack can be recir-
culated. In electrolysis operation it is advantageous to cool the recir-
culated stream only slightly in the condenser (Fig. 1 Cond.1). Ideally the
steam should not fully condense but be reused for another pass through
the electrochemical stack. However, the recirculation blower demands a

temperature limitation to 80 °C, which causes significant condensation.
Before the hydrogen can be stored or consumed by industrial processes
(Fig. 1 point 3), the water content must be reduced by another condenser
(Fig. 1 Cond.2).

2.2. Industries waste heat availability and coupling possibilities

The energy intensive industries shown in Table 1 and the energy
extensive industries in Table 2, in accordance with results from the
project “Abwarmekataster Steiermark” [26], are determined as suitable
candidates for the integration of an rSOC-System. Furthermore, other
metal producing industries besides steel were identified as promising, as
they have large waste heat potentials at temperatures above 100 °C. In
Table 1 the source of heat, that can be used for steam production in
electrolysis mode, is shown together with the corresponding tempera-
ture and typical heat flow rate. In cement, glass, refractory and steel
production the waste heat, which is available in form of gas streams, can
be used directly to produce steam at 1 bar for the electrolysis operation.

Table 1
Energy intensive industry key heat sources for coupling with rSOC-System and
temperature and heat flow for typical plant sizes in Austria.

Cement Glass Lime Refractory  Steel
Heat source Clinker Flue gas: Flue Flue gas Flue gas:
cooler, before/after gas Sinter, LD-
raw gas e-filter, converter
annealing
oven
Temperature 300 380 - 500 70 - 180 - 300 110 - 140
in °C 100
Heat flow in 10.4 3.8 3-7

MW
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Table 2
Typical heat flow for waste heat above 100 °C of selected energy extensive
industries.

Meat-processing Brewery Textiles Grain mill

Heat flow in kW 51 1200 75 47

In lime production the temperatures are slightly below 100 °C, so that
high temperature heat pumps would be required. However, in this case
one must consider additionally the efficiency of the heat pump and its
investment costs.

The industries presented in Table 1 are in first order running
constantly all year long with interruptions only by scheduled mainte-
nance. This means, that the waste heat is available nearly constantly.
However, there are batch processes involved, for example the LD-
converter in a steel plant. In this case the waste heat flow must be
delivered continuously to the rSOC-System, since constant cycling of the
rSOC-System would lead to fast degradation. In comparison, the costs of
steam storage systems are low. Similar fluctuations appear in the cement
industry, the internal heat demand increases when the raw material mill
is operating. That means, whenever this mill is operating, the available
waste heat is reduced. Simultaneously, the raw material mill causes high
peaks in electricity consumption. The rSOC-System’s FC operation can
be used in this case for peak shaving. Similar mills are used in lime-,
refractory- and steel (sinter plant) production. A different reason for
fluctuations in availability of process waste heat was identified in the
refractory production. Here, depending on the product type, an addi-
tional cooler is activated after the cooling zone in the tunnel oven. This
non continuously operating cooler is generating additional utilizable
waste heat.

Energy extensive industries can also be interesting for the coupling
with an rSOC-System especially if the waste heat is above 100 °C. A
selection of investigated industries fulfilling this criterion is shown in
Table 2. The heat flow rate of these industries is significantly lower than
of energy intensive industries.

The integration to industries, of Table 1 and Table 2, allows the
utilisation of process waste heat by the evaporator of Fig. 1. Addition-
ally, many locations of energy intensive industries, especially the ones
shown in Table 1, have a connection to a district heating network. This
utilization of the process waste heat in a district heating network re-
duces the heat, that is available for integration in the rSOC-System’s
evaporator. From a first point of view, a district heating network is
therefore competing with the heat demand of the rSOC-System’s EC
operation. However, the fuel cell operation with natural gas can be the
main operational mode in winter, so that even more heat for district
heating can be provided. In such an operation strategy other heat gen-
eration units like gas boilers or heat pumps can be replaced. In summer
on the other hand the heat demand in district heating is low, allowing an
unreduced waste heat utilization in electrolysis mode. Furthermore, it is
predicted that in future there will be an excess of renewable electricity
during summer months while there will be a shortage of renewable
energy during the winter months. This matches perfectly this industrial
pattern of a favourable EC operation mainly in summer months and FC
operation mainly in wintertime. This implies, that industries which can
provide waste heat at a suitable temperature and are connected to a
district heating network, are very likely to enable a highly beneficial
thermal coupling both in FC and EC operation mode.

Theoretically, it would be interesting to find industries, that offer
both a waste heat source for steam production and processes with high
temperature heat demand. In this case the EC operation could be oper-
ated with steam produced by industrial heat and the heat produced in FC
operation could be utilized by another industrial process with a mini-
mized loss of exergy. The rSOC-System can consume heat at ~100 °C at
times of EC operation and providing heat at 700 °C during FC operation.
In this way the system can provide the service of a high temperature heat
pump together with the time decoupling of a storage. However, such
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pattern of processes was not found in the investigated industries.

In the future many industrial high temperature processes, in the
effort of becoming climate neutral, will switch from fossil energy sources
to hydrogen (e.g. hydrogen direct reduction in steel plants). This means
that an efficient hydrogen production on site is of high interest.

3. Methods

In this section we discuss the methods employed in our investigations
of the impact of thermal coupling on the efficiency of the rSOC-System.
It is divided into two subsections. At first is presented the approach used
in modelling the rSOC-System (shown in Fig. 1). This model allows us to
perform system simulations, understand the behaviour and create per-
formance maps. Secondly, we describe the calculation of the system
efficiency for single operation modes, the round-trip operation and in
scenarios. This is used to quantify the effect of the thermal coupling to
industries.

3.1. Modelling approach of the rSOC-System

In our study we made use of computer simulations to reproduce the
behaviour of a 5 kW FC and 15 kW EC System. The simulations were
based on thermodynamic steady state models of the rSOC’s components
like heat exchanges, condensers, the recirculation system and a semi-
empirical model of the electrochemical stack, that was provided by
AVL List GmbH. A detailed description of this model, enabling design
and off-design calculations, with all relevant parameters was already
published by Paczona et al. [22,23]. The modelling was done in the
environment of Dymola [27] from Dassault Systems. The data for the gas
mixtures was taken from the NASA ideal gases data implementation in
Dymola. We determined the design parameters for the system compo-
nents through a parameter sweep which includes engineering knowl-
edge (e.g. the design pinch point temperature difference of the heat
exchangers was set to 10 K). The optimum setting of internal system
parameters (recirculation rate and fuel utilization) within the allowed
operation range were determined for different part load points through
an optimization algorithm which maximizes the system’s efficiency. The
fuel utilization at stack level was limited to a maximum of 0.8 according
to the stack limitations and in accordance with literature [28-31]. By
optimising the recirculation rate and fuel utilization, these parameters
are fixed, so that a real-world system at the end of its development cycle,
is represented most accurately. The stack operation temperature for all
simulations was set to 750 °C. Furthermore, assumptions about the
thermal control strategy had to be made: In our model, by controlling
the air mass flow and its temperature, we can ensure a maximum tem-
perature difference, between any two of the in- and outcoming gas
streams of the stack and the stack itself, of below 100 K. This thermal
control strategy for the stack is used also by Preininger et al. [30,32]. It
ensures that the stack does not experience spatial temperature differ-
ences of more than 10 K/cm [29] in order to avoid high degradation or
destruction. As a result of this constraint, the heating and cooling rates
in the here considered planar stacks must be limited to 1 K/min up to 10
K/min [18,29,33]. This means that a cold start for these systems most
likely takes one to two hours. However, as the system reached its
operational temperature of 750 °C the change of operation mode (EC,
FC) can happen in a few minutes [6,19,28].

The energy consumption of the compressor in the hydrogen storage
system was simulated in Python with the help of the PropSI function of
the CoolProp package [34]. In this model the temperatures for start,
intercooling and end of the compression were chosen to be equal. Four
compression stages were chosen for the compression from 1 bar to 300
bar. In each stage an adiabatic process is simulated and an isentropic
efficiency of 0.92 and electric efficiency of 0.98 is considered. These
efficiency values were obtained from the calibration with the datasheet
of the ionic piston compressor (IC90) of the Linde Hydrogen FuelTech
GmbH [35].
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3.2. System efficiency in different operation modes

The effect of thermal coupling between the rSOC-System and in-
dustries is investigated based on the steady state efficiencies which are
defined in this section. The efficiency of the rSOC-Sytem is given by the
ratio of useful energy output divided by the needed energy input.

In fuel cell operation the energy input is solely the energy stream of
the fuel (Pg,p), which can be hydrogen or natural gas. The useful elec-
tricity output (P, in this operation is the electric power produced by the
stack (Pgqck), which is decreased by the system self-consumption for the
air fan (Pfgy) and the recirculation blower (Pr ). An additional useful
energy output can be the heat stream from the HT-HX heat exchanger
(Qur_mx, see Fig. 1). In case of operation with natural gas, a part of this
heat stream is used to supply the steam reformer (Qrefo,,me,). This is
needed to pre reform the natural gas into hydrogen before entering the
stack, where internal reformation takes place as well. The net heat
stream leaving the system (Qm). is the difference of those two heat
streams. By multiplying this heat flow with a thermal coupling factor
(frc), that is equal to zero in case of no and one in case of full heat uti-
lization, we end up with equation (1) for the system efficiency in fuel cell
operation (nrc).

_ Egure _ Pa+ 0y
fre = Ein,FC B P.fue‘/
Piack — Pan — Prec. +frc ® <QHT—HX - Qr(fﬁ)rmer)
Pl

(€Y

By setting the thermal coupling factor to one, we assume explicitly
that the excessive heat and produced electricity are equal in quality. This
is well justified for high temperature processes acting as heat sinks or in
any other case where chemical energy, which has an exergy content
almost equal to electricity, is converted to heat. In some cases, one might
prefer to weight the heat by using the Carnot-factor, in which case the
used energy is the exergy content. This is a good approach especially in
case when there are low temperature heat consumers connected, like a
district heating grid.

In electrolysis cell operation, the efficiency (yg¢) is almost the inverse
of the one in fuel cell operation. However, an additional term must be
added to the total electric energy consumption (P), the consumption of
the electric high temperature heaters (Pe.neqrer), Which are only active in
the endothermic electrolysis mode. Furthermore, the net thermal energy
demand (Q,) is the difference of the heat demand of the evaporator
(QEvapo,atO,) and the internal available heat (Qur_sx). By introducing
another thermal coupling fraction for EC operation (fgc) we arrive at

ZEsy’s—out,i(r) (t) E
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Again, we assume here, that the quality of heat and electricity is
equal. This is perfectly justified, if the energy demand in the evaporator
is covered electrically, in case there is no suitable waste heat source
available.

With the definitions of the efficiency in the operation modes in
equation (1) and equation (2), the round-trip efficiency is simply the
product of the efficiency in fuel cell operation and electrolysis operation
as can be seen in equation (3).

Nrr(fre fec) = e (fec) ® Nge(fec) 3

This definition is only applicable to the case of a closed hydrogen
side, where hydrogen is produced via electrolysis and the same amount
is consumed in FC operation. However, this is not a round-trip efficiency
of a closed system, as the origin and destination of the heat streams is not
accounted for. In this way we assume, that no additional energy is
needed to provide external available waste heat or to further use the
heat extracted at the high temperature heat exchanger (HT-HX).

In case of an open system, methane can be taken from a gas grid and
hydrogen can be also sold to a market instead of converting it back to
electricity. Then the overall scenario system efficiency (ys) can be
defined as the quotient of the sum of the energy produced and leaving
the system in all timesteps and the energy imported over the system
boundaries, according to equation (4). This corresponds to the real
conversion efficiency, that can be reached in specific scenarios. Intro-
ducing operation hours (h;) for all possible operation modes allows us to
derive the explicit form for calculating scenarios, as shown in the
continuation in equation (4). Here it is not explicitly written that one
operation modes can also have different efficiencies, these contributions
must simply to be added accordingly to the summations in the numer-
ator and denominator. It shall be also noted that the consumption of
hydrogen in FC operation reduces the output of hydrogen produced in
EC operation, as self-consumed hydrogen does not leave the rSOC-
System, as is visible in the numerator in equation (4). In this way we
do consider explicitly the case that, the consumed hydrogen of FC
operation is previously produced by EC operation.

4

- hrcay ® Npcpy ® Einre + heccus ® Npe oy ® Eincus e @ e ® Eiypc — hecmn ® Einre

hreccra ® Em,cm + hgc ® Eiypc

equation (2). This thermal coupling fraction is introduced in such a way,
that it reflects no waste heat availability for evaporation in case being
equal to zero and fully coverage of heat demand in case of being equal to
one.

hec.cra ® Em,cm + hgc ® Eiypc

In the calculations in section 4.2 four different possibilities for the
coupling to industrial waste heat sources and sinks are considered. In the
case f = 0 there is no thermal coupling present. For the case frc = 1 there
is a heat sink present but no heat source and in case fgc = 1 it is exactly
the other way around, with an available heat source but no sink. In the
case f = 1 both, thermal couplings for EC and FC operation, are
considered.
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Fig. 2. Validation of the part load behavior in A) FC mode and B) EC mode. In B) it can be seen, that the model used by us in this work can be adjusted to the values
obtained by Peters et al. by using an additional constant heat loss factor Q; which is set here to 1.8 kW. C) shows the heat loss behaviour in our system and the heat

losses if an additional constant value of 1.8 kW is added.

3.3. Validation of the model part load behaviour

The model validation was performed by analysing the agreement of
the part load efficiency curve with the laboratory measurement data of
Peters et al. [28], as can be seen in Fig. 2. The date of our model was
calculated for the same conditions (fuel side recirculation rates and fuel
utilisation) as in the laboratory set up of Peters et al. However, the
electrochemical stacks under investigation are different. This results in
lower maximum current densities for our system of 0.3 A/cm?compared
to 0.5 A/cm? for the system used by Peters et al. In Fig. 2 A) we see that
the slope of our curve and the slope of the measurement points of Peters
et al. is very similar and the absolute values are in good agreement. The
shift of the points of Peters et al. towards higher current densities, can be
due to slightly different electrical properties of the cell stack. In EC-
mode, which can be seen in Fig. 2 B), the efficiency of our model is
higher than in the case of the reference system. If we would add an
additional constant term ofQ; = 1.8 kW to our considered heat losses, as
is illustrated in Fig. 2 C), the efficiency curve calculated by our model
resembles the laboratory measurements of Peters et al. very well, as can
be seen in Fig. 2 B). A constant heat loss term, that does not change with
the system’s operation power is related to heat transfer through the
system surface to ambient. Our model is aimed at depicting a future
commercial system with good thermal insulation, this justifies this
discrepancy between our model and the laboratory system of Peters
et al.
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Fig. 3. A) Dependency of the high temperature net waste heat (Qg) on the
stack power in the two different FC operations, B) The HT-HX heat (QHT,HX) is
reduced by the reformer heat (Q,Eﬂ,,me,) demand to the extractable high tem-
perature heat (ch) in FC-CH4 operation.

4. Results and discussion

The results of the steady state simulations, described in section 3.1,
were used to create efficiency- and performance maps for the different
operation modes (see Fig. 4 and Fig. 5). These performance maps enable
the comparison of a standalone application to thermal coupling, to
waste heat sources and heat consumers. Based on these results the in-
fluence of thermal coupling is investigated in different scenarios. This
subsection is divided into, firstly, the overall system operational
behaviour and conversion rates and, secondly, the influence of thermal
coupling on the rSOC-System efficiency.

4.1. Operational behaviour of rSOC-Systems

The operation of the rSOC-System is characterized in FC operation by
the conversion of fuel (Hz or CHy) to electricity. In EC operation the
conversion of electricity and thermal energy to hydrogen is of interest.
These conversion rates are shown in Fig. 4 for the three operation modes
of the rSOC-System. Additionally, the relation between electric power
and heat flow as well as the compression energy consumption of a
hydrogen storage can be seen in Fig. 4.

In FC operation (see Fig. 4 A) the fuel consumption (Pf, solid lines)
is a convex function of the electrical system output power (P,). This
means as the power increases the specific fuel consumption increases as
well. This results in the decrease of electric efficiency as the electric
power output increase, which is visible in Fig. 5 A and B. The reason for
this convexity is an increasing internal resistance of the rSOC stack, as
the load increases. This internal resistance increase is connected to the
transport of hydrogen to the active electrode surface (concentration
losses [24,36]). The heat generation of the stack is shown in dotted lines.
In hydrogen operation the generated heat follows a similar trend as the
fuel consumption (Qg, black dotted line), as the increased internal
resistance causes higher heat generation. However, in an operation with
methane the high temperature waste heat, is lowered by the reformer’s
heat consumption and does not show the same characteristics. The
reason is that in the operation with CH,4 the concentration losses in-
crease sharper and therefore more cooling air is needed, which in return
increases the low temperature heat loss while more high temperature
heat is needed for preheating the higher mass flow of incoming air. In
Fig. 3 the dependency of the extractable high temperature waste heat is
shown for a wider operation range. Here in graph A it is visible, that in
FC- H; operation as well as in FC-CHg, the trend is similar. Which un-
derlines the argument that a higher air mass flow needed for cooling
reduces the high temperature extractable heat. However, with CHy the
decrease of waste heat happens already at a lower stack power of around
5 kW compared to 7 kW in operation with Hy. In Fig. 3 B the decrease of
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Fig. 4. Performance of a 5 kW / 15 kW rSOC-System, in its operation range for A) fuel cell mode with hydrogen and methane and B) electrolysis cell mode. Graph C)
shows the energy demand at different temperatures relative to the hydrogen energy, for a storage allowing up to 300 bar at state of charge (SOC) equal to 1, for

compression start temperatures of —10 °C, +10 °C and 30 °C.
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Fig. 5. Influence of thermal coupling on the efficiency (calculated according to equation (1) and (2)) of a 5 kW / 15 kW rSOC-System A) in fuel cell mode with

hydrogen, B) in fuel cell mode with natural gas and C) in electrolysis mode.

the HT-HX heat is visible at high stack power of above 6 kW. However,
the reformer heat consumption still increases, which results in the
observed sharp decrease of extractable high temperature heat. The
reformer heat demand increases in this model linearly with the stack
current and since the power increases slower than linearly, the reformer
heat increases faster than linearly with respect to the stack electric
power.

In electrolysis mode (Fig. 4 B) the hydrogen production (Pg) is
linear with respect to the electric system power consumption (P). In the
illustrated case the thermal energy demand of the evaporator is shown
separately from the system electric power consumption. The reason for
the linear relationship is the here investigated operation below the
thermoneutral point (described in section 2.1). In the thermoneutral
point the heat generated by electric losses in the stack would be equal to
the heat demanded by the endothermic electrolysis reaction and thus
not require any additional electric heaters. An operation below this
point means that heat must be provided to the stack by such external
heaters, to maintain a constant operation temperature. An increased
electrolysis power means higher internal heat production through
electrical losses and by the same amount the power demand of electric
heaters is reduced. Therefore, the slope of the curve stays constant,
which is approximately equal to the constant inverse specific electricity
consumption of stack plus heater. However, the heat losses of the system
consist of a constant surface related part and a gas stream related part.
The surface related part only depends on the geometry and temperature
of the system. This means that it is a constant value decreasing the
system efficiency. The gas stream related part, on the other hand, de-
pends only on the flow rate, which is related to the system power.
Therefore, it effects the slope of the efficiency-power curve but not its
shape. The constant surface part of the heat losses makes the operation
at high powers, close to the maximum limit of the system, favourable for
reaching high efficiencies, since the relative contribution of the surface
related constant heat loss decreases. This can be seen in Fig. 5 C. The

thermal heat requirement (Q, black dotted line) in the evaporator is
mainly a function of the water mass flow, as the specific evaporation
energy stays constant, influenced only by the internal heat recovery
system. It shows the same trend as the hydrogen production however by
a factor of 7.5 smaller.

Fig. 4 C shows the energy consumption in a hydrogen storage system
as a function of the state of charge (SOC). The curves for different
storage temperatures show a nearly logarithmic behaviour, although the
compression is composed of four stages with intercooling. Furthermore,
the increase of energy demand with increasing temperature is visible. A
temperature increase from —10 °C to + 30 °C increases the compression
energy demand by 25%.

4.2. Influence of thermal coupling on the efficiency of the rSOC-System

According to equation (1) and (2) the efficiency of the rSOC-System
for the two extreme cases of thermal coupling, reflecting no and full
coupling (f = 0 and f = 1), can be calculated. In hydrogen fuel cell
operation, there is almost no difference in the efficiency at low electric
power between the case of pure electric (f = 0) and fully thermally
coupled efficiency (f = 1) as can be seen in Fig. 5 A. The reason is that, at
low power all heat generated by the stack is needed to cover the system
heat losses. As the load increases, the efficiency without thermal
coupling (f = 0) decreases, as the internal stack resistance increase,
which causes more generation of unused heat. However, if the generated
heat can be used (f = 1) the system efficiency increases significantly with
higher load, since the relative impact of heat losses decreases.

The FC-CH4 operation (Fig. 5 B) looks for low powers like the
hydrogen case. Right from the point where the two lines (f =0 and f = 1)
intersect (at 2.6 kW), there is waste heat available for external use
(Qur_nx 7Q,efome, in equation (1) is positive), which increases the effi-
ciency notably. However, the increase in efficiency is not as pronounced
as in the case of hydrogen, as there is much less excessive heat available.
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Fig. 6. Change of efficiency with thermal coupling for the operation as fuel cell
(FC-Hy), electrolysis cell (EC) and in round-trip operation. The round-trip (RT)
efficiency is calculated according to equation (4).

The reforming of methane to a hydrogen-rich gas mix uses most of the
available heat. As discussed in 4.1 the available high temperature excess
heat decreases at higher electric power and therefore the advantage of
thermal coupling is the highest at moderate system load of 3.2 kW. At an
operation below the intersection point at 2.6 kW, the internally gener-
ated heat is not sufficient to cover heat losses and the demand of the
steam reformation. Therefore, this heat requirement reduces the effi-
ciency in f = 1, while in f = 0 it is not taken into account.

In contrast to FC operation, the situation is different in EC operation.
Here in both cases of thermal coupling the efficiency increases with
increasing electrical system power, as can be seen in Fig. 5 C. This in-
crease is because of the operation below the thermoneutral point, if this
point would be crossed, the efficiency would start decreasing if the
power is increased further. Below the thermoneutral regime the elec-
trical losses, present as heat, reduce the electricity consumption of the
high temperature heaters by the same amount. In addition, the relative
contribution of losses to ambient have smaller impact and therefore the
efficiency increases with increasing power.

In all cases of Fig. 5, besides low power in FC operation, the thermal
coupling significantly increases the system efficiency. However, the
benefit of thermal coupling in the FC- CH4 operation is less pronounced.

With the definition for the round-trip efficiency according to equa-
tion (3) we can calculate the efficiencies of a system, that is operating in
a closed hydrogen cycle. The results for this calculation are shown in
Fig. 6, together with the efficiency in the nominal points from the Fig. 5
A and C. It is interesting that the round-trip efficiency, for the case of
thermal coupling only in FC-H; operation (66%), is higher than in the
case where there is a thermal coupling only in EC operation (61%). The
efficiency increased by + 12% and + 7% respectively compared to the
case f = 0. When we consider a thermal coupling in both operation
modes (f = 1) the round-trip efficiency increases to 75%. Which is an
increase of + 21% compared to an efficiency of 54% in f = 0. In case the
rSOC-System’s heat is used in district heating, heat pumps are a
competing heat providing technology. In this case the efficiency increase
of the FC operation is decreased by the factor of the heat pump’s coef-
ficient of performance, which is usually in the range of 2 to 3.5
depending on ambient conditions. This would result in a lower efficiency

Table 3
Operation times in the different operation mode of the rSOC-System for the
different scenarios for calculation of the scenario system efficiency.

Nr. Operation time of mode in %

FC-Hy FC-CH4 EC
1 50 50
2 75 25
3 25 25 50
4 25 50 25
5 50 50

Energy Conversion and Management: X 20 (2023) 100425

Scenario efficiencies

0.9
3 j ‘l ‘I
%)
<
07 m |
0.6
1 2 3 4 5
Scenario number
B =0 M fc=1 NE (=1 mm f=1

Fig. 7. Change of efficiency with different thermal coupling in scenarios
of Table 3.

increase in FC operation of only + 4% to + 8% and the increase of the
round-trip efficiency would be only + 3% to + 6%.

The calculation of open system scenarios is possible with the
approach in equation (4) and the operation mode efficiencies from
Fig. 5. For the scenarios of Table 3 the corresponding scenario effi-
ciencies can be seen in Fig. 7. The scenario operation times in the
different modes in Table 3 were chosen in a way that FC and EC oper-
ation are represented with similar shares. Basically, these operation
times would have to be determined by an economic evaluation. The
influence of the thermal coupling depends strongly on the share of
operation time of the different modes in the different scenarios. In sce-
nario 1 the impact of thermal coupling in FC operation (frc = 1) has a
much smaller impact on the efficiency than in scenario 5. Since in sce-
nario 1, with the FC-CH4 operation, much less waste heat is available,
than in scenario 5 where FC-H; operation is used. Scenario 2 shows the
lowest increase of efficiency (+6%) due to thermal coupling, since the
system is 75% of the time operated in FC-CH4 mode, where the least
coupling potential is present. Similarly, the FC coupling effect in sce-
nario 1 is less pronounced. The efficiency increase, fromf=0tof=1, in
all other scenarios than 2 is larger than + 10%. The scenarios where the
FC-Hj operation is present (3, 4 and 5), the presence of a heat sink (frc =
1) can significantly improve the efficiency in comparison to f = 0. In
contrast of the here calculated scenarios to the round-trip efficiency, the
impact of the thermal coupling in EC operation is more important than
in FC operation. This is a consequence of the power difference of the FC
(5 kW) and EC (15 kW) operation, which means that in the same
timeframe bigger amounts of energy are converted. The round-trip
scenario of Fig. 6 corresponds to approximately 70% FC-H; operation
and 30% EC operation.

5. Conclusion

The results for the behaviour of the rSOC-System and the coupling to
industrial processes allows us do make general conclusions on the
operation of this system as well as on the implications for industrial
integration. The possible conclusions drawn from these insights and
results are structured here in the three most important categories.

Conclusion 1: Surrogate models. The results presented in Fig. 4 and
discussed in section 4.1, gives a deeper understanding of the processes,
that influence the efficiency of the rSOC-System. Furthermore, these
curves can be used as computational inexpensive surrogate models in a
steady state time series simulation. By including the dynamic system
limitations, that are discussed in section 3.1, a quasi-dynamic simulation
on basis of time series is possible for the rSOC-System.

Conclusion 2: Round-trip and scenario system efficiencies. In Fig. 5 we
can see the high significance of the increase in efficiency caused by
thermal coupling, of up to + 15%. This efficiency increase in the single
operation modes leads to a high impact on the round-trip efficiency,
which is shown in Fig. 6. From here we can conclude that a high
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temperature heat sink in FC-Hy operation is more important for the
round-trip efficiency, than the availability of industrial waste heat in EC
operation. However, having both couplings result in the highest round-
trip efficiency. Furthermore, it could be economically beneficial at some
times to operate the system in FC-H, operation at lower powers as the
efficiency without thermal coupling is higher in this case. In addition, if
there is only a low temperature heat sink present, the EC thermal
coupling is of higher importance. In case of an open system no round-trip
efficiency can be defined. However, in such a case the scenario system
efficiency of equation (4) can be used. The calculations for different
scenarios of Table 3 result in Fig. 7. Here it is worth to note, that in case
of a high share of electrolysis time, the availability of a waste heat source
is most important. The impact of waste heat utilisation from FC-Hj
operation is of a similar magnitude. In case of FC-CHy4 operation, the
heat utilisation plays a much smaller role for the scenario system effi-
ciency. This means, that according to the economical boundary condi-
tions of the integration of an rSOC-System, the importance of an
appropriate heat sink and heat source can vary tremendously. However,
even with a low share of electrolysis time, the availability of a heat
source is still important.

Conclusion 3: Implications for the integration of a rSOC-System to in-
dustry. Industries with suitable waste heat are discussed in section 2.2
and the important role of district heating networks as heat sinks is
elaborated on. As the results of section 4.2 show, this possible thermal
coupling in both operation modes (EC and FC), will result in high system
efficiencies in all possible scenarios. This makes the integration of rSOC-
Systems to industrial sites, from a viewpoint of efficiency, much more
interesting, than nodes in the energy grid, where little thermal coupling
can be achieved. In addition, if there is an industry with moderate
temperature (>100 °C) waste heat, that operates also processes with
high temperature heat demand, the rSOC-System could act as a heat
pump and storage. Such a coupling would equal the scenarios of section
4.2 with f = 1, which means a significant increase of the conversion
efficiency of +8% to +20%. However, such a pattern was not found in
the investigated industries.

6. Outlook

In the results presented in section 4.2 the dependence of the thermal
coupling efficiency on the operation scenarios is clearly visible.
Throughout a whole year of operation, the possibilities for thermal
couplings in industries vary, as the waste heat availability changes with
production plans and due to batch processes. Furthermore, the heat
demand in district heating networks, that can be used as a sink for the
heat generated in FC operation, have a pronounced seasonal pattern.
Not only the coupling availabilities, but also the energy prices decide
which operation is most economical at each point in time. The scenarios
of Table 3 are chosen in a way covering a wide spread of possible
operation, that can occur in real life application. However, it is not clear
how these operation scenarios correspond to the time dependent
behaviour of heat availability and market prices. A future approach shall
be based on a dynamic time series calculation for the coupling possi-
bilities and energy prices. Here, for example a decision tree or an opti-
misation routine can decide for the most lucrative operation mode and
system power. Also, the dynamic rSOC-system behaviour described in
section 3.1 and the energy demand of the hydrogen storage system from
Fig. 4 C must be integrated. Such a representation of the real application
can determine the share of the different operations and correct the
scenarios of Table 3 to be corresponding to real conditions. In addition,
such a setup of the model enables the investigation of the impact of the
dynamic constraints of the rSOC-system and a techno-economic assess-
ment. To be able to perform these calculations, additional to the here
presented data and models, the time series of electricity, heat and gas
flow in industries (from work of Binderbauer et al. [37,38]) and time
series for energy prices must be known.
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ARTICLE INFO ABSTRACT

Keywords: The expansion of fluctuating renewable energy production, such as wind and PV, increases the mismatch to
r50C consumption. Power-to-Hydrogen-to-Power (PtHtP) systems are believed to be a key for balancing under and
PEM overproductions. PtHtP systems can provide temporal and spatial flexibilities and among them reversible solid
gzgsi'zifaﬁzo'mwer oxide cells (rSOC) are a promising technology. They combine production of hydrogen and power in the same
ping electrochemical stack. This generates a financial and environmental benefit since less resources are necessary for
Energy efficiency . . . . P
Techno-economic enabling both Power-to-Hydrogen and Hydrogen-to-Power. This work investigates the application of rSOC sys-
tems in comparison to reversible PEM systems consisting of electrolysis and fuel cell unit. In the present studies
time-resolved optimization is employed for simulation of the optimal operation of the PtHtP technologies in
different market price conditions for electricity, hydrogen and natural gas and with coupling to industry and
district heat. Both systems have a zone of market prices, that allows for a positive economic performance over
lifetime. The electricity-hydrogen price difference in this zone is in the range from —83 €/MWh to 133 €/MWh
depending on the scenario. Furthermore, the electricity price fluctuations are found to have the major impact on
the profitability. By studying the influence of gas grid fees, one finds that local compressed hydrogen storages can
be used only for very short storage timescales up to a few hours. Finally, the derivation of application conditions,
that are suitable for the two different spatial kinds of reversible hydrogen systems — spatially concentrated and
delocalized and the two technologies — rSOC and PEM, is made.

1. Introduction

Many countries committed to reducing the emissions of anthropo-
genic greenhouse gases [1] and limiting the global rise of average
temperature [2]. The increase of renewable production is undoubtedly
one of the major pillars, allowing a transition of the energy sector to-
wards low greenhouse gas emissions and thus building a foundation for
the transition of industry, transport, and building sectors.

In many regions wind and PV-power will play a major role in
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renewable production, as e.g. Sejkora et al. showed in the analysis of
technical renewable potentials for the case of Austria [3]. Sources, like
tidal, run-of-river hydro, wind and solar energy, may have partly pre-
dictable production. However, these predictions relate to uncertainties
of weather forecasts requiring dispatchable generation to balance the
mismatch of predicted production and demand. The potential for per-
forming such dispatch actions by pumped hydro and dispatchable
renewable sources, like geothermal and biomass, is much smaller than
needed. This leads to over or under production that must be covered by
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different strategies.

For dealing with short-term fluctuations, we need strong electrical
energy grid enhancement. Short-term imbalance requires technologies
like pumped hydro, compressed air or batteries. The long-term fluctu-
ations with a monthly to seasonal periodicity require for both power-
grid expansion and seasonal storage capacities. Also pumped hydro
storages can contribute to this long-term balancing, however with
geographical limitations [4] . The gas grid is already nowadays fulfilling
exactly this job of balancing differences in energy demand and avail-
ability on large spatial and long temporal scales. Therefore, many
believe that the coupling of electricity and gas grid can provide the
needed future flexibilities. Traupmann et al. [5] studied Power-to-Gas
(PtG) and PtGtP in former coal-fired power plant sites and concluded,
that overloads in the grid can be mitigated by adjusting operations to the
volatile generation situation in the grid. In Europe, there are plans to
transform the natural gas grid partly into a hydrogen grid [6]. Cer-
niauskas et al. [7] conclude that a reassignment of the natural gas grid
to hydrogen can be done and is the cheapest option to offer a hydrogen
distribution system. Nazir et al. [8] review storage, transport and dis-
tribution in a Hy-economy. They identified compressed H; on the road as
the early-stage transport path, followed by pipelines as underground
storages and more consumers appear. Lord et al. [9] estimate the costs
of hydrogen underground storage to be 0.04-0.06 $/kg for aquifers and
1.61-2.76 $/kg for hard rock and salt caverns. These cheap storage
capacities enable underground gas storages to provide long-term and
seasonal cycling economically. Due to the flexibilities that PtGtP offers
to the energy supply system and the plans to transform the natural gas
grid to a hydrogen grid the focus in the present study is on GtP and
Power-to-Hydrogen-to-Power (PtHtP) systems. This sector coupling can
be achieved by fuel-cell (FC) and electrolysis cell (EC) technologies.

1.1. State of the research with respect to flexible sector coupling
technologies

The electrical efficiency of electrochemical fuel cells depends on the
technology and can reach 50% up to 60% [10] for Polymer Electrolyte
Membrane (PEM) and up to 65% [10,11] for Solid Oxide (SOFC). The
advantage of electrochemical fuel cells is their applicability for smaller
scales than gas turbines. Thus, they are enabling a better integration to
the energy system close to consumers, making the waste heat accessible
for heating purposes even in the absence of district heating grids. This
potential for integrations is also shown by Salam et al. [12] who
investigate a combined cycle power plant based on fuel cells and report
electrical efficiencies of 74%. Also Scaccabarozzi et al. [13] attested
efficiencies of 75.7% for a natural gas operated system based on a SOFC
in combination with a Brayton cycle for CO2 capture.

The production of hydrogen can be accomplished on different paths.
Zainal et al. [14] conclude that solid oxide electrolysis cells (SOEC)
outperform other technologies in terms of electric efficiency, but yet
have drawbacks in terms of technological readiness and costs. Further-
more, they find anion exchange membranes (AEM) and electrified steam
methane reforming to be promising alternatives. Mohebali et al. [15]
compare alkaline electrolysis (AEL), PEM electrolysis and SOEC in an
integrated system to produce Hj, electricity and desalinated water.
Schwarze et al. [16] report on the upscaling plans for a SOEC system to
2.5 MW, with an electrical efficiency of 84%. The ramp rates of the
system considered by Schwarze et al. [16] is below 3 min for shutdown
and below 15 min for switching from part to full load.

These works lead us to the conclusion that PEM and SOEC/SOFC
technologies seem very promising to be efficient sector coupling
technologies.

The combination of EC systems with FC systems or gas turbines en-
ables PtHtP and a variety of such systems was already proposed in the
literature. However, Rad et al. [17] employed an optimisation of
technology choice based on timeseries to studied optimal energy supply
solutions for rural areas. They found EC and FC systems to be not yet
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competitive and may only be used as backup technologies. Skordoulias
et al. [18] investigated PEM electrolysis and combined heat and power
gas turbine plants as PtHtP technologies. They conclude on the price
limits for natural gas and CO, necessary to make the integration of green
hydrogen into the gas turbine plant economically viable by using static
prices. Furthermore, support and market schemes to boost the imple-
mentation of the technology are proposed. Bukhari et al. [19] studied
PtHtP employing PEM electrolysis and combined cycle gas turbines as
conversion technologies on basis of time resolved operational and
design optimisation. They found that hydrogen is economically better
suited for large-scale energy storage than batteries. Yue et al. [20] re-
view the PtHtP path including Hy storage. They conclude that capital
and Hj-production costs are not yet competitive for a wide introduction.
Reduced system costs, improved efficiency and durability are keys for
enabling an economical operation. Risco-Bravo et al. [21] reviewed the
development of power-to-hydrogen-to-power (PtHtP) technologies and
attested that high efficiency, sector coupling capability and reduction of
grid dependency can help to exploit the potentials of these systems.
Escamilla et al. [22] make static investigations of three electrolysis
technologies (PEM, AEL and SOEC) and three H, storage pathways
(compressed, liquefied and in metal hydrides) with a gas turbine closing
the PtHtP cycle. They conclude that the round-trip efficiency is critical
for the viability of the Hy energy storage path.

Not only separated EC/FC systems can perform PtGtP operations.
Reversible solid oxide cells (rSOC) systems combine both power and
hydrogen production in one system and are thus a very promising
conversion technology. Furthermore, rSOC systems offer fuel flexibility,
allowing them to operate with Hy as well as CH4. These system employs
the same electrochemical stack as SOEC systems. However, additional
and different BoP components and a more sophisticated design process
are required. The heat exchangers and blowers must be able to operate
under both electrolysis and fuel cell conditions, with very different mass
flows and the power electronics must allow a bidirectional operation.
The rSOC systems enable PtHtP with round trip efficiencies above 50%.

A report on the operation of a highly efficient rSOC pilot system by
Schwarze et al. [23] with a power of 150/30 kW in EC/FC operation
gives high hopes for the technological readiness and the integration to
industrial environment. It is shown that with steam being fed to the
electrolysis an efficiency of 84% is possible. In fuel cell operation the
natural gas was converted to electricity with an efficiency of 50%.
Laboratory measurements for quantification of the performance of rSOC
stacks were performed by Konigshofer et al. [24]. Peters et al. [25]
performed long-term experiments with a 15/5 kW rSOC-system, with
fuel side recirculation to reach high efficiencies of 70% in EC and above
60% in FC operation. Furthermore, they determined the time required
for switching between operation modes as 3 min from EC to FC and 13
min from FC to EC. Santhanam et al. [26] arrived at round trip effi-
ciencies of 53%-60% based a model that implements the stack perfor-
mance through measurement data. These works have proven, that rSOC
systems can act as large-scale flexible load and power source in the
energy grid and that they can effectively combine both conversion di-
rections of PtHtP in one unit with high round-trip efficiencies. Hutty
et al. [27] investigated the economic application abilities of reversible
solid oxide cells for microgrids and performed a techno-economic
comparison to battery energy storage systems. They used time
resolved operational and design optimisation and found that H storage
systems for microgrids may be favoured only if a high self-sufficiency
ratio is required and low PV capacities are available. Wang et al. [28]
investigate PtXtP based on rSOC systems, where different forms of the
hydrogen carrier are compared. They attested that the rSOC system is a
key enabling the penetration of fluctuating renewable production,
coupling of energy sectors and decarbonization of the transport sector
and chemical industry. Similarly, PEM stacks may be used in reversible
systems as Paul et al. [29] reports and Ito et al. showed with a labo-
ratory system [30]. However, there are no recent reports on the prog-
ress of reversible PEM systems, which is why they will not be considered
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further in the present work.

Electrochemical-cell-based PtGtP systems are today hardly
economical due to the high investment costs. However, the systems are
still undergoing rapid progress in development and the costs are ex-
pected to drop soon. This investment cost development was studied by
Bohm et al. [31] for AEL, PEM and SOEC based on technological
learning. They show that the investment costs for these three technol-
ogies will decrease significantly with market penetration in the future.
Soon PEM will have lower costs than AEL and SOEC shows the largest
potential for cost reduction, making them competitive in investment
cost around 2050. Furthermore, SOEC, according to Zhao et al. [32]
and Gerloff et al. [33], is the more environmentally friendly electrolysis
technology in comparison to AEL and PEM. Since they base on the same
electrochemical stack, the costs for a rSOC system are expected to be
only slightly higher than the ones for SOEC [34].

1.2. Structure of the work and research questions

We found that literature covering reversible electrochemical sys-
tems, based on different technologies and evaluations of economics are
present. The before mentioned investigations on economic system per-
formance either employ static methods or time resolved operational
optimisation. A shortcoming of these approaches is the lack of a sys-
tematic investigation of the uncertain market prices' influence on the
techno-economic performance. That is why the present study analyse
the influence of different market prices on the techno-economic results
obtained from optimized plant operation. Furthermore, most studies
concern PtGtP technologies that employ either hydrogen and power
generation in separate locations (delocalized reversible systems) or
having them concentrated in one location (concentrated reversible
systems). Nevertheless, no comparison of the applicability of these ap-
proaches for energy system level is done.

The present study aims at investigating the economic application
limits for PtHtP systems based on rSOC and PEM-EC/FC electrochemical
stacks. The The PEM system with short reaction time, for changing load
and operation mode, is chosen in contrast to the slow rSOC systems. The
latter systems have fuel flexibility due to high temperature, therefore
CH4 and Hj are considered. CH4 operated rSOC systems are not carbon
neutral, but have a high potential for CO, capture, which can be easily
separated from the CO5-HO flue gas stream, as shown by Scaccabarozzi
et al. [13]. The methodology in this publication is based on the techno-
economic analysis of the optimal operation found for different variations
of future hourly resolved energy market prices. In this way system dy-
namics and temporal price fluctuations can be investigated. With given
hourly-resolved timeseries for industrial electricity consumption, waste
heat availability and district heat demand, the influence of different
integrations to such industrial and residential energy systems is inves-
tigated. A novelty of the present methodology is the computational
inexpensive implementation of the system degradation, which decreases
the profitability within the system's lifetime. Furthermore, the optimal
sizing of the local Hy storage in the presence of a gas grid is investigated.
Thus, the conditions which would be necessary for enabling local Hy
storage can be derived. This is fundamental for concluding on the
applicability of delocalized and concentrated reversible systems.

The three research questions the present study aims to answer are:

(1) What are the influences on the reversible zone?

The reversible zone is introduced as the market price range for which
the electrochemical PtHtP systems are economically viable. Followed by
investigating different influences on this reversible zone, which allows
us to answer questions (2) and (3).

(2) Do we need spatially concentrated or delocalized reversible
systems?

Applied Energy 371 (2024) 123639

The benefits related to placing EC and FC unit in one site (concen-
trated) in comparison to a placement in different locations (delocalized)
are analysed. The distinction for reversible systems into concentrated
and delocalized will be made in the conclusion. Connected to this
question is the analysis of the local storage of Hy in comparison to a
connection to a gas grid infrastructure.

(3) Do rSOC or PEM-EC/FC systems perform better?

A holistic picture of the performance of rSOC and PEM-EC/FC sys-
tems is created. Enabling a conclusion on the best ways of utilizing both
technologies.

(4) What is important for rSOC system engineering?

This question concerns the importance of dynamic parameters for the
application of the rSOC-system.

The present work starts by presenting the modelling approach used
to represent both the rSOC and PEM-EC/FC based PtHtP system with
compressed local Hj storage and gas grid connection. The rSOC system
model includes the ramp dynamics, as the transition from cold to warm
state and between different operation modes is much slower than in PEM
systems. This is followed by an explanation of the PtHtP system's in-
teractions with energy markets for electricity, CH4, Hy and district heat
and with industrial sites. Consequently, the market prices and industrial
energy streams, that play a role thereby are shown. The quantitative
evaluation of the proposed PtHtP systems is performed based on simu-
lations of the optimal unit-commitment for lowest energy prices, via
mathematical optimization on an hourly basis. Based on these optimal
energy costs, the economics of the PtHtP systems, including degrada-
tion, are evaluated by means of the net present value method. The re-
sults section starts by identifying the market price zone, when the
operation of rSOC systems is economically viable, which is called the
reversible zone. Furthermore, the influence on this reversible zone is
studied for: electricity price fluctuations, the gas grid fee, Hy-storage
costs and the integration scenario. Additionally, the sensitivity of the
techno-economic calculation concerning the investment parameters is
discussed.

2. Methodology

This section describes the employed models, calculation scenarios
and the approach for quantitative evaluation of rSOC and PEM based
reversible systems.

2.1. The model of the reversible systems

As reversible systems, that can generate hydrogen and reversibly
convert it back to electricity, PEM-EC/FC- and rSOC-systems, which are
shown in Fig. 1, are considered. The PEM-EC/FC system consists of two
sets of electrochemical stacks with separate balance of plant compo-
nents, one for electrolysis (EC) and the second for fuel cell (FC) opera-
tion. The rSOC system is based on a bidirectional electrochemical cell
stack and bidirectional balance of plant components. Both systems
include a compressed H; storage system and access to a gas grid
providing CH4 or Hp.

In FC operation these reversible systems are supplied on the stack's
hydrogen side with either Hy and in the case of the rSOC system
optionally also with CHy4. The option in which the rSOC system operates
only with Hy is denoted as rSOC-H2. When CHy4 is used, denoted as rSOC,
a reformer upstream the stack entrance provides a pre-reformed syn-
thetic gas mix. There are two pathways of providing fuel to the system:

e FC-H2 - operation as fuel cell using hydrogen from a pressure vessel
that was produced in electrolysis operation.
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Fig. 1. Flowsheet of the considered reversible systems: PEM-EC/FC and rSOC system.

e FC-GG - operation as fuel cell with fuel gas from gas grid infra-
structure: In the case of the rSOC system the grid gas is methane and
for the rSOC-H2- and the PEM-EC/FC system it is hydrogen.

In EC operation, water is supplied on the hydrogen side and ambient
air is used for thermal management on the oxygen side of the stack.

e EC - operation as electrolysis cell: Hydrogen is produced with elec-
trical energy from the grid. The produced hydrogen can either be
sold to a market with an assumed constant Hj price or stored in a
compressed gas storage on site for later FC operation.

In addition to these active operation modes, the system can be either
in a cold standby (CSB) or warm standby (WSB) mode. For the PEM-EC/
FC system CSB and WSB are equal and do not include any energy con-
sumption. It is assumed in the calculations with hourly time resolution,
that the PEM-EC/FC system has no dynamic limitations (Table 1 column
PEM). However, start-up times of up to a few minutes are realistic. The
rSOC systems needs a cooldown phase for a switch to CSB. In this time
the operation temperature (750 °C) is decreased to ambient tempera-
ture, during which 20% of the WSB electric power is used. A heat-up
phase, for changing to warm operation modes, with related energy
consumption, is required (Heat-up and cool-down time in Table 1).
Furthermore, costs for this transition (ramp warm cost) are assigned,
which are fixed to a value that corresponds to reaching the end of the
stack lifetime after 6000 such cycles at system costs of 1500 €/kW. In the

Table 1

System dynamic parameters.
Parameter rSOC PEM
Heatup power kW/kWgc"* 0.365 0
Warm standby in kW/kWgc** 0.008 0
Heat-up and cool-down time in min 120 0
Ramp-to-EC time in min 13 [23,25,37] 0
Ramp-to-FC time in min 3 [23,25,37] 0
Ramp warm cost in €/kWgc** 0.25* 0
Ramp EC cost in €/kWgc** 0.01* 0
Ramp FC-H2 cost in €/kWgc** 0.005* 0
Ramp FC-GG cost in €/KWgc** 0.005* 0

" Josef Schefold et al. [35] suggests no degradation due to cycling of the
rSOC-stack, however low costs to prevent unrealistic optimization results are
included.

™ kW/kWgc - power relative to installed electrolysis power.

WSB mode, the system is electrically kept at the operation temperature
(see Table 1 for warm standby). In WSB the system can be switched to an
active operation (EC, FC-H2 and FC-GG) within a few minutes, while
consuming electricity or hydrogen like in operation but without output.
For the transition between any two warm states transition costs (Ramp
EC, Ramp FC-H2 and Ramp FC-GG in Table 1) are inclueded, repre-
senting a system devaluation at costs of 1500 €/kW for 150.000 and
300.000 transitions. These low values are based on Schefold et al. [35]
who describe that only little or no degradation is expected for load
switching and transitions. The effect of transition to EC is higher ac-
cording to Nuggehalli [36].

A detailed description of the model of the rSOC system in Fig. 1 is
given by Paczona et al. [38]. In this publication, the detailed modelling
process and choice of engineering parameters can be found, including
heat exchanger design pinch point difference, considered pressure drops
and thermal and electrical control strategies. In addition to modelling
details, the application in industries and the thermal coupling possibil-
ities with conversion curves and underlying processes are described by
Banasiak et al. [39]. Further ideas concerning the system coupling
possibilities are described by Vialetto et al. [40] who investigate a rSOC
system in a paper mill.

The part load conversion curves considered here were calculated by
Banasiak et al. [39] for a modelled system with a nominal power of 5/
15 kW in FC/EC operation, with EC operation below the thermo-neutral
point. This model was validated with the results of Peters et al. [25] and
shows a similar behaviour as reported by [41]. This rSOC system de-
termines the systems' EC/FC power ratio for the calculations. The effi-
ciency in FC-H2 operation at nominal power of 5 kW is 65%, considering
only the produced electricity, and 79% when the high-temperature
waste heat is additionally utilized, as can be derived from Fig. 2 A).
One can see in Fig. 2 B) that at the nominal power of 17.5 kW the effi-
ciency is 81%, if P¢) and Qy, are met electrically, and 91% when Qy, is
provided by free waste heat. The part-load energy conversion behaviour
of the PEM stack is represented by the three points of the piecewise
linearization given in Table 2. These part load data sets are scaled up to
the nominal EC system power of 23.0 MW, which is used in the simu-
lations (see subsection 2.5). The system dimension of 23.0 MW electrical
power in electrolysis operation arises from the integration to the in-
dustry and district heating network (see discussion in section 3.2.3) and
is considered in all scenarios, if not explicitly stated differently.
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Fig. 2. Energy conversion curves for the rSOC-System and specific energy consumption of the compressor for the H, storage [39].

Table 2

PEM part-load points for conversion efficiency from electricity to H2 and back
(estimated on a report of the Danish energy agency and Siemens Energy
[42,43]).

Parameter Value
Load-fraction 0.15 0.4 1.0
efficiency 0.27 0.71 0.51

2.2. Interaction of the PtGtP system with grid infrastructure and industrial
sites

The present research considers reversible systems with a Hy storage
that can interact with grid infrastructure for electricity, natural gas,
hydrogen, and district heating. Furthermore, the systems can interact
with industrial sites with given electrical and district heat demand as
well as with available industrial waste-heat. In such a setup, multi-
revenue streams are possible by using fluctuations in energy prices,
selling hydrogen, self-consumption of produced electricity and
providing heat to a district heating grid.

The considered PtHtP systems have different ways of interacting
with district heat infrastructures and industry. In the present work, three
coupling scenarios are considered, representing three levels of interac-
tion between the rSOC system and peripheral systems, as illustrated in
Fig. 3 and described below. The reversible system can either be a single
plant combining EC and FC operation or spatially separated plants with
specific EC or FC units.

Reference case (RC): In this scenario, the reversible system in-
teracts solely with the grid for electricity and gas. The system is subject
only to the volatility of the energy market for electricity and grid gas. It
can be operated in EC operation to produce hydrogen at low electricity
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Fig. 3. Illustration of the energy flows to and from the rSOC system in a set up
with energy grid, local H, storage, industry and district heating network.

prices and FC operation during high prices. The FC operation can be
fuelled by either previously produced and stored hydrogen or gas from
the gas grid. The grid gas is CH, in the case of the rSOC system and Hy for
the rSOC-H2 and the PEM-EC/FC system. In the case of rSOC-H2 and
PEM-EC/FC systems, the hydrogen price for gas bought from the grid is
equal to the remuneration for hydrogen sold to the market. The price for
electricity or gas purchased from the grid includes the fee for the grid
operation (for further details on the considered energy prices see section
2.3)

Industrial coupling (IC): This scenario extends the RC scenario by
adding the timeseries for electricity demand and waste heat availability
of an industrial site, which are described in section 2.4. The direct in-
dustrial consumption of FC produced electricity reduces the amount of
grid electricity which includes grid fees and therefore generates a higher
profit than selling it to the market. Furthermore, industrial waste heat, if
available at a given timestep and of suitable temperature, can be used for
providing steam to the EC operation of the rSOC and rSOC-H2 system.
This increases the electric efficiency by >10% [44]. Systems with a
nominal FC power larger than the power consumed by the industry
cannot fully benefit from the self-consumption. Similarly, a nominal EC
power that requires more steam, than can be produced by industrial
waste heat, loses advantage of the coupling.

Industry with district heating network (IDH): The IDH scenario
extends the IC scenario by including the heat demand of a district
heating system (the timeseries is discussed in section 2.4). In this sce-
nario heat generated by the rSOC- and rSOC-H2 system can be utilized if
the district heat demand is not fully covered by industry. However, the
district heat demand reduces the available waste heat from the industry,
which reduces steam production for electrolysis operation.

An overview of the variations of the calculation scenarios, including
investigated technologies, market prices and integration cases, is given
in Table 3 and illustrated in Fig. 4. A more detailed description is given
in Appendix A.

2.3. The energy market and district heat prices in the base price scenario
In this section, the scenario base prices for electricity (ce)), grid gas

Table 3
Scenarios for the investigation of reversible systems.

Nr. Name Description

1 Technology e rSOC - FC operation with CH,4

e rSOC-H2 - FC operation with Hy

e PEM-EC/FC
2 Shift Electricity- Variation of electricity price by a constant shift, the Hy
price sales price is unchanged. This results in a change

electricity-H,-price spread.

Amplitude in Fourier spectrum of electricity price
multiplied by a factor (fm)

Difference between H, sales price and H, purchase
price (ggf). This difference can arise from grid fees,
governmental support and H, storage costs in the grid.
RC, IC and IDH

3 Fluctuation
Modification
4 Gas grid fee

5 Integration
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Fig. 4. Illustration of the variations performed for the energy market price (Nr.
2,3 and 4 in Table 3).

(cgg) and hydrogen (cyp) is discussed. The prices are considered in
hourly resolution for the location of Austria. Furthermore, the approach
used to derive the district heating price from these time series is shown.
The energy market prices can be seen in Fig. 5 for the considered price-
scenario years 2030 and 2050. Traupmann et al. [5,45] provide more
details about modelling these electricity and natural gas prices, which
are considered as base scenario in this work. Historic timeseries for the
year 2020 [46] are modified to match the expected development of the
average electricity price [47], which are influenced by CO2-prices, the
share of renewable energy sources, and extreme price events [48]. The
time series for day-ahead spot-market electricity purchase prices in 2030
has a minimum of —72.6 €/MWh and a maximum of 249 €/MWh with a
mean value of 68.2 €/MWh. In 2050 the minimum price is —101
€/MWh, the maximum 335 €/MWh and the mean value 87.8 €/MWh.
The remuneration for electricity sold to the grid is lower than the pur-
chase price. The difference is the grid fees, which is 9.08 €/MWh [49]
for Styria in Austria. The reversible systems therefore can generate
higher profits, by supplying self-demand in comparison to market
trading. The electricity market in 2050 is expected to be more influenced
by the volatility of renewable production, which results in a higher
variation between minimum and maximum prices, whereas the mean
price only slightly increases. The price for gas from the grid consists of a
mixed price for natural gas, biogas and hydrogen according to Traup-
mann et al. [5]. The gas price modelling approach is based on quarter-
hourly resolved historical data for 2020 [50] and includes scenario
assumptions for future gas routes including renewable gases. This price

Energy Market Prices 2030

Applied Energy 371 (2024) 123639

has little variability from 32.4 €/MWh to 46.1 €/MWh and a mean value
of 36.7 €/MWh in the scenario year 2030. In 2050 the price varies be-
tween 33.8 €/MWh to 48.1 €/MWh with a mean of 38.2 €/MWh. The
price for hydrogen that can be sold by the operator of the rSOC system to
a market is set to the constant value of 101.2 €/MWh and 61.4 €/MWh
for the years 2030 and 2050 respectively. Due to the uncertainty of the
H; price in future yet to be established markets, the analysis is based on
the variation of the spread between hydrogen and electricity price. For
the rSOC-H2 and the PEM FC/EC scenarios, the grid gas price is set equal
to the Hy price. For grid gas purchase todays gas grid fee of 1.059
€/MWh [51], for Styria in Austria, is added on top of the gas market
prices. The price duration cures in Fig. 4 show the increase of volatility
for the electricity price. Furthermore, one can see here clearly, that in
2030 the H; price is mostly above the electricity price and in 2050 it is in
the lower middle region.

In the scenario IDH, with the heat demand shown in Fig. 6, the price
for heat (c4p) sold to the district heating network is required. This price
is determined by taking the minimum of the grid gas price (cgg) and the
electricity price (ce)) divided by the COP of a generic heat pump ac-
cording to eq. (1) for each time step. In the calculations, the COP of the
electric heat pump is set to the constant value of 3.0. By determining the
district heat price in this way, a direct competition in the heat market is
assumed, where the cheapest technology, either gas burners or electric
heat pumps, define the heat price.

cop ) o))

Due to the uncertainty of all future energy prices the sensitivity
analysis in section 3.2 investigates the influence of average prices of all
considered energy carriers and vary the magnitude of fluctuations as
well as grid gas prices (for details about these variations see Appendix
A).

. Cel
Cqn = MiN| Cggq,

2.4. Industrial electricity demand and waste heat implementation

Two industry types, with different operational patterns and magni-
tude of energy streams were chosen. This shall allow us to compare the
influence of the industry type on the operational regime of the rSOC
system. For the IDH scenario, a timeseries for the district heat con-
sumption of a typical Austrian small city which is housing various in-
dustries is generated.

The time series for the electricity consumption and the waste heat
were generated for the generic examples of a packaging glass-producing
company with a production of 10 t/h and for a brewery with a beer
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Fig. 5. Energy market prices and duration curves for the scenario years 2030 and 2050 for the energy carriers electricity (blue), grid gas (orange) and hydrogen
(black) according to Traupmann et al. [9] . (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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Fig. 6. Energy streams in the selected industrial sites of glass production and a brewery and the district heat demand of a residential area. The two graphs on the
right show the weekly profile for the industries that was added up to obtain the total timeseries for a year.

production of 20,800 1/h and 80 employees. The synthetic energy time
series were generated with the industrial load profile simulation soft-
ware Ganymed [52,53], which is based on surveys of industry sites in
Austria and physical modelling of main aggregates. This software de-
livers the electricity consumption for the whole plant for one week as is
shown in Fig. 6 on the right. This is considered a representative week
and added up to represent the full year shown on the left in Fig. 6. The
electricity consumption for glass is 6.83 MW with a variation of <0.01
MW and for the brewery on average 6.00 MW with a minimum of 4.42
MW and a maximum of 8.55 MW. The waste heat calculated by
Ganymed is reduced to represent the utilizable heat for 1 bar (100 °C)
steam production as a feed for the rSOC's EC operation. In this reduction,
technical limitations of heat exchange, like pinch point temperature
difference and dew points in flue gas, are included. This utilizable waste
heat is shown in Fig. 6. For the glass production, a waste heat temper-
ature of 380 °C with an energy stream of 2.90 MW varying only slightly
between 2.89 MW and 2.98 MW, is considered. The brewery has an
average waste heat stream of 1.20 MW varying between 1.17 MW and
1.29 MW. Unused waste heat is released to the environment, this means
that the reversible system has the freedom but not necessity to use the
available heat.

The time series for the district heat demand is calculated according to
the guidelines for gas consumption for heating purposes [54]. For this
approach, a temperature time series is required, which is generated with
the web interface of renewables.ninja [55] for the year 2019 for the
considered city in Austria. The yearly district head demand in this
location is estimated to be 18 GWh. The resulting time series for the heat
demand in the district heating network is shown in Fig. 6 on the left in
blue. It is assumed here that industrial waste heat firstly covers this
demand and only the reminder is available for integration to EC oper-
ation. One can see, that in the case of the glass industry, the industrial
waste heat covers the base load of the district heating most of the time.
From May to November a substantial amount of waste heat cannot be
used by the district heating network. The picture looks different for the
brewery, which produces much less waste heat. Therefore, the waste
heat excess is much reduced.

2.5. Optimization model and model parameters

An optimization algorithm for simulating the optimal operation of

the PtGtP system in different market price conditions is employed. The
optimization model incorporates the following: the connection of the
different assets, as shown in Fig. 3; the implementation of the conversion
behaviour and dynamic limitations according to section 2.1; the
implementation of the exogeneous energy prices from Fig. 4 and the
exogeneous industry energy streams from Fig. 6 with a time resolution of
1h.

It was decided to employ a MILP formulation to represent the system
to be optimized. The conversion curves or Fig. 3 were transformed into
piecewise linear sections with the number of points shown in Table 4.
For the PEM system the 0.4 and 1.0 part load efficiency points from
Table 2 are chosen. The number of points was chosen in such a way as to
give a good run-time performance and accuracy. Test calculation runs
have shown that including the point for the part load value of 0.15 does
not have observable influence on the results. The limitations for the
discrete choice of the operation mode and the way of hydrogen usage
result in another set of integer linear equations. Furthermore, the dy-
namic limitations from Table 1 are formulated as integer linear
boundary conditions. The boundary conditions for the Hy storage are
linear equations reflecting the limitations of being empty or full and the
state of charge. The latter parameter is used for calculation of the cor-
responding compression energy demand. Due to the small overall
contribution of the compression energy, the mass flow partial load
behaviour of the compressor is not considered. The resulting model has
the variables: system electrical power; operation mode (EC, FC-H2, FC-
GG, WSB, CSB), hydrogen utilization (store or sell) and storage size.
Depending on the interaction scenario (according to section 2.2), the EC
operation can utilize industrial waste heat or provide heat from FC
operation to district heating, according to the availability and demand at
the specific point in the timeseries.

The target function (Cenergy) Of the optimization consists of a

Table 4
Parameters in the optimisation problem.

Parameter Value Variation tested
Timestep size in min 60 30

NPPL* for EC mode 2 3

NPPL* for FC and CH4 mode 3 2,4

NPPL* for the compressor 2 3

“ Number of Points in the Piecewise Linearization.
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summation over all timesteps, as shown in eq. (2(2) and includes the
following cost contributions: electrical energy consumption (Eeicon)
times energy price (ce]) in EC-operation, WSB-phase and during heat-up-
and cool-down-phase (according to Table 1); energy content (LHV) of
consumed grid gas (Qgg,mn) times its price (cgq); energy content (LHV) of
H, sold to market (QHz,m) times its price (cyo); thermal energy sold to a
district heating grid (th,g) times its price (cgn); number of ramp events
to a warm operation state (EC, FC-H2 and FC-GG, Table 1) times costs
per ramp events (Cramp,i) of the kind i. Furthermore, the annual specific
storage investment costs (cgt) times the storage size (Qg) are added to the
target function. The specific storage investment costs need to be
adjusted, so that the annual storage investment costs are adjusted to the
length of calculated time series in relation to storage-lifetime.

Cenergy = Zt (Cel L4 Eel.can + Cgg ® Qgg.con —CH2 ® QHZ,m — CpH

. QDH.g) +Cope )

Csit = Zicmmp,i on;+Cs 0 Qy 3

The optimization aims to minimize the value of the target function
(Cenergy), Which represents the total costs of energy supply including
energy supply, storage investment and transition costs. The optimization
model is formulated in Python in the language of Pyomo [56,57] and
solved with Gurobi optimization [58]. From the found minimum for
Cenergy the storage costs and transitions costs (cs) are subtracted, so that
one arrives at the total energy costs in €/y which are used in further
calculations (Cenergy,rev-sys)- The storage costs are investment costs and
not revenue and therefore they are considered in the CAPEX costs of eq.
(1n.

2.6. Including degradation to the PtGtP systems

The curves of Fig. 2 and values in Table 2 are adopted in the
following way to represent the conversion behaviour of a system that
underwent degradation. For this purpose introduce the degradation
parameter d is introduced. At d = O the system is at the initial non-
degraded state. For d larger than zero, degradation reduces the electrical
conversion efficiency.

In EC operation it is assumed that the electric power that can be
applied to the stack stays the same, but the output of hydrogen is
reduced (see eq. (4)). Therefore, also the production of steam can be
reduced (see eq. (5)).

et = Piol e (1-d) 4
Q= Qy e (1-d) ©)

In FC-H2 and FC-GG operation a similar assumption is made as in EC
operation, namely the input energy flow stays constant, which is in this
case the fuel gas. As a result of degradation, the output electric energy is
reduced by the degradation parameter, as is depicted in eq. (6). By the
same amount, that the electric energy is reduced the amount of heat
produced increases. By adding a heat utilization efficiency (#hear) which
is set to 0.8, one arrives at eq. (7).

Py =P e (1-d) ©)
Qi = Q" PO o g, %)

Simulations for the optimized operation with parameter variation for
the electricity-gas-price spread, grid gas price and degradation factor are
performed. Based on these results one can fix the coefficient a; of the
linear relation between the annual profit (p,) and the operation time and
degradation according to eq. (8). A more detailed description and the
values for a; are given in Appendix B.
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2.7. Investment calculation

For the economical evaluation, the method of the net present value
for the investment costs and cash flows is employed. In this calculation,
the investment costs of the different units in the system and the cashflow
during the system's operation are needed. Furthermore, assumptions
about the change in the value of money units over the operation time are
made.

The scale-dependent investment costs of a SOEC system are taken
from Bohm et al. [31]. The power-specific costs are fixed to 1000 €/kW
(2030) and 400 €/kW (2050) which represents a system with a size of 20
MW. Similarly, the PEM-EC system is approached and the costs are fixed
to 600 €/kW (2030) and 250 €/kW (2050). The costs for reversible
systems are derived from the EC system costs and with a power ratio of
three between EC and FC, according to the limitations of the chosen
rSOC system. The resulting system investment costs in relation to the EC
system costs are shown in Table 5. The costs for the rSOC system are
lower than the sum of EC and FC system, since after adjustment stack,
power electronics and balance of plant components can be used in both
operation modes. The resulting price for the reversible systems is shown
in Table 5.

The specific compressor cost is set to the value shown in Table 6 in
accordance with Tahan et al. [59] adapted for the known power of
electrolysis. The ultimate Hj storage costs in Light-Duty Fuel Cell Ve-
hicles are estimated by the U.S. Department of Energy [60] (see
Table 6), this same value is applied as costs for specific investment costs
of stationary Hj storage.

The optimal operation of the reversible systems is determined by
solving the optimization model of section 2.5. The annual profit (p,)
generated by the optimal operation of the reversible system is the dif-
ference between the annual energy costs with and without the appli-
cation of such a system, according to eq. (9). The costs without a
reversible system are the result of the costs from energy consumption
without flexibility. In the RC scenario, this is zero and with industrial
size it is equal to the industrial electricity demand times the price,
summed for all timesteps. The costs with reversible system are calcu-
lated from energy consumption of the optimal operation according to
the optimization model.

pa(d) = Cenergy,no.rev—sys — Cenerg;y.rev—sys(d) ©

The optimization result for the annual profit depends on the degra-
dation parameter d, as was discussed in section 2.6. The degradation
(djp) over the system lifetime (1t) is set equal to 10% for all systems. Then
the actual degradation (d) can be calculated according to eq. (10) by
using a linear temporal behaviour.

() =%y 10

The return on investment with the method of the net present value is
used for the evaluation of economics. In this way the system's economic
performance over the lifetime (It) of the main components can be
evaluated. To stress the fact, that in this calculation not a deprecation
period and interests but the lifetimes and inflation rate of money (i) are
considered and called the Return on Lifetime (ROL, see eq. (11)). By

Table 5
Specific investment costs for EC-, FC system and reversible systems in percent of
the EC system investment costs.

Technology EC FC Reversible
Power 20 MW 6.7 MW 20/6.7 MW
PEM in %EC 100 33 133
SOC in %EC 100 33 125
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Table 6
Investment parameters.
Parameter Value
CAPEX rSOC price in €/kWpgc** 1250 (2030)
500 (2050)
PEM-EC/FC price in €/kW 798 (2030)
333 (2050)
Storage price* in €/kWh 8 [60]
Compressor price in €/kWgc** 100 [59]
rSOC lifetime (ltgack) in y 10 [43]
PEM EC/FC lifetime in y 20 [43]
Storage lifetime* (Itg) in y 20
Compressor lifetime (It.) in y 20
Interest (inflation) rate (i) in % 5
Degradation over liftetime (d;) in % 10

" The storage price and its lifetime is not only relevant for the investment
calculation but also for the operational and design optimization, where the
optimal storage size is determined.

" €/kWgg — price relative to installed electrolysis power.

setting this ROL in relation to the investment cost of the system (CAPEX)
one arrives at the relative Return on Lifetime (rROL) as can be seen in
the eq. (12). The investment parameters used for the calculation of the
ROL and rROL are compiled in Table 6. A rROL of zero or higher means
that the system pays of its CAPEX during lifetime. A negative rROL-value
leads to negative economics respectively.

ROL — — CAPEX + Zf‘% an
ROL

TROL = 12

3. Results

In this section the definition of the reversible zone, scenario-specific
influences on this zone and the results of the sensitivity analysis with
respect to investment parameters, are presented.

3.1. Zone for reversible operation with respect to the electricity-hydrogen-
price spread

The graphics in Fig. 7 show the change of the rROL and the
operation-mode, with the average spread between electricity and
hydrogen sales price (Aeli) according to eq. (13).

1
Ban = goesd s (Calt) = cm(®) a3)

This price spread was varied by increasing or lowering of the elec-
tricity price. A resulting positive spread means, that the average price for
electricity is higher than for hydrogen and a negative spread means in
average higher hydrogen than electricity prices. Consequently, for a
positive spread the FC operation and for negative spread the EC opera-
tion is dominant (see Fig. 7 B to D). At electricity prices much lower than
the hydrogen sales price (Ae,x < —60 €/MWh for 2030) only systems for
pure EC operations are economically viable, as the FC operation is rarely
chosen. At a positive spread (A¢i > 10 €/MWh for 2030 and A¢j i > 50
€/MWh for 2050) the FC operation dominates, as can be seen in Fig. 7 B,
and a system only capable of operating in this mode is economically
viable. In these market price regions, both reversible systems, the rSOC
system and the PEM-EC/FC system are not economically competitive to
single-mode systems since the investment cost are 25 (33) % higher for
the rSOC (PEM-EC/FC) system than for single-mode systems (Table 5).

The region, in between the two regions of extreme operational choice
of eighter pure EC or pure FC operation, was found to be the reversible
zone. The limits for this reversible zone are determined in such a way,
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Fig. 7. Dependence of the rROL (A.) and operation shares (B.-D.) on the elec-
tricity-Hp-price spread (A p) for a rSOC, rSOC-H2 and PEM-FC-EC system, with
blue highlighted reversible zones. (For interpretation of the references to colour
in this figure legend, the reader is referred to the web version of this article.)

that EC and FC operation each is contributing 10% of the operation time,
which does not yet say that it is economical.

For 2030 there is only a very small reversible zone and only for the
rSOC system, from spreads between —50 €/MWh to 10 €/MWh and an
even smaller zone with positive rROL. Since the positive rROL reversible
zone is very small (Fig. 7 A), the probability that in 2030 exactly such
spreads occur is small. Within this reversible zone the influence of the
chosen technology is marginal.

In the year 2050 the PEM system performs better and beats the rSOC
system for price spreads below 0 €/MWh, as is visible in Fig. 7 A. Even
though the PEM system has a lower EC efficiency the high price fluc-
tuations in 2050 and the fast reaction time, enables enough profitable
operation time. Together with lower investment costs the PEM-system
outperforms the rSOC systems up to 0 €/MWh. However above this
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Fig. 8. Effect of fluctuation magnitudes (fm) in different time domains (peri-
odicities: “Overalll” 1 h to 8760 h, “Long-term” 168 h to 8760 h, “Mid-term”
168 h to 12 h and “Short-term” 1 h to 12 h) on the rROL (top) and number of
operation mode changes (bottom).

spread, the rSOC system performs better in the reversible zone (higher
rROL), because it can operate with grid gas that is cheaper than H,.
Furthermore, it was found that in EC operation the system operates more
than three-fourth in full load. In FC operation however the part load
share varies from 0 to 100% in different scenarios.

Overall one finds that, for an electricity-H,-price gap between —50
€/MWh and 10 €/MWh for 2030 and from —40 €/MWh to 50 €/MWh for
2050 a reversible zone exists. The reversible zone in 2050 is significantly
wider than in 2030 which is because of price fluctuations. This means,
that it is much more likely that future energy electricity and hydrogen
prices will lie within this reversible zone.

Furthermore, it is found that PEM and rSOC technology perform
differently under changed market price spreads and price fluctuations,
which comes mostly from the conversion efficiencies and investment
cost and not from the system dynamics. A contribution to the difference
between the 2030 and 2050 scenarios comes from the different magni-
tudes of price fluctuations, which will be studied closer in section 3.2.1.

3.2. Influences on the reversible zone

In this section the influence of electricity price fluctuations and grid
gas price on the reversible zone (introduced in section 3.1) and the
competition between rSOC and PEM systems is investigated.

3.2.1. Influence of temporal fluctuations in the electricity price timeseries
Here the influence of the magnitude of periodical fluctuations in
three different time domains on the rROL and on the numberer of
switching events between operation modes is studied. The amplitude of
the fluctuations in the base timeseries as introduced in section 2.3 is
multiplied by the fluctuation multiplier (fm). This happens for the four
respective time periods (overall, Long-term, Mid-term and Short-term)
in the Fourier spectrum, as described in detail in Appendix A.
Exemplarily one can see in Fig. 8 that decreased short-term fluctu-
ations (fm = 0.001) lead to less diversity in the choice of operation
modes. In the shown specific scenario, FC-GG operation dominates.
When increasing these fluctuations (fm = 2.0), the EC and FC operation
are more balanced over the year. The same is true for mid- and long-term
fluctuations. The yearly accumulated distribution of operation for
overall increased fluctuations, can be seen together with the rROL in
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Appendix C, Fig. A3. Mid-term fluctuations have a very similar influence
like short-term fluctuations. The more fluctuations, the more the overall
diversity in operation choice increases. Increased long-term fluctuations
increase the seasonal specialization for FC operation in winter and EC
operation in summer.

Fig. 9 shows that higher fluctuations at any timescale lead to a strong
increase of profitability (rROL). The effect of short-term is the strongest
followed by long-term and then by mid-term fluctuations. The number
of ramp actions from one operation mode to another correlates posi-
tively with mid- and short-term fluctuations and negatively with long-
term fluctuations. The change of fluctuations on all timescales (Over-
all) has the strongest influence and is approximately the sum of the effect
of the separately changed three timescales.

Furthermore, Fig. 9 shows that the effect on the PEM system is
significantly stronger than for the rSOC systems. The reason is that the
larger marginal gap for turning PEM systems on is less relevant at higher
fluctuations. This marginal gap is a consequence of the efficiency gap
between EC and FC operation.

One can see in Fig. 10 that the highlighted reversible zone is much
wider and has a wider positive rROL-zone for increased fluctuations
than for the base case shown in Fig. 7. Therefore, in the case of high
fluctuations, it is highly likely that the future energy prices will lie in the
reversible zone and installation of reversible systems will be lucrative.
Furthermore, one can see that the PEM system profits stronger from
increased fluctuations and is then the better choice for a wider region.

3.2.2. Influence of gas grid fees

This section discusses the influence of the cost difference between Hy
purchase and sales price which is equal to the gas grid fee. The gas grid
fee is added on top of the energy base price (section 2.3) of Hy and CHy.
This fee determines whether purchasing Hy from the grid is more
lucrative than investing into a local H; storage. High grid fees suppress
FC operation with grid gas, so that operation with locally stored Hj is
more lucrative. The result for the reversible zone for practically disables
gas grid connection is shown in Fig. 11. Here, one can see that, the rROL
is drastically reduced compared to Fig. 7 A and a wide market price
range in the reversible zone does not allow economical operation. This is
because of the storage investment costs and compression energy de-
mand. The rROL is positive only for an electricity-hydrogen-spread
below 20 €/MWh, when the electrolysis operation is dominant (as
shown in Fig. A4). Then storing a part of produced H; for conversion to
electricity is lucrative due to the higher price fluctuations of 2050 in
comparison to 2030. This allows for an overlap of the average price zone
when both EC and FC operation are profitable (see section 3.2.1 for more
details concerning fluctuations).

Overall Long-term Mid-term Short-term
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Fig. 9. Weekly share of operation in the different modes for the rSOC system in
2050 with daily to hourly fluctuations suppressed (fm = 0.001) and enhanced
(fm = 2.0).
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Fig. 10. Dependence of the rROL on the electricity-H2-price spread for a rSOC-,
rSOC-H2 and PEM-FC-EC system under increased electricity price fluctuations
(fm = 2.0), with blue highlighted reversible zone. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web
version of this article.)

2050

41 — rSOC
—— rSOC-H2
2 —— PEM
- 21
O
o
—
O_

-4 0 5 10 15
Aeit /10 - €/MWh
Fig. 11. Dependence of the rROL on the electricity-H2-price spread for a rSOC-,
rSOC-H2 and PEM-FC-EC system at a grid fee of 123 €/MWh, with blue high-

lighted reversible zone. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)

The decrease of rROL and change in operation times can be seen in
Fig. 12 for the year 2050. As the grid fee increases one can see a decrease
of grid gas operation (GG) and increase of operation with locally stored
Ho (H2). However, also the time in warm standby increases. For a Ha-
storage price of 8.0 €/kWh (1.0 €/kWh), the local storage (H2) and gas
grid (GG) operation have the same operation time share at a grid fee of
33 €/MWh (15 €/MWh), as shown in Fig. 12. The corresponding optimal
H, storage size is 0.12 GWh (530 GWh), which can be emptied in only 16
(70) hours of FC operation. The grid fee at this point is a multiple of
today's grid fee of 1.059 €/MWh [51] for Styria in Austria. The levelized
costs of aquifer underground storage facilities of around 2 €/MWh ac-
cording to Lord et al. [9], have to be added to the grid fee of Styria, since
such large scale storage technologies need to be connected to the grid to
allow long term H storage. At a grid fee equal to this sum of current grid
fee and levelized underground storage costs of 4 €/MWh the optimal size
for local H; storage is 0.02 GWh (0.170 GWh). This shows that under
current conditions it is worth to store Hj locally only for very short
timescales for less than three hours of FC operation. If the storage in-
vestment cost is reduced to 1 €/kWh the time for supplying the FC
operation increases to 22 h. In Appendix E the influence of the storage
investment costs is looked at more closely. There one can see that highly
decreased storage costs would be necessary for allowing profitable sys-
tems under high gas grid fee conditions.

Finally, one can say that storing Hy locally in pressure vessels for
more than on an hourly basis is not an economical option and the
presence of gas grid connection is crucial for a wide economical
reversible zone.
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Fig. 12. Influence of the grid fee for two specific storage investment prices (1
and 8 €/kWh), in the scenario year 2050 for the 23 MW rSOC-H2 system. The
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3.2.3. The possibilities of rSOC-industry coupling and ideal rSOC system
size

The benefit of coupling to industrial sites can arise from the two ways
of coupling: Firstly, the utilization of industrial waste heat in EC oper-
ation. Secondly, the self-consumption of produced electricity and shift-
ing of electricity purchase to cheaper timesteps. First, the optimal scales
for the systems from the side of waste heat availability and energy de-
mand of the industry are examined. This analysis will be followed by
interpreting the results found by the optimization model for the inte-
gration scenarios ((5) in Table 3).

The investigated industries have an average waste heat stream of
2.90 MW in the case of glass production and 1.20 MW in the case of the
brewery, according to section 2.4. The electricity consumption is on
average 6.83 MW for glass production and 4.42 MW up to 8.55 MW for
the brewery (see Fig. 6). Scaling the system to the average (minimal)
available waste heat stream, according to the heat fraction in EC (12.6%,
see section 2.1), would result in an electrolysis system size of 23.0 MW
for glass production and 9.52 MW for the brewery (according to Fig. 6).
The appropriate system scale calculated, by starting from the electricity
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consumption and considering the power ratio of three between EC and
FC, is 20.5 MW for glass production and 13.3 MW for the brewery.

The effect of the system size, as can be seen in Fig. 13, is the
following: In the glass (brewery) industry, the rROL is constant up to a
size of 23 (9.5) MW, then a steep decline in profitability follows for the
IC scenario. The value where this decrease starts corresponds very well
to the value calculated in the previous paragraph based on the waste
heat of the industry. This means that a rSOC system smaller than this
scale resulting from the industry waste heat availability has the
maximum benefit from coupling. Above this scale the benefit declines
for the coupling in the industry IC. In the scenario shown in Fig. 13, the
system operates 75% in EC- and 25% in FC-mode. Even in scenarios with
reversed operation shares (25% EC and 75% FC), the point of decreased
rROL is at the same value, however, the slope of decrease is flatter. The
influence in the IDH scenario is shown for the glass production in
Fig. 13. Here the waste heat availability due to consumption of the
district heating grid is highly reduced and therefore, the transition to a
rROL-declining region is less pronounced. The advantage of the district
heating network acting as FC-heat-sink, does not outweigh the lack of
heat for EC operation and the connected decrease in efficiency. Even
though the profiles of electricity demand and waste heat availability are
different for the glass and brewery industry, the effect on the rROL is
very similar. Therefore, the glass industry is chosen as a representation
of industry coupling in all other presented calculations.

The increased rROL in the IDH and IC scenarios leaves the width of
the reversible zone of Fig. 7 unchanged. However, it allows a wider
region of the reversible zone to have a positive rROL, as shown in
Fig. 14. Further details concerning the coupling to industries are con-
tained in the Appendix D.

3.3. Influence of dynamic system parameters on the rROL

Here the rROL's dependence on parameters, that reflect dynamic
limitations of the rSOC system, is discussed. The base values of these
parameters are compiled in Table 1 in section 2.1. The energy con-
sumption connected with non-active modes of the rSOC system includes
the heat-up, cool-down and WSB phase. It was modulated simulta-
neously for all three phases from halve to triple its base value (rem times
the value in Table 1). In Fig. 15 one can see the effect on the rROL which
is of small significance, for scenarios with high gas grid fees and would
be non-observable under low grid fees. The effect in scenario 2050 is
stronger than in 2030 since WSB is of higher importance here. In sce-
narios with insignificant CSB or WSB times, the effect is neglectable.

Due to a vanishing number of cold start events, the heat-up time was
found to have a neglectable influence in all the calculated scenarios. The
CSB mode, with connected cool-down and heat-up phase, is only very
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Fig. 13. Influence of rSOC system size on the rROL in the glass industry and the
brewery in different coupling scenarios according to section 2.2 for the year
2030 and a spread of —33 €/MWh electricity and hydrogen price.
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Fig. 15. Influence of the energy consumption during non-active times (WSB
and CSB) of the rSOC system with high grid fees (ggf equal 202 €/MWh (2030)
and 123 €/MWh (2050)).

rarely a good economic choice, the WSB is preferred. The time for ramp-
to EC and ramp-to FC is far below the 1 h resolution limit of these cal-
culations. Therefore, an influence in the model may only arise by the
extension of the included non-useful time, but no impact on the rROL
was observed.

3.4. Influence of investment parameters on the rROL

This section analysis the influence of parameters in the investment
calculation Table 6) on the result of the ROL, which is calculated ac-
cording to eq. (11). Fig. 16 shows that the specific investment costs for
the stack (csack) and its lifetime (Itgack) have the highest influence on the
ROL calculation. With a much smaller but significant impact, the in-
terest rate (i) and degradation over the lifetime (dj;) follow. However,
the influence of the degradation is not only through the investment
calculation. Degradation influences additionally the optimal choice of
operation and therefore the reversible zone. An estimation for this in-
fluence is presented in Appendix B. The lifetime of storage (lty) and
compressor (lt)) have only a secondary role since the connected in-
vestment costs are much lower than the ones for the stack.

Since the investment costs of system and compressor have the most
significant impact on the rROL, the mechanism of influence on the cal-
culations is clarified here. The system's operation is optimized inde-
pendent from these CAPEX costs, which play a role only in the
investment calculation (according to eq. (11) and (12)). Therefore, the
reversible zone is not influenced by a variation of these investment costs.
Changed investment costs only displace the lines of rROL, as indicated in
Fig. 17, while the reversible zone stays unchanged. This means however,
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Fig. 17. Influence of the rSOC CAPEX on the rROL and reversible zone (base =
Figure 7 A 2050).

that rSOC and PEM-EC/FC lines change the position with respect to each
other if the deviations of CAPEX are different for these technologies.

4. Discussion

The presented investigations of rSOC and PEM-EC/FC reversible
systems in section 3.1 show, that a zone for the price spread between
electricity and hydrogen price exists, where both operation EC and FC
operation play a significant role. This market price zone is called here
the reversible zone because reversible systems have in this zone at least
10% increased operation hours compared to single-mode systems and
can thus be economically more lucrative. In Fig. 7 one can see, that in
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2030 a wide range of the reversible zone has a negative rROL. In this
case, only a small part of the reversible zone relates to a positive in-
vestment result. Whereas, in 2050 the whole reversible zone is profit-
able. Outside this zone on the left (right) in Fig. 7, EC (FC) systems alone
would be economically the best choice. However, there is a low chance
that in the future such prices will be seen since electricity and hydrogen
price will be coupled by PtHtP systems. Also, the volatility due to
renewable power production increases which widens according to sec-
tion 3.2.1 the reversible zone. This means, that in the future the rSOC
and PEM reversible hydrogen systems are likely to find profitable
application.

With the help of the present study, it can be concluded furthermore
on the influences on this reversible zone and the spatial arrangement.
Additionally, one can compare PEM and rSOC systems and show the
impact of engineering parameters.

(1) What are the main influences on the reversible zone?

Table 7 gives an overview of the lower and upper limits of the
reversible zone with positive rROL, compiling the results of section 3.1
and 3.2. In this table the base price (ggf = 0.0 and fm = 1.0) is compared
to increased fluctuations and increased gas grid fees. One can see clearly,
that increased fluctuations in the electricity price lead to an increased
width of the economic reversible zone. Increased gas grid fees on the
other hand, strongly decrease the economical reversible zone, as they
decrease the rROL drastically. An exception is the case 2050 with ggf =
12.3 and fm = 2.0, since here higher grid fees only transfer operation
time from FC to EC.

The influence of electrical and thermal coupling to industries (sce-
nario IC) increases the profitability significantly and thus makes larger
regions of the reversible zone profitable, as is shown in Fig. 14.

(2) Do we need spatially concentrated or delocalized reversible
systems?

In section 3.2.2 one can see that the connection to a gas grid infra-
structure, providing gas with low storage costs, is of high importance to
allow a wide profitable reversible zone. On one hand, this means that
reversible systems without gas grid connection can be profitable only for
very specific market prices (narrow economic reversible zone with
positive rROL and only for 2050, see Fig. 11). Having a gas grid
connection allows for a wider reversible zone, making the prospects for
profitability more robust. However, for injecting hydrogen into the grid
comes with safety and quality regulations and compression may be
necessary depending on the injection point in the grid. Therefore,
injecting to gas grids relates to investment costs [61], so this connection
is economically non recommended below megawatt-scale EC-units and
gas lines in proximity. In section 3.2.2 the optimal storage size under
different gas grid fees is determined. It is found that only short-term
storage of Hj is locally feasible.

With a gas grid connection, it is not necessary to place EC- and FC-
unit in one location, the units can be spatially distributed. This delo-
calized system has the advantage of using the gas infrastructure for
distributing energy. In this way, the necessity for strengthening the
electricity grid is reduced. Conversely, a concentrated reversible system

Table 7
Comparison of the positive-rROL-reversible zone electricity-hydrogen-price-
difference limits for the rSOC system under changed market prices.

Parameter setup Lower limit [€/MWh] Upper limit [€/MWh]

2030 2050 2030 2050
ggf = 0.0, fm = 1.0 -53 < —-34 -34 52
ggf = 0.0, fm = 2.0 —-83 < -34 48 108
ggf =12.3, fm = 2.0 - <34 - 133
ggf =12.3,fm = 1.0 - <34 - 21
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is solely dependent on the electricity grid for energy distribution that
can only temporarily shift load and production. The concentrated rSOC
systems offer an investment advantage by increasing the system costs
compared to a pure EC system only slightly (Table 5). This means, that
there can be locations where rSOC systems are economically preferred.
The question of whether concentrated or delocalized reversible systems
are more suitable is a question of the trade-off between the services
provided for the electricity grid by delocalized systems and the invest-
ment advantage of reversible systems since the local hydrogen storage
plays a subordinary role.

A strong impact on the system economy comes from the integration
to consumers as shown in Fig. 13 for two industry types. For delocalized
reversible systems, the locations for a good system integration are easier
to find, as the coupling possibility for only one mode at once should be
met. EC units can be placed by renewable production or the SOEC-
technology can be placed by waste heat sources [39]. The FC units
can independently be placed by electricity and heat consumers like in-
dustries or residential sites. Locations combining both consumption and
production of energy are necessary for concentrated reversible systems
to enable high efficiency of energy usage. Anyway, concentrated
reversible systems may be considered for electrical- and gas-off-grid
applications or emergency energy supply. However, Schone et al.
[62] and Cruz-Soto et al. [63] performed a techno-economic evalua-
tion of power-to-hydrogen-to-power in isolated off-grid communities,
where PtHtP systems need a cost reduction to be competitive with fossil-
fuel-based systems.

Concentrated reversible systems are well suited for locations of
seasonal fluctuating renewable production and heat demand. These
conditions are given in sites which are dominated by room heat demand,
like is the case for many industrial sites and residential areas. The room
heating has a strong seasonal pattern, as can be seen in Fig. 6. Waste heat
of the FC operation can be used for the base heat demand of the room
heating and a small heat pump or electric heater may be employed to
cover peak loads. In this way, the increased electrical grid load for
heating can be reduced in winter. In summer, the concentrated revers-
ible system can produce Hj, especially in regions with high potential for
PV and wind power generation. This helps to reduce concurrent peak
production and balances seasonal production and demand. In this
application the reversible system must be competitive to alternative
heating systems. However, for the required seasonal balancing of pro-
duction and demand, a connection to the storage facilities of the gas grid
is crucial. The gas grid needs to provide fuel for FC operation and the Hy
produced in EC operation may be injected to the grid or consumed by
nearby industries.

(3) Do PEM-EC/FC- or rSOC systems perform better?

As one can learn from Fig. 12, systems with gas grid connection
perform much better than with local Hy storage. In the case of CHy4 grids,
rSOC systems are therefore preferred to PEM systems. However, sites
close to Hy underground storage facilities can perform similarly well like
grid-connected systems. In the case of Hy gas grids the economic pref-
erence of PEM-EC/FC- or rSOC-H2 systems is not clear, since in Fig. 7
one finds, that in the scenario year 2030 the rSOC system and in 2050
the PEM-EC/FC system is more lucrative. This difference in the scenario
years comes from the magnitude of market price fluctuations and the
difference in assumed system cost according to Table 6, which is a big
factor of uncertainty. From Fig. 9 one can conclude that fluctuations
have a higher positive impact on the PEM system, as it can react faster
and with less costs for changing the operation mode (see Table 1). This
means that higher fluctuations point to PEM-EC/FC system. However,
the system cost uncertainty does not allow an absolute comparison of the
technologies.

(4) What is important for rSOC system engineering?
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In the section about sensitivity concerning system parameters (sec-
tion 3.3), one can see that the energy consumed by the rSOC system for
non-active operation is significant for the economics of the system
operation. The time needed to switch between operation modes on the
other hand was found to be irrelevant. In the simulations no high
frequent switching from cold standby to warm operation was observed
in any scenario that is relevant to the application of a rSOC system.
Therefore, no influence of increased heat-up time on the economics is
observed. Even though the choice of 1 h for preheating is already at the
lower limit of reported values. Current SOC stacks allow a heating rate of
1-10 K/min [64,65] which would result in a preheat time of 1 to 7 h. In
section 3.4 the system's degradation was found to be of similar impor-
tance to the economics like inflation. The degradation does not only
impact the investment calculation but also influences the choice of op-
erations, which results in less reversible operation for higher degraded
systems.

5. Conclusions

In this work the reversible zone, where reversible hydrogen systems
have beneficial economics, is determined and studied under the influ-
ence of different market prices. The systems' degradation over the life-
time is found a significant impact on economics and is accounted for by a
novel computationally inexpensive method. This method correlates
active operation time and degradation with the profit made by the
system.

Fluctuating electricity prices are found to be a major influencing
factor for the profitability of the investment into reversible hydrogen
technologies (see section 3.2.1). Higher price fluctuations on any tem-
poral scale cause a much wider zone, when reversible systems are a good
choice, and drastically increased profitability. Furthermore, the thermal
and electrical coupling to industries and district heating can increase the
profitability in any given market price conditions.

In section 3.2.2 the importance of costs connected with the storage of
produced hydrogen is analysed in terms of gas grid fees and investment
costs for local storage vessels for compressed Hy. The results show, that
under high storage costs the profitable reversible zone becomes very
small. Thus, it is risky to make an investment in reversible systems under
such conditions. Furthermore, these investigations show that storing H2
locally is economically feasible only for timescales up to a few hours.

The observations connected with local storage and the importance of
gas grid connection enable us to discuss the applicability of spatially
concentrated and delocalized reversible systems, in section 4 point (2).
Concentrated reversible systems show potential for integration to in-
dustrial and residential areas with waste heat availability, heat demand
and renewable production. Furthermore, these systems may find appli-
cation in off-grid communities and in case of energy safety. It would be
interesting to study the difference in the influence of concentrated and
delocalized systems on the load situation of electricity grids. This can
show different aspects, for these systems application, that are not within
the scope of the present studies.

The answer to the question whether PEM-EC/FC or rSOC systems
perform better is impacted by the high uncertainty of future system
investment costs, especially for rSOC systems. However, in the present
cost scenario the economic preference depends on the specific market
price and coupling scenario. This means that rSOC systems are inter-
esting for application if the cost reduction for rSOC systems, as projected
by Bohm et al. [31], will be observed.

We propose future studies to make investigations concerning the
spatial system arrangement including the specialities of different con-
version technologies, uncertainty of investment costs and the influences
on electrical distribution systems. Such combined study can generate a
clearer outlook for application potentials which is crucial for planning
the structure of future energy supply systems.
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Appendix A. Market price variations for the sensitivity analysis of section 3.2

In this part of the appendix, the methodology, for changing the market prices that are shown in Fig. 4 for the analyses in section 3, is shown.

Changing the spread between electricity and hydrogen price:

To investigate the influence of the price spread between electricity and hydrogen the electricity price is shifted by a constant value. The average
spread for the base scenario between the electricity and hydrogen price (eq. (13)) is —33.0 €/MWh in 2030 and 26.4 €/MWh in 2050. The average
spread between electricity and grid gas price is 31.5 €/MWh in 2030 and 49.5 €/MWh in 2050.

Changing the temporal fluctuations in the electricity price:

The change of the temporal fluctuations is achieved by applying a fast Fourier transform to the electricity price time series, multiplying a section of
the frequency spectrum by a spectrum fluctuation modifier (fm), and transforming this modified spectrum back to the time domain. The spectrum of
the yearly time series with hourly resolution is divided into three regions as follows: Long-term periodicity with frequencies between 1 and 52 a™%,
reflecting seasonal to weekly fluctuations; Mid-term periodicity with frequencies between 52 and 730 a~?, reflecting weekly to halve daily fluctu-
ations; Short-term periodicity with frequencies between 730 and 8760 a™?, reflecting halve daily to hourly fluctuations; Overall periodicities from 1
to 8760 a~ . The spectral amplitudes of these three different frequency ranges are then multiplied by the spectral modifier (fm). The back transform of
this spectrum is the new price time series with a modified long-, mid- or short-term periodicity or overall periodicity.

Variation of gas grid fee:

The grid gas price is shifted by the gas grid fee (ggf). This is equal to the difference in Hy purchase and sales prices for the rSOC-H2- and PEM-EC/FC
system. For the rSOC system the grid gas purchase price is affected, which is not directly related to the H sales price. For ggf > 1 the purchase of gas
from the grid is discouraged. A value smaller than one could be achieved by introducing subsidies for producing Hp.

Appendix B. Degradation

Here the dependence of the annual profit on the degradation parameter d of the reversible systems is discussed (according to eq. (9)). The way of
including the degradation allows us to estimate the economic performance over the systems lifetime based on the calculation for the first year, when
the system is not yet degraded. The operational and storage design optimisation is performed on a yearly hourly-resolved timeseries for different
degradation values and for different operation conditions. This results in different active operation times and choice of operation modes. In Fig. A1 one
can see the calculated points and the fitting curves for the resulting influence of the degradation on the annual profit for a PEM- and a rSOC system. The
degradation decreases the annual profit. Furthermore, a strong dependence of the degradation-influence on the active operation time of the system can
be observed. At higher active operation times the degradational influence is higher, as can be seen in Fig. A1. The least squares optimization algorithm
of SciPy for Python [66] is used for determining the value of the fitting parameter a; of eq. (8). The form of the fitting function (eq. (8)) was chosen
without a constant offset, since at zero operation hours, the influence should vanish. The fitted curves can be seen in Fig. A1. With this fitting curves,
the degradation can be implemented in the techno-economic evaluation, without performing the operation optimisation calculations for the whole
lifetime of the system, but only for an exemplary year. Furthermore, this dependence on changed system efficiency could be used as an easy way to
represent systems of lower efficiency, than the ones investigated here.
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Fig. Al. Change of annual relative profit due to degradation depending on the active operation time for the rSOC- and PEM-technology. The dotted lines show the
applied fitting function, with al the fitting parameter of eq. (8).

The degradation of the system does not only influence the economic performance, but also the optimal choice of operation modes. The change of
operational choice with degradation can be various, as illustrated in Fig. A2. The left graph in Fig. A2, shows a case when the choice between
electrolysis and fuel cell operation is influenced, but no increase of stand-still-time is observed. In this case the reversible zone undergoes only a
displacement with respect to electricity-Hg-price spread but stays constant in its width. In the case of the right graph in Fig. A2, the fast decrease of FC-
H2 and EC operation share consequently decreases the width of the reversible electricity-Hp-price zone. This means, that during the lifetime of the
reversible systems, the width of the reversible zone is decreasing. In the present investigations only the reversible zone on basis of the results for the

non-degraded state is studied, which is the first year of the system's application. This is justified because the influences of fluctuations and gas grid fee
is indicative for any degraded state.
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Fig. A2. Influence of degradation on the operation share exemplary for two different sets of calculation parameters.

Appendix C. Supplementary figures for the investigation of influences on the reversible zone

Here the market price dependence of the rROL together with the operation shares under high electricity price fluctuations (Fig. A3, which extends
Fig. 10) and high grid gas fees (see Fig. A4, which extends Fig. 11) are discussed. Increased fluctuations flatten the operation share curves close to the
EC-FC intersection point, which leads to a widening of the reversible zone. For the increased gas prices especially in 2050 the FC-H2 operation plays a
significant role in contrast to the results for the base grid fee shown in Fig. 7 and Fig. A3 for base and increased fluctuations respectively. In 2030 the
FC-H2 operation cannot play a significant role since price fluctuations are too low. In this case no overlap of EC and FC operation and therefore no
reversible zone with respect to electricity-hydrogen price spread is seen.
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Fig. A3. Dependence of the rROL and operation shares on the electricity-H2-price spread for rSOC, rSOC-H2 and PEM-EC/FC system under overall increased
electricity price fluctuations (fm = 2.0), with highlighted reversible zone.
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Fig. A4. Dependence of the rROL and operation shares on the electricity-Ha-price spread for rSOC, rSOC-H2 and PEM-EC/FC system under high grid gas fees and

base fluctuations (fm = 1.0, ggf equal 202 €/MWh (2030) and 123 €/MWh (2050)), with highlighted reversible zone.

Appendix D. Supplement to industrial coupling

In Fig. A5 one can see the coupling to industry (IC) added in addition to the reference case (RC) to the plot of rROL and share of operations. The
reversible zone is nearly unchanged for the IC-scenario. However, due to the utilization of industry waste heat and electricity self-consumption, the
rROL increases. This allows in 2030 for a wider range of the reversible zone with a positive rROL. In EC operation the industry coupling influences only
the rSOC systems, whereas in FC operation the PEM system gains a higher benefit from the electricity self-consumption. This means for the IC-scenario,
that at the right end of the reversible zone, the PEM system gains an advantage over the rSOC system. On the left end of the reversible zone, the rSOC

system gains an advantage over the PEM system.
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Fig. A5. Dependence of the rROL and operation share with highlighted reversible zone on the electricity-H,-price spread for the coupling scenarios RC (solid) and
IC (dashed).

Appendix E. Storage investment costs

In this investigation one can see the influence of local storage costs on the profitability of the system application. In the case with highly priced grid
connection the FC-H2 operation plays especially in 2050 a significant role. The ideal storage size and the rROL is strongly influenced by the storage
investment costs, as can be seen in Fig. A6. At increasing low storage investment costs from 0 to 5 €/kWh, the ideal storage size decreases drastically.
Low storage costs enable more time of FC-H2 operation and reduce the standby time slightly. Therefore, the system can be operated more profitably
and the rROL increases significantly with decreasing storage costs. This means that the economic performance under high grid gas prices could be
improved greatly if storages with low investment costs would be available. However, this significant increase in rROL can be observed in Fig. A6, it is
not enough to enable an economic self-supply of hydrogen for the RC base scenario. This figure also shows that the influence of the storage price for a
variation between 0.8 and 16 €/kWh is rather small compared to the influence of the coupling scenarios, which underlines the importance of thermal
system integration.
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10 CONFERENCE CONTRIBUTIONS

Here an overview of the relevant conference contributions, that were created in the course

of the work on this thesis, is given.

10.1 C1 NEFI 2021

At the “New Energy for Industry” conference on 6™ of May 2021 a presentation was given
online by David Paczona with the title “Verschaltungsmaoglichkeiten eines reversible
Brennstoffzellensystems fiir den Einsatz in der Industrie und im Energienetz”. This
presentation gave first insights into rSOC systems and their thermal energy streams.

Furthermore, H, storage possibilities and a modelling approach was presented.

10.2 C2 Enlnnov 2022 [88]

On 17™ of February 2022 the presentation entitled “Determining best values of operational
parameters for reversible Solid Oxide Cell Systems” was given online by David Paczona at the
“Energy Innovation Symposium”. The main content was the optimisation of recirculation rate

and fuel utilisation, which was visualized in 2D contour plots showing the system efficiency.

10.3 C3 SDEWES 2022

On 9" of November 2022 the presentation entitled “Integration of a rSOC-System to Industrial
Processes” was given in Paphos at the conference on sustainable development of energy,
water and environment systems (SDEWES) by David Banasiak. This presentation discussed the
thermal energy streams in electrolysis and fuel cell operation of a rSOC system, suggested
suitable industries for a thermal coupling and evaluated with a static approach the efficiency-

advantage of such a coupling.

10.4 C4 IEWT 2023 [89]

On 16™ of February 2023 David Banasiak gave a presentation entitled “Untersuchung der
Kopplung eines rSOC-Systems zur Industrie” at the “Internationale Energiewirtschaftstagung”
(IEWT) conference in Vienna. This presentation concerned the optimal operation of a rSOC
system in different integration scenarios to ambient energy systems based on the solution of

a mixed integer linear optimisation problem.

10.5 C5 Osterreichischer Klimatag 2023 [90]

On 12" of April 2023 David Banasiak presented the poster entitled “H2-Produktion und

Flexiblitat: Untersuchung eines rSOC-Systems in Wechselwirkung mitindustriellen Prozessen”
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at the conference “Osterreichischer Klimatag” in Leoben. The poster contained different
coupling scenarios for rSOC systems to ambient energy systems and operational and economic
results for a optimized operation based on the solution of a mixed integer linear optimisation

problem.

10.6 C6 SDEWES 2023

On 28t of September 2023 David Banasiak gave a presentation entitled “Levelized cost of
hydrogen for an optimally operated rSOC-system in multi-energy systems” at the conference
on sustainable development of energy, water and environment systems (SDEWES) in
Dubrovnik. In this presentation the influence of degradation on the generated profit of a rSOC
system with optimized operation was discussed. Furthermore, this presentation contained the
optimal system sizing for integration to industries with available waste heat, the calculation

of economic parameters and the levelized cost of hydrogen.

10.7 C7 Enlnnov 2024 [91]

On 14" of February 2024 David Banasiak gave a presentation entitled “Reversible und
raumlich getrennte Elektrolye-Brennstoffzellensysteme” at the conference “Energy
Innovation Symposium” (Enlnnov) in Graz. In this presentation a methodology for calculating
grid supportive system powers of electrolysis and fuel cell systems was proposed, which

allowed for identification of suitable sites for spatial concentrated and delocalized system

types.
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