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Abstract
Metamaterials are a class of artificially structured materials with special and often unique ma-
terial properties due to their distinctive unit cell-based periodic architecture. The multiscale
nature of metamaterials in combination with the strong link between material properties and
unit cell geometry creates a high customization and optimization potential. The actual unit
cell geometry, however, can be significantly influenced by the manufacturing process, due to
their frequently very intricate, design. The possibility to predict the effect of the manufactur-
ing process on the geometry is therefore vital for the design process and a comprehensive
optimization of metamaterials. Their special characteristics lead to the necessity of new
strategies tailored specifically towards the design process of metamaterials in order to exploit
their full potential.

This thesis presents two simulation-based frameworks to improve the efficiency of the entire
design process, and to create the first steps towards a comprehensive optimization strategy
for metamaterial parts. Due to the high potential for optimization and the need for an accurate
prediction of geometric parameters after manufacturing, an optimization framework and a
process simulation tool are developed. The optimization framework covers the optimization
of the unit cell distribution in metamaterial components to achieve a predefined deformation
behavior. The process simulation complements the optimization framework by the prediction
of the manufacturing effects of the Digital Light Processing 3D printing method. The developed
optimization framework combines numerical homogenization, stiffness tensor interpolation
and Finite Element simulation-based black-box optimization. A separation into a material
pre-processing part and the actual optimization part results in an improved optimization
efficiency. Furthermore, the addition of an automated material section discretization routine
reduces the dependency of the framework on the user-defined material section discretization,
and improves the convergence behavior. Regarding the process simulation, a cure kinetics
model, a degree of cure-dependent material model and an element activation routine are
implemented into the Abaqus Finite Element software. Thereby, the framework facilitates
the evaluation of effects such as residual stresses, warpage and print accuracy during the
manufacturing process. The developed process simulation uses a modular setup to enable
the ability to choose the level of detail, and the associated computational expense based on
the user’s needs. Additional modules take the effects of the uncured resin surrounding a part
and the temperature evolution due to the exothermic reaction into account.

The simulation-based frameworks developed as part of this thesis represent a success-
ful implementation of custom tools to help with designing metamaterial components thus
providing a starting point for further development of a comprehensive optimization strategy
for supporting their design process.
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Kurzfassung
Metamaterialien sind eine Klasse von Materialien mit künstlich erzeugter Struktur, die auf-
grund ihres charakteristischen Aufbaus, basierend auf periodisch angeordneten Einheitszel-
len, spezielle und ungewöhnliche Eigenschaften aufweisen können. Aufgrund der inhärenten
„multiscale“ Eigenschaften und des starken Einflusses der Einheitszellengeometrie auf Ma-
terialeigenschaften ergibt sich ein hohes Optimierungspotential. Durch den oftmals sehr
komplexen und feingliedrigen Aufbau der Einheitszellen kann deren Geometrie jedoch stark
vom Herstellungsprozess beeinflusst werden. Dies führt dazu, dass die Vorhersage des Ein-
flusses des Herstellungsprozesses auf die Geometrie auch Bestandteil einer umfassenden
Optimierungsstrategie für Metamaterialen sein sollte. Die speziellen Eigenschaften von Me-
tamaterialien erfordern neue, auf deren Eigenheiten angepasste Optimierungsstrategien und
Designprozesse, um das volle Potential dieser Materialklasse ausschöpfen zu können.

In dieser Arbeit werden zwei simulationsbasierte Konzepte vorgestellt, welche einerseits
einen effizienteren Designprozess ermöglichen sollen und andererseits die Grundlage für eine
umfassende Optimierungsstrategie für Bauteile aus Metamaterialien bilden. Aufgrund des
hohen Optimierungspotentials und der Notwendigkeit für eine genau Vorhersage der Einflüsse
des Herstellverfahren auf die Einheitszellengeometrie wurden ein Optimierungsframework
für Metamaterialien und ein Simulationstool für einen 3D Druck Herstellprozess entwickelt.
Das Optimierungsframework beinhaltet eine Methode zur Optimierung der Einheitszellenver-
teilung in Metamaterialien, um ein vordefiniertes Deformationsverhalten zu erreichen. Die
Prozesssimulation ergänzt das Optimierungsframework mit der Möglichkeit zur Vorhersa-
ge der Fertigungseffekte im „Digital Light Processing“ 3D Druck Verfahren. Das entwickelte
Optimierungsframework kombiniert eine numerischen Homogenisierungsmethode, eine
Methode zur Interpolation des Steifigkeitstensors und eine Black-Box Optimierungsmethode,
basierend auf Finite Elemente Simulationen. Die Unterteilung in einen „Pre-Processing“ Teil
und den eigentlichen Optimierungsteil führt dabei zu einem effizienten Optimierungsablauf.
Für ein verbessertes Konvergenzverhalten der Methode sorgt eine zusätzliche Routine zur
automatischen Anpassung der Diskretisierung der Bereiche mit verschiedenen Materialeigen-
schaften. Die in der Finite Elemente Software Abaqus implementierte Prozesssimulation des
3D Druck Verfahrens beinhaltet ein Model zur Berechnung der Aushärtekinetik und ein Model
zur Bestimmung der aushärtegradabhängigen Materialeigenschaften sowie eine Routine zur
Elementaktivierung. Dadurch ermöglicht das Simulationstool die Darstellung von prozessbe-
dingten Eigenspannungen, Verformungen und Abweichungen in der Druckgenauigkeit. Das
entwickelte Simulationstool verwendet einen modularen Aufbau und ermöglicht so die Aus-
wahl des Detailgrades der Modellierung und den damit verbundenen rechnerischen Aufwand,
basierend auf den Bedürfnissen des Anwenders. Der Einfluss des nicht ausgehärteten Harzes,
welches das Bauteil umgibt, auf den Druckprozess sowie die zeitlich abhängige Temperatur-
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verteilung aufgrund der exothermen Aushärtereaktion im Prozess können durch zusätzliche
Module berücksichtigt werden.

Die beiden, in dieser Arbeit entwickelten, simulationsbasierten Tools stellen eine Imple-
mentierung von maßgeschneiderten Methoden für einen effizienten Designprozess von Kom-
ponenten aus Metamaterialien dar und bilden damit auch den Startpunkt für die weitere
Entwicklung einer umfassenden Optimierungsstrategie für Metamaterialien.
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1 Introduction
Artificially structured materials with a wide range of special and often uncommon material
properties, also known as metamaterials, have been known for many years. However, due
to the steady advancement in additive manufacturing (AM) methods, more and more of
these complex structures have crossed the line from hypothetical designs to producible
materials. As a consequence, the topic of metamaterials has attracted attention in the scientific
community in recent years. This resulted in a wide range of different categories including
electromagnetic, acoustic, seismic, thermal, mass transport and mechanical metamaterials
which exhibit material properties such as a negative refraction index, bandgaps, near perfect
absorption, negative thermal conductivity, negative Poisson’s ratio and many more [1]. The
underlying concept, which causes the extraordinary properties of most of the metamaterials,
is their unit cell (UC) based periodic architecture. Therefore, metamaterials are not only
characterized by their constituent material but also, and even more importantly, by their UC
design. For material scientists and engineers this opens up immense possibilities regarding
the development of new customized materials for special purposes.

In the mechanical context, metamaterials allow for exceptional properties like negative
Poisson’s ratios [2], [3], high strength to density ratios [4], [5], deformation-rotation coupling
[6], high energy absorption [7], [8] and the general possibility to shape the stress-strain beha-
vior and deformation behavior as needed [9]. Responsible for these effects is the deformation
behavior of the individual UCs in combination with the spatial periodic stacking [1]. In the
case of lattice structures, the size of the UC can also influence the material properties. Due to
the so called ’size effect’, very small unit cell dimensions can lead to an increase in the strength
to density ratio [5]. Mechanical metamaterials can exhibit isotropic, orthotropic or anisotropic
material behavior and there are 2D extruded as well as 3D variants [10]. There is already a
large number of various UCs to choose from when designing a metamaterial-based part, and
the number of newly developed UCs is still rising. The spatial distribution of the UCs with
different geometric parameters is another degree of freedom when it comes to the design
of metamaterial parts. This creates the means to add property gradients into a part, such as
spatially changing stiffness [11] or changing Poisson’s ratio [12]. Due to the wide range of
achievable overall material properties and the high potential for customizability, the number
of possible applications has increased over the past years and includes fields such as medical,
aerospace, sport, and textile industry.

The design freedom and customizability go hand in hand with the need for appropri-
ate design and optimization tools to harvest the full potential of metamaterial parts. New
strategies are needed to address the complex hierarchical structures with their inherent multi-
scaled design problems. Creating an optimized metamaterial part with all its advantages
needs some additional steps along the design process compared to a part composed of a
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conventional material. When designing a part using conventional materials, the fundamental
properties are given by the material choice, and the part properties can then be tuned by
optimization of the material distribution. In comparison, when designing a metamaterial, the
fundamental material properties are defined by the combination of material choice and the
UC geometry, and therefore can be tuned and optimized by changing the geometric design of
the UC. This tunability of each individual UC in turn allows for the optimization of the spatial
material property distribution to improve the part performance.

A step that is shared with the design process for conventional materials, but plays a more
important role for metamaterials due to their complex structure, is the assessment of the
influences of the manufacturing process on the part geometry. The overall material and
part properties of a metamaterial are strongly affected by deviations in the geometry of
the individual UCs. Due to their small size and often intricate design, manufacturing of a
metamaterial part with a precisely defined UC geometry can be difficult. Thus, knowledge of
the effect of the manufacturing process on the geometry as early as possible in the design
process is vital. Therefore, process simulations are key to a comprehensive virtual design
process of metamaterials. A general overview of the design process and the differences
between the two design approaches of conventional and metamaterial parts are highlighted
in Fig. 1.1.

The overall objective of this thesis is to unlock the full potential of metamaterials during
the design process by developing the basis for an optimization strategy specifically tailored
towards metamaterials. Due to the high potential for optimization of the material property
distribution and the importance of accurate prediction of geometric parameters after manu-
facturing, the intention is to combine these two aspects into one comprehensive optimization
framework. The present thesis focuses on the development of the two indiviudal simulation
frameworks needed to perform the optimization and the manufacturing process effect assess-
ment, which provide the basis for the combined optimization strategy. The combination of
the two parts into one single framework is not part of this thesis and is a topic for future work.

For a metamaterial part, optimization can be performed on two different length scales,
namely on the UC level and the part level. The main approach to bridge the gap between
the UC level and part level is numerical homogenization in order to correlate the UC design
to the effective material properties at the part level. A common optimization approach on
the UC level is to use topology optimization in combination with computational homogeniza-
tion to create metamaterials with defined effective material properties [13]–[15]. The focus
of this work, however, lies on the optimization of entire metamaterial parts and therefore
considers only an optimization strategy on the part level with the usage of parameterized
UCs. On the part level, topology optimization can also be used to generate distributions of
UCs with varying geometric parameters to improve the lightweight performance of a part [11].
However, when looking at the optimization of the deformation behavior or if trying to achieve
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Figure 1.1: Comparison of the design process for a part made from UC-based metamaterials with the
design process for conventional isotropic materials.

specific deformation patterns of a entire part, the commonly used density-based topology
optimization methods are limited in their objective function, and more general parameter
optimization approaches have to be utilized. Methods to solve such parameter optimiza-
tion problems include the combination of evolutionary algorithms with pre-calculated or
analytical correlations between UC geometry and material properties [12].

The objective of the present thesis with respect to the optimization methodology on the
part level is to create a framework for the optimization of the unit cell distribution in metama-
terial parts. Most of the existing methods are limited to specific types of metamaterials by
their choice of design variables or the coupling between effective material properties and
design variables. Therefore, the intention is to develop a universal framework, which can be
used for various objectives and constraints, as well as with multiple types of metamaterials.
At first, simulation tools like standard structure mechanical FE simulation and numerical
homogenization are tested and employed during the development of new UC designs in
preliminary studies. During these studies information and knowledge about the limitations
of the various methods concerning applicability in optimization problems is gathered. This
knowledge of is then used for the development of the optimization framework. The framework
uses a pre-calculated correlation between unit cell parameter and a full homogenized stiffness
tensor in combination with FE simulation-based black-box optimization. The framework is
limited to parameterized UCs in order to decrease the amount of design variables for the
optimization, and thereby increasing efficiency. The initial implementation of the framework
uses a commercial optimization toolbox, and is used to illustrate the concept on simple two-
dimensional test cases. A subsequent implementation extends the framework to include a
more versatile genetic algorithm (GA), implemented in python, and a method for adapting



4 1 Introduction

the spatial material section discretization (MSD). Due to the chosen black-box-based optimiz-
ation strategy, the developed framework offers high adaptability concerning the selection of
optimization objectives and constraints. Furthermore, the general homogenization approach,
using the geometric UC parameters and the full stiffness tensor, provides flexibility regarding
the types of unit cell-based materials that can be used.

Regarding the topic of the manufacturing effects assessment, the present thesis focuses
on AM technologies. AM is the most common way to fabricate metamaterials since it offers
optimal freedom to create the intricate structures and details needed. In AM, a part is built
by adding layers of material based on the computer aided design (CAD) data of the part
[16]. Based on the type of the forming process, AM methods can be classified into material
jetting, binder jetting, vat photopolymerization, powder bed fusion, material extrusion, energy
deposition and sheet lamination [17]. In vat photopolymerization techniques, each layer of the
part is fabricated by curing photo-sensitive resins via illumination from a light source. These
techniques offer a high-resolution with respect to print details and therefore are well suited
to produce complex structures like metamaterials. In the present thesis the focus is set on the
digital light processing (DLP) method, which is a sub-category of the vat photopolymerization-
based techniques. It is based on the projection of a light pattern from a projector or screen
on photo-curable resins and offers the advantage of high resolution in combination with
illumination of the entire layer in one step, and therefore enables fast printing times. For the
DLP method, a reliable modeling approach should include the cure kinetics of the material
including the thermal behavior, a description of the material properties depending on the
degree of cure and temperature of the material, as well as the layer-by-layer build up during
printing. Solving of the combined chemical reaction kinetics and the thermo-mechanical
problem is achieved by using a dedicated multiphysics solver [18] or by including the reaction
kinetics models into standard Finite Element (FE) software [19], [20].

The objective of this thesis with respect to the manufacturing effects assessment is the
development of a modular process simulation framework for the assessment of the printed
geometry in the DLP additive manufacturing process. The framework is based on an FE
simulation including a curing model, an appropriate state of cure-depending material model,
and an element activation routine for modeling the layer-by-layer illumination of the resin.
An FE implementation is chosen, because it is the most common approach in the literature,
and it allows for a good compatibility with the developed optimization framework. In order
to differentiate the developed framework from existing methods, a modular approach with
multiple levels of modeling detail is chosen, which facilitates the possibility to select the
proper degree of model complexity depending on the defined goals and available resources.
The main module of the framework contains the necessary parts in order to model the residual
stresses and warpage after printing, and additional modules enable the consideration of the
effect of uncured resin in cavities and the heat generation during curing.
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The thesis is based on the content of the papers A,B,C,D,E and F. In order to facilitate readab-
ility Part I of the thesis is divided into Section 2 and Section 3, which each stands for a separate
framework, as is shown in Fig. 1.2. Both sections contain a corresponding discussion of the
state of the art, as well as a description of the methods used and the respective publication
overview. Section 2 and Section 3 are summarized in a combined conclusion. A list of all
underlying papers and their full-text versions are given in Part II

Figure 1.2: Partitioning of the thesis into separate sections with respect to the different steps along the
design process of a metamaterial part.
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2 Metamaterial Optimization
In this section, the development of a framework for the optimization of the UC distribution
on a metamaterial part in order to achieve a defined objective is described. A predefined
deformation of a part under a specific load case is chosen as an example of an objective.
The aspiration is to create an efficient and flexible framework by combining FE simulation-
based black-box optimization strategies, numerical UC homogenization and stiffness tensor
interpolation. The basis of the proposed method is the capability of mechanical metamaterials
to change their material properties by modifying geometric parameters of the UC.

2.1 State of the Art - Metamaterial Optimization

The inherent multi-scale nature of metamaterials enables the possibility for optimization on
different length scales. On the one hand, there is the option to optimize the UC in order to
achieve a specific goal regarding the overall mechanical properties, and on the other hand,
there is the possibility to optimize the distribution of UCs on the part level. One key factor
in both options is the correlation between the design of the UC at the micro scale, and the
resulting macro scale material behavior at the part level. Homogenization is a common tool to
bridge the gap between the two scales, and it can be used to predict the effective macroscopic
properties based on the response of the underlying microstructure [21]. Thereby, it also allows
the substitution of FE models consisting of the complex UCs with a simplified model consisting
of an equivalent homogeneous material. Simple analytical homogenization methods based
on the rule of mixture have been proposed by Voigt [22] and Reuss [23] with the assumption
of uniform strain and uniform stress within a heterogenous material, respectively. More
sophisticated analytical methods are based on the work of Eshelby [24] and include the Mori-
Tanaka model [25], which also approximates the interaction between different phases in a UC.
These models however are limited to linear elastic behavior of UCs with ellipsoidal inclusions.
For more complex UCs, as they often appear in metamaterials, numerical homogenization
methods are commonly used for predicting the material response at the macro scale [26].
They entail the numerical solving of a boundary value problem at the UC level with specific
periodic boundary conditions, and the subsequent calculation of the averaged field variables
in order to create the homogenized macroscopic properties [27]. This procedure assumes an
infinitesimal small UC on the macro scale, and therefore has limitations regarding the size
difference between the macro scale and UC size [28]. Furthermore, local effects such as stress
concentrations or local deformation behavior cannot be predicted when using a homogenized
representation of a given metamaterial.

For the optimization of metamaterial parts, the general concepts of structural optimization
can be applied. In structural optimization there are three categories: size optimization, shape
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optimization, and topology optimization [29]. In size and shape optimization, the basic
topology of a structure is prescribed, and only individual geometric parameters are used as
design variables for the optimization process. Topology optimization, on the other hand, uses
the entire material distribution inside a given design space for the optimization. Concerning
structural optimization for metamaterials, both the parameterized shape optimization [9], [12],
[30]–[33] as well as topology optimization [11], [13]–[15], [34]–[36] have been used. Although
the focus of this thesis lies on the optimization of the UC distribution on the part level, for the
sake of completeness the next paragraphs also include a short summery of existing methods
for the optimization on the UC level.

On the UC level, topology optimization in combination with numerical homogenization is
a common approach to design and optimize metamaterial UC geometries. Schwerdtfeger
et al. [13] used the well-known Solid Isotropic Material with Penalization (SIMP) method to
improve the auxetic behavior of an initial UC design. To create periodic UC-based materials
with a prescribed tangent stiffness tensor, Behrou et al. [14] developed a method using a
numerical homogenization approach for the geometrically nonlinear regime combined with
a SIMP topology optimization approach. Chen and Huang [15] proposed a combination of
a numerical homogenization based on the couple-stress theory and the floating projection
topology optimization method to design 3D metamaterials with auxetic properties. Zhang et
al. [34] combined an asymptotic homogenization with a SIMP-based topology optimization,
and an independent point-wise density interpolation model to enhance the design of bi-
material metamaterial UCs. These are only a few examples, a more detailed review of topology
optimization in metamaterials can be found in [26].

Machine learning technology has also been used on the UC level in order to further increase
the efficiency of various optimization methods in recent years. Challapalli et al. [37] optimized
lattice structures with an inverse machine learning approach using generative adversarial
networks for an improved compression modulus to density ratio. The network was trained on
a data set of lattice structures generated by randomly creating truss connections between a
number of fixed vertices. Kollmann et al. [38] predicted optimal 2D metamaterial UC designs
regarding bulk modulus, shear modulus, or Poisson’s ratio by setting up a convolutional
neural network-based deep learning approach. The network was trained on results from
topology optimization with various optimization settings. Liao et al. [39] used an inverse
design framework with a surrogate model in order to optimize a non-uniform rational basis
spline-based tetra-chiral structure, based on a deep neural network. In another approach
Garland et al. [40] trained a convolutional network on stiffness and elastic wave speed data
from simulations of randomly generated lattice structures, and used the trained network with
a genetic algorithm to optimize new UC designs.

The UC concept in metamaterials not only allows for the optimization of the UC itself but also
for material property gradients by spatially varying the geometric parameter of the individual
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UCs on an object. This principle can be used to optimize the material property distribution on
the part level to create a defined mechanical behavior. For that purpose, topology optimiza-
tion is a widely used tool. Panesar et al. [11] employed the SIMP-based topology optimization
and used the resulting volume fraction distribution to define the underlying UC based on
libraries of lattice and triply periodic minimal surfaces UCs, thus creating functionally graded
parts. This allowed for fast optimization and minimization of the strain energy due to the very
efficient implementation, however, the density based SIMP approach limits the application
with respect to other optimization objectives. To concurrently optimize the stiffness of a
structure and the design of the underlying UCs, Xia and Breitkopf [35] used the Bi-directional
Evolutionary Structural Optimization (BESO) algorithm on both size scales. The definition
of the material properties at each macroscopic material point was done by numerical ho-
mogenization of the optimized cellular material at that point. Zhang et al. [36] proposed a
method combining the parametric level set method on the microstructure level, and the SIMP
topology optimization on the level of the overall structure, with a numerical homogenization
method building the link between the two levels. These concurrent optimization methods
exhibit an excellent capability to improve the performance of parts, as each UC is individually
optimized for the local loads. This advantage, however, comes with the drawback of very high
computational expense and thus limits its applicability.

When working with more general optimization objectives like predefined deformation pat-
terns, the stiffness- or density-based topology optimization strategies are not sufficient, and
other approaches have to be employed. A popular methodology is to use general parameter-
ized optimization in the form of simulation-based black-box methods (black-box optimization).
Black-box methods consists of unknown functions that, given a list of inputs, generate cor-
responding outputs without knowledge of the detailed internal structure [41]. In the case
of simulation-based black-box optimization, the simulations are treated as the unknown
function with only inputs and outputs. A common class of algorithms for the solving of
simulation-based black-box optimization problems are heuristic methods. This includes Ge-
netic Algorithms, Evolutionary Strategies (ES), Simulated Annealing, Tabu Search and Simplex
Search methods [42]. GA and ES are frequently used for structural optimization problems due
to their ability to avoid local optima, handle high dimensionality, and due to their robustness
across a wide rang of problem classes [43]. Both algorithms are based on the concepts of
natural evolution including selection, crossover, and mutation steps. Selection guarantees
the exploitation of solutions with high fitness, whereas crossover and mutation ensure the
exploration of the parameter space and the diversity of solutions.

For the optimization of metamaterials on the part level, and in particular for the optimiza-
tion of the material property distribution in order to create a specific deformation behavior,
parameter optimization with the above mentioned methods GA and ES are used in various
studies. To create structures with a predefined deformation under a given load, Han and
Lu [31] used an evolutionary algorithm with discrete cosine transform encoding to optimize
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the Poisson’s ratio distribution of reentrant honeycomb structures. The fitness evaluation
during optimization was based on the difference between the deformation of linear static
FE simulations and a given deformation target. The calculation of the correlation between
the internal angle in the reentrant cells and the Poisson’s ratio of the individual cells was
done separately, and during optimization an isotropic material model with a fixed Young’s
modulus was used, and only the Poisson’s ratio of the UCs was varied. The proposed method
allowed for efficient optimization, and produced good reproduction of the given deformation
patterns. However, using only a simple correlation between internal angle and effective Pois-
son’s ratio in combination with a fixed Young’s modulus limits the applicability of the method
concerning other types of metamaterials. Yao et al. [12] used a similar approach to optimize
the UC-based Poisson’s ratio distribution of perforated metamaterials to create a defined
lateral deformation of tensile test specimens. They used a differential evolution algorithm
to optimize the distribution of five different UCs with varying Poisson’s ratios inside a test
specimen. The method showed good results for various deformation patterns, but the lack
of a general UC homogenization method limits the applicability concerning other types of
metamaterials. Recently, Liang et al. [33] developed a new method by using a mathematical
relationship between the geometric parameters of individual chiral cells and their deformation
vector under load. Combining it with a GA allowed them to design structures with predefined
complex deformations. This method offers very fast optimization times due to the direct
correlation between UC geometry and deformation. However, it limits the proposed method
to the used chiral UCs. Aside from deformation optimization, Abdeljaber et al. [30] used a GA
to create an optimal distribution of chiral nodes with different geometric parameters inside
a finite flexible beam to reduce the global vibration level. This work shows the versatility of
optimized mechanical metamaterials, but the lack of a homogenization approach and the
highly problem-specific set up of the optimization decreases the transferability of this method
to other problems.

Looking at the state of the art concerning optimization of entire metamaterial parts, three
major approaches can be distinguished: density-based topology optimization on the part
level, concurrent topology optimization on part and UC level, and parameter optimization
with heuristic optimization algorithms. The density-based topology optimization is known for
its efficiency but lacks in flexibility with respect to possible objective functions, and in case of
concurrent topology optimization, the computational expenses increase significantly. In order
to avoid these drawbacks, a parameterized UC in combination with black-box optimization
and a GA are chosen for the framework developed in this work. The choice of a parameterized
UC reduces the optimization variables, and using a GA ensures flexibility regarding the optim-
ization objectives. To improve the developed framework in comparison to the already existing
methods using parameterized optimization, a more general and flexible approach regarding
the possible choices of metamaterial UCs is needed. The existing methods are mostly limited
to a particular kind of UC due to their specific correlation between UC geometry and effective
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material properties. In order to overcome this restriction, the developed framework includes
a general numerical homogenization method for the correlation between UC geometry and
effective material properties. Overall, the objective of this thesis concerning the part optimiz-
ation is to keep the developed framework as general as possible for applicability with various
metamaterials and different optimization objectives, while at the same time keeping it as
efficient and robust as possible.

2.2 Methods and Papers - Metamaterial Optimization

To achieve the desired flexibility and generality of the optimization method, black-box optim-
ization, computational homogenization, and stiffness tensor interpolation are combined into
a single framework. In Fig. 2.1 the proposed concept for a deformation based optimization
of a tri-anti-chiral structure is depicted. To keep it efficient, a sequential approach is chosen
to separate the time-consuming task of creating the correlation between UC parameters
and homogenized material from the actual optimization task. The correlation is created in a
preliminary step by using numerical homogenization and stiffness tensor interpolation. Sub-
sequently, the pre-calculated correlation is used in the optimization step. For high flexibility
regarding the objective function, a black-box optimization strategy based on FE simulations
with homogenized models is used. The underlying UC discretization of the actual part is
represented by partitioning of the homogenized FE models into different material sections.
Preliminary studies with a focus on the development of new metamaterials evaluate the cap-
abilities of homogenization and conventional simulation tools and gather information about
the advantages and limitations of these methods. A detailed description of these studies is
provided in Paper A and Paper B. The initial implementation of the developed framework
using a commercial optimization toolbox and testing of the framework by an exemplary op-
timization of the deformation behavior of tri-anti-chiral metamaterials is described in Paper C.
An Extension of the framework including a variable material section discretization (MSD) and
utilizing a GA is described in Paper D.

2.2.1 Preliminary Studies

In two studies with the primary focus on designing and developing new metamaterials, FE
simulation-based homogenization is used to support the design process. As a fast and ef-
ficient way for assessing the linear elastic material behavior of new UC designs during the
development process the homogenization method is applied. In addition, it is used for evalu-
ating the influence of the geometric UC parameters on the material behavior. Furthermore,
homogenization leads to a reduction in necessary mechanical tests and thus to cost and
time savings during the design phase. In both studies the same numerical homogenization
method, implemented as a plugin in the commercial FE software Abaqus (Dassault Systemes,
Vèlizy-Villacoublay Cedex, France) [44], is used. The method itself is based on six displacement-
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Figure 2.1: Overview of the developed metamaterial optimization concept demonstrated by an example
of a tri-anti-chiral material.

controlled FE simulations of the UCs with unit load cases and periodic boundary conditions.
During the simulations nonlinear material and geometric behavior can be considered, but
due to the generation of a homogenized linear elastic material this effects cannot be trans-
ferred to the resulting material. The result of the homogenization is the entire homogenized
linear elastic stiffness tensor, which is subsequently used to calculate the needed engineering
constants.

The development of a new mechanical metamaterial with independently tunable effective
Young’s modulus in three spatial directions is described in Paper A. The UC of the developed
metamaterial consists of four cubes connected with angled struts in an alternating arrange-
ment, as is shown in Fig. 2.2(a). This arrangement allows for independent variation of stiffness
in the three spatial directions. The design of the UC also allows for a variation of geometric
UC parameters between two UCs, and thereby enables property gradients along multiple UCs.
The development of a chiral-based material which allows for a tunable normal-strain/shear
coupling effect is described in Paper B. Chiral structures are a well known type of mechanical
metamaterials, and due to their wide range of possible material properties, including auxetic
behavior, they are frequently used in relation to optimization tasks [6], [15], [33], [34], [39].
A structure is called chiral if it cannot be superposed to its mirrored image by rotation and
translation alone [45]. It typically consists of circular nodes connected with tangentially at-
tached struts. Under mechanical loading the deformation of the struts leads to a rotation
of the nodes, which can result in an auxetic behavior of the UC [46]. Chiral structures can
be classified by the number of connection struts (tri-, tetra-, hexachiral) or by the type of
symmetry inside the UC (chiral, anti-chiral, meta-chiral) [47]. To enhance the tunability of the
compression/shear coupling effect of tetra-chiral materials, the circular node inside the UC is
changed to a rectangular one and the shape of the bounding box is changed from square to
rectangular in the present study. These changes introduce new geometric degrees of freedom
for tuning of the normal-strain/shear coupling effect, compression modulus and porosity. A
structure comprising of multiple modified UCs is illustrated in Fig. 2.2(b).
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In the case of both developed metamaterials, homogenization of the individual UCs is used
to assess the influence of the geometric parameters on the considered material properties
and demonstrate the improved tunability of the new UC designs. 3D printed samples are used
in compression tests to characterize the compression modulus as well as the shear coupling
effect in case of the tetra-chiral structure. The capability of the homogenization method to
predict the linear elastic material behavior of the newly developed metamaterials is validated
with a standard mechanical FE simulation of the whole test samples as well as with the results
of the compression tests. The comparison of the compression modulus for various sample
geometries for the variable stiffness structure and the shear coupling structure, respectively,
is depicted in Fig. 2.2(a) and Fig. 2.2(b). The results of the comparison show a good agreement
between predicted values of the compression modulus via homogenization, the prediction
via FE simulations of the samples and the actual compression test results. However, due
to the limitation of the used homogenization approach concerning the prediction of only
linear elastic material behavior, other approaches have to be used if nonlinearities are to be
considered.

The gained general knowledge from the preliminary studies regarding the use of homogen-
ization and general FE simulation tools for metamaterials is used to help with the development
of the optimization framework. Especially the selection of a suitable homogenization and
optimization strategy is based on the results of the preliminary studies.

Figure 2.2: Comparison of the compression modulus between experimental results, simulation of full
structures and homogenization of a single UC using different test samples for (a) the variable
stiffness structure and (b) the shear coupling structure.

2.2.2 Initial Optimization Concept

The framework is separated in a material pre-processing part and a black-box optimization part
(Fig. 2.1). In the material pre-processing part, the correlation between the UC parameters and
the respective homogenized material behavior is defined. Before starting with the material pre-
processing, the changeable geometric parameters of the UC and the range of the parameters
have to be defined for the investigated metamaterial. During pre-processing, numerical
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homogenization is performed for multiple UCs with varying values of its geometric parameters
within the defined parameter space. The homogenization method is the same as used in the
preliminary studies. Subsequently, the continuous correlation between UC parameters and
homogenized stiffness tensor is created by linear interpolation between the individual tensor
entries of all the different UCs. The material pre-processing step has to be done only once for
a given metamaterial, and not for each optimization run. The resulting interpolation object
is exported to the black-box optimization part of the framework in order to facilitate a fast
correlation between UC parameters and homogenized material properties during runtime. In
the present thesis, the black-box consists of a FE simulation of the homogenized version of
the given metamaterial part. To account for areas with different UC parameters, the models
are partitioned into multiple material sections. This allows for the clustering of UCs with the
same parameters and results in a reduction of the overall number of variables during the
optimization. Inputs for the black-box are the geometric parameters of the UCs in each material
section, and output is the difference of the deformation of a given point, edge or surface of the
FE model to a specific target deformation under a given load. During optimization, the input
of the black-box serves as design variables for the optimization and the output as result of
the objective function. For the initial concept, the commercially available tool LSOPT (LS-OPT
6.0.0/Livermore Software Technology Corporation, Livermore, CA, USA) with a sequential
metamodel-based optimization with domain reduction is used for the black-box optimization
problem. A detailed description of the initial framework and first test examples, as well as a
discussion of its advantages and limitations can be found in Paper C.

The basis for testing the developed framework is a tri-anti-chiral metamaterial with addi-
tional geometric parameters and a newly developed transition unit cell. The design of the UC
used is based on the work in [3], and the work from Paper B. The additional geometric degrees
of freedom allow for a wide range of obtainable Poisson’s ratios from negative to positive val-
ues. In addition, the design facilitates the variation of the Poisson’s ratio within the structure.
The objective of the optimization tests is the creation of predefined lateral deformations of
simple 2D shapes under tensile load by optimizing the distribution of the tri-anti-chiral UCs.
The FE models for the simulations consist of a homogenized representation of the examined
structures with multiple material sections, representing the areas consisting of UCs with
different geometric parameters. A linear elastic material model defined by a full anisotropic
stiffness tensor is used to describe the material behavior of the homogenized material. The
stiffness tensor in turn is calculated by the interpolation object from the pre-processing step.
For testing of the framework, an interpolation object is created based on the homogenization
of 961 tri-anti-chiral UCs with varying geometric parameters. The accuracy of the interpolation
object is evaluated for 900 points in the parameter space in between the initial data points
used for the interpolation object. The resulting interpolation error is found to be very small
for the stiffness tensor entries, as well as the calculated engineering constants. Furthermore,
the applicability of the homogenization approach used is tested at several values of global
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strains by performing simulations of a fully modelled tri-anti-chiral structure under several
load conditions, and comparing the resulting lateral deformations with simulations of the
homogenized counterpart. The comparison identifies the tensile load case to be the most
critical concerning the deviation between fully modeled and homogenized structures, with a
limit for an accurate representation of 1% global deformation of the structure under tension.

The optimization framework is then tested on various predefined lateral deformation pat-
terns with different numbers of material sections, in which geometric parameters are changed.
Examples of lateral deformation targets under load in Y-direction with the defined material
section discretization of the homogenized part, and the respective results of the optimiz-
ation in terms of the optimized distribution of the Poisson’s ratio are shown in Fig. 2.3(a)
and Fig. 2.3(b). Overall, the results demonstrate the ability to optimize the UC distribution
to create the given deformation patterns for the chosen examples. However, the accuracy
of the framework is significantly reduced for large deformations due to the limits of the im-
plemented homogenization approach. Furthermore, the fixed number and distribution of
material sections have a significant impact on the convergence behavior of the optimization,
and therefore the choice of the material section distribution is a potential area to improve the
optimization framework.

Figure 2.3: Material section discretization, target deformation and the resulting Poisson’s ratio distribu-
tion after optimization for (a) a part with 1x6 material sections and for (b) a part with 4x4
material sections.

2.2.3 MSD Algorithm

In order to improve the generality and the overall convergence behavior of the developed
framework, it is extended with an adaptive material section discretization scheme. The idea
is to link the local resolution of the MSD to a variable field of the optimization with adaptive
updating during run time. Thus, the user-defined initial resolution of the MSD can be kept
coarser, and the necessary knowledge of the required MSD resolution for a good result is
reduced. A more effective MSD is also expected to help with the encountered convergence
problems caused by high resolution MSDs.
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An MSD evaluation algorithm is integrated into the initial framework to enable the adaptive
MSD updating scheme. In order to facilitate this integration, a genetic algorithm [48], im-
plemented in python, is used instead of the commercial LSOPT optimizer. The GA solves an
optimization problem by performing fitness-based selection, crossover, and mutation opera-
tions on a population of variables over multiple generations. The material pre-processing part
with the homogenization and the tensor interpolation is kept unchanged from the initial op-
timization concept. The overall goal of the optimization stays the same, namely the creation of
a predefined lateral deformation under load by optimization of the UC distribution. Likewise,
the processes of setup and solving of the homogenized simulations inside the optimization
loop remains unchanged. The general steps during the optimization are now the following:

1. The MSD algorithm is initialized based on the user input about the minimal and maximal
MSD size and spatial discretization of the given part.

2. For the first run of the GA, the variable sets of the initial population are randomly gener-
ated inside the parameter space of the given UC.

3. The GA optimization is started and the parent selection, crossover, mutation and fitness
evaluation steps are performed for each generation to optimize the UC distribution on
the part.

4. After a user-defined number of generations, the specified field variables are exported to
the MSD algorithm.

5. Based on the field variables and given decision criteria, the MSD is locally updated and
refined.

6. The new MSD is exported to the GA, and a new initial population is built from the last
one with additional variables according to the new MSD.

7. The process starts again at step 3.
8. The entire optimization process is stopped when either the stopping criterion of the

MSD algorithm, or one of the stopping criteria of the GA is satisfied.

The MSD algorithm does not directly influence or control the optimization procedure of the
GA, it only acts as a soft constraint by specifying the local refinement of the MSD depending on
a chosen UC-based variable. Therefore, the effect of the MSD algorithm on the efficiency and
accuracy of the optimization depends on the selection of the field variable. The tri-anti-chiral
structures which are already known from the initial concept are used for testing, and the
gradient of the geometric UC variables is used as the field variable for the MSD updating
algorithm. The variable gradient is chosen since it is directly affected by the resolution of
the MSD, and thereby is able to control the MSD refinement properly. A reduction in the
variable gradients should also lead to a reduction in material property gradients, and thus
reduce the possibility of high stress and strain discontinuities. The variable gradient can also
be seen as an example of a possible manufacturing constraint since high variable gradients
may pose a problem to manufacturability. In the present study the influence of the variable
gradient on material property gradient, stress discontinuities, and manufacturability of tri-
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anti-chiral materials is not explored in detail. The variable gradient is only used to demonstrate
the implementation of the combined MSD and GA algorithm. A detailed description of the
extended framework can be found in Paper D.

The capabilities of the extended optimization framework are again tested with a tri-anti-
chiral metamaterial. Simple 2D rectangular structures with various predefined lateral deform-
ation patterns are used. Initially the extended framework with a fixed MSD is compared to
the initial concept in order to evaluate the performance of the GA on its own. Furthermore,
comparisons regarding variable gradient, convergence, and accuracy are made for various
deformation patterns between optimization with and without MSD updating algorithm. The
GA on its own, without the MSD algorithm, leads to a decrease in performance. However,
the open source python implementation of the GA allows for an easy adaption and imple-
mentation of additional parts as shown with the MSD updating algorithm. Activation of the
MSD algorithm results in a decreased time to reach the same accuracy (maximum fitness)
compared to the initial concept. For the comparison example, the local refinement of the MSD
algorithm leads to a reduction in the number of material sections used, and thereby increases
the efficiency of the optimization. For the tested target deformations, as shown in Fig. 2.4(a),
the activation of the MSD algorithm results in an improvement of performance compared to
the examples with the GA only, as is shown in Fig. 2.4(b). Furthermore, the local refinement of
the MSD scheme leads to a decrease in the mean variable gradient. However, the refinement
can lead to an increase of the variable gradient in individual material sections due to the lack
of a strict constraint on the material gradient. Overall, the extension of the initial concept with
an adaptive material section discretization scheme is another step towards a more generalized
and efficient optimization method.

Figure 2.4: Depiction of (a) the tested target deformation patterns and (b) the respective optimization
runtimes to achieve the maximum fitness with and without activated MSD algorithm .
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3 Process Assessment DLP
This section describes the development of a simulation framework to predict the influences of
the manufacturing process on geometry and material properties in the photopolymerization-
based DLP 3D printing process. The goal is to create a modular framework with flexibility
regarding the modeling detail and characterization effort. To this end, a base module with
the capabilities to model the layer-by-layer build, evolution of the degree of cure, and the
cure-depending material properties is developed. Additional modules include modeling of
the uncured resin surrounding the part during printing and modeling of the curing-induced
temperature generation and distribution.

3.1 State of the Art - Process Assessment DLP

During DLP 3D printing, an object is built layer-by-layer via polymerization of a photo sensitive
resin. Each layer is cured by illumination with the light pattern of the cross section of a
correlating slice in the part. Regarding the overall function and process steps, the DLP method
can be subdivided in ’bottom-up’ and ’top-down’ techniques. The two methods differ in the
location of the light source and the movement of the build platform in relation to the resin
vat. The present simulation framework models the steps of the ’bottom up’ variant because it
is the most common variant. The first step in 3D printing an object is to create the CAD design
of the part to be printed, and slice it with the specified layer thickness in order to create the
information about the individual layers. Next, the illumination time for each layer, as well as
the movement speed of the build platform have to be set. After starting the DLP print job, the
build platform is lowered into the resin vat until the distance between platform and bottom of
the vat is equal to the specified layer thickness. The light source is switched on and the resin
is illuminated with the pattern of the current layer of the part. After the specified illumination
time, the platform is moved up and the now cured layer is thereby removed from the bottom
of the vat. For the next layer, the platform is again lowered into the resin vat until the distance
between the last layer and the bottom of the vat equals again the specified layer thickness,
and the curing process is repeated with the next layer pattern.

The light pattern in a DLP process is produced via a digital micromirror device (DMD) inside
a DLP projector, or with a simple liquid crystal display (LCD) screen [49]. Due to the pixel-based
light sources each layer is only an approximation of the original part geometry. Therefore, the
smallest possible detail depends on the size of the individual pixels, which in turn is subject to
the overall size of the projection area and the resolution of the light source. A higher resolution
of the source thus leads to a better approximation of the original geometry. In modern printers
a resolution of up to 4k is already possible with DMD-based systems [49] or up to 8k for LCD-
based systems [50]. Due to the layer-by-layer nature of the printed parts there is also a ’stair
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case’ effect in the printing direction perpendicular to the image plane of each layer. The
severity of the effect depends on the chosen thickness of the individual layers. Common used
layer thicknesses range from 12 to 150 µm [51]. In order to avoid this effect, the continuous
liquid interface production (CLIP) method has been developed [52]. The basis of this method
is the inclusion of an oxygen permeable window below the projection plane which results
in a thin zone where polymerization is inhibited. This allows for the continuous building of
the part without adhesion to the bottom of the vat and individual layer illumination. Further
improvements to the method have been made regarding multi-material printing [53]–[55]
and processable materials [56]–[58].

In DLP as well as other stereolithographic processes, the curing of the individual layers is
based on photopolymerization reactions. In this process the cross linking is triggered by the
illumination with light at a specific wavelength. A photo initiator is required to convert the en-
ergy from the photons to create the reactive species which advances the chain growth through
the reaction mechanism. The two polymerization mechanisms in 3D printing applications are
radical- and cationic polymerization [59]. In radical polymerization, four types of reactions
are involved: generation of radicals (initiation), addition of the radicals to the monomers
(propagation), atom transfer and atom abstraction reactions (chain transfer and termination
by disproportionation) and radical-radical recombination (termination by recombination)
[60]. Cationic polymerization, on the other hand, depends on the formation and propagation
of positive ionic species [61]. Examples for frequently used materials in photopolymerization
and DLP printing are (Meth)acrylate monomers/oligomers [59] and diglycidyl ether (DGEBA)
[62] for radical and cationic systems, respectively.

An essential part for modeling the DLP printing method is an adequate model for describing
the cure kinetics during the process. Common model types to describe the cure kinetics are
mechanistic and phenomenological models [63]. In mechanistic models the concentrations of
all species are considered during the photopolymerization reaction, and therefore they allow
for modeling the detailed effects during the reaction, but with the cost of higher model fitting
and implementation costs. Phenomenological models treat the conversion of monomers as
the only variable and are therefore restricted regarding the modeling detail, however, the
effort for model fitting and implementation is reduced. Both model types are suitable for
the description of the curing behavior of radical as well as cationic polymerization reactions
in additive manufacturing applications. Esposito Corcione et al. [64] used a mechanistic
model, modified from Nelson et al. [65], to describe the curing kinetics up to complete cure,
and the subsequent dark reaction of the cationic polymerization of a commercial epoxy-
based resin for stereolithography. Emami and Rosen [66] developed an improved mechanistic
model for the radical polymerization, taking into account the effect of oxygen inhibition,
species diffusion and the variations in photo initiator absorbance along the thickness of the
illuminated resin. Regarding phenomenological models, a common analytical description of
the curing kinetics is provided by the autocatalytic models proposed by Kamal and Sourour
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[67] and Šesták and Berggren [68]. The capability of the autocatalytic model to predict the
cationic curing of cycloaliphatic (di)epoxides was shown by Voytekunas et al. [69] and by
Golaz et al. [70]. In addition, Rhebein et al. [71] used it for modeling the radical curing of a
commercial acrylate-based photopolymer.

Another key aspect in modeling the DLP printing method is the evolution of the mechanical
properties depending on the changing degree of cure in each layer. Due to the increase in
crosslinking during curing the material properties change until the fully cured state is reached.
Various models for describing the material behavior during curing have been proposed, distin-
guishable by the modeling detail, complexity and numerical efficiency. A common and simple
model is the Cure Hardening Instantaneous Linear Elastic (CHILE) model. It is a linear elastic
model where the Young’s modulus is time independent and changing only as a function of
degree of cure and temperature [72]. Despite its simple assumptions, the model has been
successfully used to describe the formation of residual strains during curing in various applic-
ations [73]–[76]. More sophisticated modeling approaches include the viscoelastic behavior
of the material during the curing process. Early studies were performed by White and Hahn
[77], who proposed a viscoelastic model based on the classical laminate theory to study the
residual stress in thin laminates during curing. Zhu and Geubelle [78] created a more generally
applicable model by considering the full 3D thermo-chemo-viscoelastic problem throughout
the cure cycle of thermoset composites. To find a good compromise between prediction
accuracy and modeling complexity, Zobeiry et al. [79] developed a pseudo-visco-elastic CHILE
model by appropriately calibrating a CHILE model with the viscoelastic relaxation modulus
at a specific time. Regarding photopolymerization, Wu et al. [80] developed a multibranch
nonlinear viscoelastic model using a phase evolution model to describe the coupling between
mechanical loading and crosslink network evolution during the curing process. Recently,
Brighenti et al. [81] proposed a modeling approach to describe the mechanical properties in
polymers obtained via photo-induced polymerization. For that purpose they used a multiphys-
ics formulation including coupling of the chain formation in the liquid resin to a statistical
micromechanical approach in order to describe the evolution of the properties as a function
of the degree of cure.

Although the individual parts describing the photopolymerization process are well studied,
only few frameworks for modeling the DLP process in its entirety have been proposed so far.
Gao et al. [18] developed a multiphysics modeling approach combining a comprehensive
mechanistic cure kinetics model for radical polymerization with a thermo-mechanical material
model considering curing-dependent isotropic linear elasticity and plasticity. The models were
implemented in the multiphysics simulation software COMSOL Multiphysics with routines
to switch from an empty material to the monomer material at the start of each layer, and
illuminate the layer with a given pattern. Zhang et al. [20] proposed a modeling approach
using a mechanistic cure kinetics model in combination with a phenomenological phase
evolution model with curing-dependent equilibrium modulus. The developed approach
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was implemented in the commercial FE package Abaqus using a material subroutine. To
simulate the layer-by-layer process, an inactive element method with additional elements at
the adjacent areas of the part to model, the refilling during shrinkage was used. Westbeek
et al. [19] incorporated a phenomenological conversion law with a simple mathematical
formulation for oxygen inhibition and an elastic material model with a linear dependency
on the degree of cure into a dedicated custom FE code. The model included a detailed light
intensity distribution for each individual pixel, as well as an ‘immersed’ mesh setting to allow
for updating the contour during the curing of each layer.

Looking at the available literature, there is only a small number of already existing sim-
ulation frameworks for the DLP method, and most of them with very detailed modeling of
specific aspects of the process. These detailed models often go hand in hand with a high
material characterization and model fitting effort as well as a high computational expense.
The intention of the framework, developed in this thesis, is to enable the user to choose the
modeling fidelity, and thereby the needed characterization and computational effort based
on the required model accuracy and available resources.

3.2 Methods and Papers - Process Assessment DLP

For the prediction of residual stresses, warpage and print accuracy effects in DLP 3D printing, a
FE-based modeling framework is implemented in the commercial FE software Abaqus with the
help of custom user subroutines. The framework is separated into multiple modules in order to
provide the possibility to choose the level of detail and the associated computational expense
based on the user’s needs. The main modules include routines to model the layer-by-layer
nature of the process, and models for the prediction of the evolution of the material properties.
Element activation and a moving light source is used to represent the layer-by-layer nature,
and the prediction of the evolution of the material properties include models for cure kinetics,
cure-dependent mechanical properties, and chemical shrinkage. Two additional modules are
developed to cover the effect of the uncured resin surrounding a part on print accuracy, as well
as the temperature evolution and corresponding thermo-mechanical behavior caused by the
reaction heat. An overview of the developed framework with its individual modules is detailed
in Fig. 3.1. The individual parts of the modules and the necessary material characterization
for the cure kinetic part are described in Paper E, and a more detailed look at the thermal
simulation of the DLP framework is provided in Paper F. It has to be mentioned, that Paper E
and Paper F have been written with a background in printing of complex electrically conductive
structures. This, however, has no influence on the generality of the developed method nor on
the applicability to the topic of the present thesis.
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Figure 3.1: Overview of the modules and their content inside the DLP process simulation.

3.2.1 Main Modules

The main modules include all necessary parts to perform a basic DLP process simulation
without consideration of heat generation or the effect of the uncured resin around a part.
The general sequence during the simulation is performed in the following way. In a pre-
processing step, the model is prepared and all the necessary process and material data is
specified. At the start of the simulation all elements of the model are deactivated. The curing
of each layer is represented in its own simulation step. At the beginning of each step, the
elements of the appropriate layer are activated, and the virtual light source is moved to the
top of the layer. The illumination is then started and the evolution of the degree of cure is
calculated for all illuminated and active elements based on their distance to the light source.
Simultaneously, the calculations of chemical shrinkage, material property evolution, and
general stresses and strains are performed. This procedure is repeated for all layers until
all elements are activated and the entire printing process is reproduced. In a last step, the
boundary conditions are altered to account for the release of the printed part from the build
platform. A detailed explanation of the main parts of the simulation framework as well as
some example simulations are given in Paper E.

The pre-processing step involves importing of the part geometry, slicing of the geometry
into individual layers, meshing, creation of the correct boundary conditions, and preparation
of the input file with the necessary parameters for the subroutines. The entire pre-processing
step is automated by a python script. In order to decrease the number of elements and thus
decreasing the computational costs in the standard module, the geometry alone is imported
and sliced according to the specified layer thickness without accounting for the surrounding
resin. Recreating the additive nature of the process is done by using an element activation
subroutine. The element activation is controlled by an Abaqus Eventseries specifying the
location of an activation box in space and time during the simulation. In addition, the time
between the element activation steps defines the illumination time of each layer, and the
top coordinate of the current activated layer defines the position of the light source. Using
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the Abaqus Eventseries format therefore allows for the definition of the illumination time,
layer thickness, and light source location of each individual layer. All the Abaqus Eventseries
information is conveniently stored in a single list and can be easily passed to the material
subroutine for use in the cure kinetics model.

Since the surrounding resin is not modeled in the main module, no actual light pattern
needs to be projected onto the elements, and the degree of cure is simply calculated for
all active elements beneath the light source. The cure kinetics modeling is done by using
an autocatalytic model adapted from [70] to calculate the curing rate. A Beer-Lambert law
correlation is used to account for the decrease of the light intensity with the distance to the
light source. This type of curing model has been chosen since it is easy to implement and
because it has previously been successfully implemented to predict the curing behavior of
cationic [70], as well as radical [71] photopolymerization reactions. Furthermore, it offers
a good compromise between modeling accuracy and characterization effort. A potential
drawback of the model used is the inability to account for changes of the composition of
the modeled resin, and therefore it needs to be fitted again each time the resin system is
changed. In order to describe the material behavior during the process, a linear elastic model
is used and the material evolution is described using a multi-step CHILE model adapted from
[76]. It accounts for the change of the Young’s modulus depending on the temperature and
degree of cure, and it can be fitted by simple dynamic mechanical analysis (DMA) measure-
ments. This implementation considers no viscoelastic effects during curing, thus keeping
the material characterization effort low while maintaining the option to be extended to a
pseudo-viscoelastic formulation [79]. To account for the effect of gelation in the model, the
Young’s modulus only starts to rise after the degree of cure has reached a specific threshold
correlating with the gelation of the material. The Poisson’s ratio is assumed to be constant
during the curing process. To model the chemical shrinkage that occurs during the curing
reaction, an additional shrinkage strain is added to the material model. A linear correlation
between the shrinkage and the degree of cure is used, and only takes effect immediately after
the gel point is reached.

Material characterization for the implemented simulation framework is carried out using a
customized epoxy resin with a light induced cationic polymerization reaction. Photo differen-
tial scanning calorimetry (pDSC) experiments at various temperatures and light intensities are
used to fit the parameters for the autocatalytic cure kinetics. A pDSC machine has the same
reaction heat measuring functionality as a standard differential scanning calorimetry machine,
with the additional possibility to illuminate the samples with light at a given wavelength and
intensity. It therefore allows for measuring the light-induced curing reaction and directly
calculating the curing rate over time, depending on temperature and light intensity. The
LSOPT optimization tool is used to find the best parameters for the curing model. The fitted
model is able to accurately reproduce the measured curing rates as exemplarily shown in
Fig. 3.2(a) for three different temperatures. Gel point and maximum shrinkage strain are
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evaluated by photo-rheology measurements. A photo-rheology device offers the possibility
to illuminate the samples with light at a given wavelength and intensity thus allowing the
measurement of the rheological behavior of a material during a light-induced curing reaction.
The gel point is evaluated as the point of cross-over between dynamic shear loss modulus
and dynamic shear storage modulus. Creating the correlation between light intensity and
distance to the light source is done by fitting the Beer-Lambert law parameters with so-called
bottom exposure tests. This involves illuminating a single layer of the material without build
platform on a DLP 3D printer with multiple exposure times and afterwards measuring the
thickness of the printed layer. To characterize the parameters of the CHILE material model,
Young’s modulus values depending on temperature at different curing degrees are needed.
Tensile DMA measurements with samples at various curing states are a proposed method for
the characterization of the material [80]. However, due to problems in sample manufacturing
and the brittle nature of the developed epoxy resin, no mechanical characterization of the
material for a CHILE model could be performed and only data from the literature [76] is used
for the set up of the material model.

In order to test the capability of the framework regarding the prediction of stress evolution
and the resulting warpage, simulations with various parts and process parameter are set
up. Only overall qualitative comparison against similar structures from the literature are
performed, due to the above-mentioned material characterization problems. A simple beam
and bridge-like structure are adapted from [18] and [20], respectively. Fig. 3.2(b) shows the
calculated stress distribution and warpage for the bridge-like structure. The qualitative stress
distribution and warpage after printing show the expected trends and align with the data
from the literature. However, neglecting effects like heat generation during curing and the
additional resin around the part will likely have a negative effect on the accuracy of the
proposed method. The base module is therefore only suitable for qualitative studies of the
overall deformation behavior during printing.

Figure 3.2: (a) Comparison between pDSC results and the fitted autocatalytic model and (b) resulting
residual stress distribution and warpage calculated with the main module for an exemplary
bridge-like structure.
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3.2.2 Uncured Resin Module

Resin elements are added around the printed part, thereby enabling the modeling of effects
like the refilling of space after shrinkage, influence of the resolution of the light source, and
unwanted curing in resin-filled cavities. In order to facilitate the modeling of these effects,
some additions and changes are made to the various parts of the main modules. During pre-
processing, once the imported part is sliced, the information of the slices is stored in a separate
file. Afterwards, the part is replaced by a single cube with the maximum dimensions of the
part to represent the entire uncured resin in the vat. By meshing the cube with an element size
correlating to the pixel size of the actual process, the influence of the resolution of the light
source can also be considered. However, this mostly leads to a very high number of elements
and therefore is only practical for small models or submodels. During the simulation, the layer
activation works the same as in the main modules. For the cure calculation however, only
selected elements are illuminated when using this module. Therefore, the data from the sliced
part is used in a point-in-polygon routine to check if an element is inside the given pattern of
a slice. Only elements inside the pattern are illuminated and thus cured. The cure calculation
itself is carried out in an identical manner to the main module. The verification whether or
not an element is inside the pattern is repeated in each time increment thus allowing for
an element to move into the pattern during curing because of deformation caused by the
chemical shrinkage. At the end of the simulation, the final printed geometry is produced by
deleting all elements with a degree of cure below the degree of cure of the gel point. Since
the cure kinetics model and the material model have not changed compared to the main
module, no additional material characterization is necessary. A detailed explanation of the
implemented module is provided in Paper E.

The capabilities of the framework are shown by simulating a geometry with two channels
perpendicular to the printing direction. In Fig. 3.3(a) the geometry with an overlay of the
resulting geometry and the degree of cure from the process simulation with the uncured
resin module is shown. Material models are the same as for the test of the base module and
therefore only comparison to literature data is possible again. The results of the simulation
show a clear decrease of the cross-section of the channels due to curing inside the resin-filled
cavities, and an area of low degree of cure at the edge of the part due to elements transferring
into the illuminated light pattern during the simulation. Both of these effects are in line with
previous findings [20]. Therefore, it shows the potential of the module to predict process
specific effects on printing accuracy. The advantage of increased model accuracy comes at
the cost of computational efficiency and simulation time. The increase in simulation time is
mainly caused by the increased number of elements, and the addition of the point-in-polygon
routine. This leads to a limitation regarding the size of the geometry used in the simulation,
depending on the layer thickness and chosen element size.
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3.2.3 Temperature Module

In the temperature module, a sequential thermo-mechanical approach is used to calculate the
temperature evolution during curing, and its effect on cure kinetics and mechanical properties.
The approach includes heat generation caused by the exothermal reaction as a main source of
the temperature change in the material during curing. In the sequential approach, a transient
heat transfer simulation is weakly coupled with a mechanical simulation. There is only a
one-way coupling as the temperature field affects the mechanical fields but not vice versa. In
order to facilitate a good transfer of the data between the two simulations, the thermal part
also includes the element activation routine to ensure the same mesh in all time steps for
both simulations. The temperature module can be used with only the base module, or with
the additional uncured resin module. However, due to the significant effect of the thermal
conductivity of the surrounding resin on the temperature distribution, it is recommended to
use the additional module. During pre-processing, the only difference compared to the mod-
ules as described above is the definition of the additional thermal properties and boundary
conditions. The transient heat transfer simulation of the entire process is conducted after
pre-processing. The heat generation from the exothermic reaction is calculated by correlating
the computed curing rate to the theoretical reaction energy of the complete curing reaction
until full cure. The heat flow caused by the light source is neglected as it is insignificant
in comparison to the reaction heat flow. Considering the heat source and the appropriate
boundary conditions, the temperature distribution and evolution is calculated during the
curing of each layer. The resulting spatial and time-dependent temperature distribution is
afterwards transferred to the mechanical simulation for the calculation of residual stresses,
warpage, and print accuracy. The set up and general workings of the subsequent mechan-
ical simulation is identical to the base or uncured resin module, depending on which one is
chosen. The only additional step is the definition of the calculated temperature distribution as
a predefined field. Regarding necessary material characterization, the transient heat transfer
simulation calls for additional material data. To test and validate the implementation of the
thermal simulation, the specific heat capacity and thermal conductivity, as well as curing
kinetics are characterized for a specifically developed acrylate resin. The thermal properties
are only characterized in a fully cured state due to lacking characterization equipment for
liquid samples. Therefore, no cure dependency is considered for the thermal properties. A
detailed description of the set up and implementation, as well as a validation experiment for
the heat transfer simulation inside the temperature module can be found in Paper F.

So far only the transient heat transfer simulation of this module has been tested and
validated. For the validation of the temperature calculation during curing, a simple test
scenario is set up. For that purpose, the resin is illuminated with a simple rectangular shape
for 10s. The illumination is performed without the use of a build platform in order to allow for
the insertion of a temperature measuring probe into the resin in the middle of the illuminated
square. A process simulation with the temperature module is set up for the same scenario with
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the appropriate boundary conditions and material data. For the validation, the calculated
temperature at the location of the temperature probe is compared to the actual temperature
readings of the probe. The comparison shows good agreement between measured and
simulated values (see Fig. 3.3(b)), and only the beginning of the temperature increase is
slightly delayed in the simulation. The results indicate the ability of the proposed approach to
predict the temperature inside the resin during the printing process. Overall, the sequential
approach allows for an easy set up without much additional effort. However, the amount of
additional uncured resin elements needed to create the appropriate boundary conditions
can lead to a high number of elements, thereby decreasing the computational efficiency of
the method. Furthermore, improvement of the accuracy can be achieved by adding degree of
cure-dependent thermal properties to the material model.

Figure 3.3: Results of the additional modules, (a) calculated degree of cure for a part simulated with the
uncured resin module showing the print-through effect, (b) comparison of the temperature
evolution during printing between the simulation with the temperature module and the
experimental validation data.
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4 Summary & Conclusion
The unit cell-based periodic architecture of metamaterials facilitates the creation of materials
with exceptional properties which cannot be achieved with conventional materials. The
inherent multiscale structure of metamaterials allows for a high degree of customizability.
However, utilizing the full potential of metamaterials and their UC-based structure calls for new
approaches during the development cycle of a component. Optimization strategies have to
account for the multiple size scales and the accompanied possibilities as well as complexities.
In addition, knowledge of the effect of the manufacturing process on the geometry of the
individual UCs is vital, as the overall material and part properties are strongly affected by the
UC geometry. Therefore, combining an optimization framework specifically tailored towards
metamaterials, with a methodology for the prediction and consideration of manufacturing
effects is necessary to create a comprehensive optimization strategy for metamaterial parts.
The objective of the present thesis is to provide the basis for such a combined optimization
strategy by developing the two individual simulation frameworks needed to perform the
optimization, and the manufacturing process effect assessment.

In preliminary studies, concerning the design and development of new metamaterials,
knowledge about the applicability of numerical homogenization and general FE simulation
tools during the development of metamaterials is gathered first. In these studies a new
mechanical metamaterial with independently tunable effective Young’s modulus, and a chiral-
based mechanical metamaterial with enhanced tunability of the normal-strain/shear coupling
effect are developed. In both studies, homogenization is used to assess the influence of the
geometric parameters on the considered material properties. Each time, the capability of
the homogenization method to predict the effective material properties is validated with
results of compression tests, as well as standard mechanical FE simulations of the whole test
samples. The comparison shows good agreement of the predicted values of the compression
modulus from homogenization, standard FE simulations and the actual compression test
results. The preliminary studies provide information about the applicability and limits of the
numerical homogenization method, as well as general knowledge about the design process
of metamaterials, and therefore are vital for the development of the optimization strategy.

The presented optimization framework combines homogenization, interpolation, and
black-box optimization into a flexible framework for optimizing the unit cell distribution on
a metamaterial part in order to achieve a given objective. In the present thesis, a specified
target deformation under a given load is chosen as an example objective. To allow for an
efficient correlation of the unit cell geometry and the associated material properties during
optimization, an interpolation object is created in a separate material pre-processing part
of the framework. The interpolation object is generated using linear interpolation between
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the individual entries of the homogenized stiffness tensor of multiple unit cells with various
geometric parameters. A numerical homogenization method is used to calculate the individual
homogenized stiffness tensors. During the optimization, FE simulations of a homogenized
representation serve as the black-box objective functions. For the initial implementation
of the framework, the commercial optimization tool LSOPT is used to solve the black-box
optimization problem. The framework is tested via the optimization of UC distribution of
simple 2D tri-anti-chiral parts to follow a specific lateral target deformation under tensile load.

Results from tests of the initial implementation show good convergence and accuracy for
the given test cases. Furthermore, the structure of the framework with the numerical homo-
genization approach, considering the full elastic stiffness tensor, and the general black-box
optimization method allows for a high flexibility with respect to the used underlying metama-
terial and possible optimization targets. However, the accuracy of the optimization is limited
by the capabilities of the implemented homogenization method. For the test structures used,
the overall global strain has to be kept small in order to ensure a good representation of the
homogenized structures. Furthermore, the convergence behavior is significantly affected
by the spatial discretization of the material sections on the homogenized part during optim-
ization. This highlights the importance of the definition of the spatial discretization of the
material sections for finding a good compromise between convergence and accuracy.

To address the issue regarding the definition of the spatial discretization of the material
sections, the framework is extended to include an automated MSD routine. The goal is to
reduce the user input and the necessary trial and error iterations needed to obtain a good
discretization. In the extended framework, a genetic algorithm combined with a MSD scheme
for local discretization refinement is implemented. The implementation allows for the defini-
tion of soft constraints to steer the local discretization refinement. The framework was tested
again with the same tri-anti-chiral structures, and the discretization is refined based on the
gradient of the geometric UC variables.

For the investigated test cases, the automated local refinement leads to a reduction in
the variable gradient, and to an improved convergence and accuracy compared to cases
without automated refinement. However, as there is no direct link between fitness function
and refinement variable, the effect of the discretization refinement on the convergence and
accuracy is highly dependent on the chosen refinement variable. Moreover, the genetic
algorithm is less efficient and needs more simulation evaluations than the LSOPT optimization
tool in cases with no refinement steps. The high number of required simulations is a general
downside of the proposed framework. Thus, reducing the time needed for the evaluation of
each simulation is a key requirement for future improvements of the framework. For example,
substitution of the FE simulations with data-based surrogate models would be a possible
route for improving the efficiency. Furthermore, the limitations caused by the homogenization
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method chosen are also relevant for the extended framework. Implementation of a nonlinear
homogenization method to expand the range of validity would be an approach for further
improvement of the framework.

The presented process assessment tool for the DLP additive manufacturing process provides
a modular framework for evaluating effects such as residual stresses, warpage, and print
accuracy. The framework is divided into the main modules and two additional modules. The
main modules include all necessary parts to perform a basic DLP process simulation without
consideration of heat generation or the effect of the uncured resin around a part. They are
based on an FE simulation including a curing model, an appropriate degree of cure-dependent
material model, and an element activation routine for modeling the layer-by-layer illumin-
ation of the resin. An autocatalytic model is used to describe the cure kinetics of the resins
based on the temperature and light intensity. A multi-step CHILE model is used to calculate
the temperature and degree of cure-dependent material properties during the process. The
additional modules include the incorporation of the uncured surrounding resin during the
process and the temperature evolution caused by the exothermic curing reaction. The frame-
work is implemented for the Abaqus FE software utilizing subroutines. The necessary material
characterization is performed for an epoxy, as well as for an acrylate resin. The fitting of the
mechanical model cannot be performed due to problems with sample manufacturing, and
therefore literature data is used for the CHILE material model. The function of the frame-
work is tested by simulating the printing process of various simple parts and the temperature
evolution is validated with experiments.

The results of the tests shows the capability of the developed tool to predict the residual
stresses, warpage, and print-through errors caused by the manufacturing process. However,
due to the lack of actual material data, only qualitative conclusions can be drawn. Compared
to other existing frameworks, the implemented framework offers the advantage of a modular
approach with the flexibility to choose the level of detail and computational effort. For a
complete assessment of the developed modules further testing with actual material model
data is needed, as well as validation against test prints in order to evaluate the qualitative
accuracy of the proposed framework. The extension of the linear elastic material model to
include viscoelasticity would be the next step for an improved description of the material
behavior during the curing process.

The two individual frameworks of this thesis present an essential initial part in the process
of creating a comprehensive optimization strategy for metamaterial parts. Both frameworks
represent a step towards improving the design process of components made from metamater-
ials, and as a result also towards unlocking the full potential of this special class of materials.
The goal of future investigations will be combining both frameworks by considering the man-
ufacturing effects during the optimization to further improve the efficiency of the design
process of metamaterial parts.
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a b s t r a c t

Mechanical metamaterials with variable stiffness recently gained a lot of research interest, as they
allow for structures with complex boundary and load conditions. Herein, we highlight the design,
additive manufacturing, and mechanical testing of a new kind of bending-dominated metamaterial.
By advancing from well-established mechanical metamaterials, the proposed geometry allows for
varying the stiffness in the three spatial directions independently. Therefore, structures with
different orientational properties can be designed, ranging from isotropic to anisotropic structures,
including orthotropic structures. The compression modulus can be varied in the range of several
orders of magnitude. Gradual transitions from one unit cell to the next can be realized, enabling
smooth transitions from soft to hard regions. Specimens have been additively manufactured with
acrylic resins and polylactic acid using Digital Light Processing and Fused Filament Fabrication,
respectively. Two different numerical models have been employed using ABAQUS to describe the
mechanical properties of the structure and verified by the experiments. Compression tests were
performed to investigate the linear elastic properties of isotropic structures. Numerical models, based
on three-point-bending test data, have been employed to study orthotropic structures. Compression
test results for orthotropic and anisotropic structures are shown to highlight the independent
variability. The manufacturing of the structures is not limited to the presented techniques and
materials but can be expanded to all available additive manufacturing techniques and their
respective materials. For a video of the compression tests of a specimen with three different
compression moduli along the spatial axes, see the Supplementary Data available online.
© 2021 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).

1. Introduction

The stiffness of a material or structure plays a crucial role in the
design process of products. The demand for versatile materials or
structures with variable mechanical properties is increasing. The
possibility to change or tune mechanical properties opens the
prospect for a new design philosophy. Developments in materials
research made it possible to change mechanical properties by the
use of external fields, e.g. by temperature with shape memory
polymers (SMPs) [1,2], magnetic fields [3], or electric fields [4].
Usually, the bandwidth of variation is limited and can sometimes

only be varied in distinct steps (rigidity switching [5e7]). Variable
mechanical properties can also be achieved with metamaterials
and have gained a lot of interest for structural applications [8,9].
Mechanical metamaterial refers to a structure with unique me-
chanical properties based on its geometry. Lightweight structures
(LSs) and (anti-/meta-)-chiral structures (AMCs) are two examples
of metamaterials, which have attracted increased attention
[10e14]. LSs aim at structures with a high stiffness at a minimal
material expense. They are typically assembled from struts or
plates connected at an angle [15]. AMCs are usually built from rigid
nodes connected by struts [16]. When compressed, the bending of
the struts leads to a rotation and higher packing density of the
nodes, resulting in a negative Poisson’s ratio [17]. Different designs
have been proposed, which allow for 3D structures based on
AMCs [18e21]. Both, LSs and AMCs, can be used to vary the* Corresponding author.
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stiffness of a structure, e.g. by changing the strut thickness or
diameter. The major drawback of using these geometries for vari-
able stiffness structures is that the stiffness cannot easily be varied
independently along the three spatial axes [22]. By varying the strut
diameter in LSs, at least two axes are affected simultaneously. This
can be overcome by having a gradient structure [23]. But this in-
creases the complexity of the structure and the design process. Due
to the rotation of nodes in AMCs, out-of-plane deformation occurs,
which again influences the mechanical properties in at least one
additional axis. In this study, we present the design, manufacturing
and experimental results of a mechanical metamaterial, which al-
lows for varying the stiffness in a broad range and independently
along the three spatial axes. Additionally, structures with local
directional properties can be generated, paving the way toward the
fabrication of ‘multimaterial-features’ with one material, as well as
gradual transitions from soft to hard regions. Five different struc-
tures were fabricated, using two different additive manufacturing
(AM) techniques to demonstrate the versatility of the concept.
Acrylic resin-based specimens were manufactured with Digital
Light Processing (DLP) and polylactic acid (PLA) specimens with
Fused Filament Fabrication (FFF). The proposed metamaterial is not
limited to these two AM techniques but can be manufactured with
all available AM methods, including non-polymer-based ones. The
properties of the structures were determined by mechanical tests
in the form of compression tests. These experiments are compared
to the results of numerical simulations based on the geometry of
the tested specimens and a homogenization technique. Based on
the results of the homogenization, a neural network is used to
predict intermediate values to cover a broader parameter space.
The material model for the simulations is based on three-point-
bending tests. An overview of the presented topics in this paper
is depicted in Fig. 1.

2. Materials and methods

Metamaterials are usually built from unit cells (UCs) and are
stacked in the three spatial directions to create different geome-
tries. First, the design of the UC and its respective geometric pa-
rameters is presented. The initial design allows for a versatile
structure at the cost of amore complex design process. For reducing
the complexity, different simplifications are given for special cases
(e.g. isotropic and orthotropic structures). Next, the design and
additive manufacturing process of the tested specimens is
described. Finally, the experimental setup to obtain the mechanical
properties of the parent material and the specimens is presented.

2.1. Unit cell

2.1.1. Unit cell geometry
Fig. 2 shows a 3D sketch of the UC with indicated cross-sections.

The respective cross-sections are depicted in Fig. 3 ((a): XY-cross-
section, (b): XZ-cross-section). The parameters of the UC are lis-
ted in Table 1. When a compression force is applied, the alternating
arrangement of struts leads to in-plane movement of the cubes but
no out-off-plane deformation. This property makes it possible to
vary the stiffness in the three spatial directions independently.

This set of parameters enables structures with global directional
properties:

1. Isotropic: if D: ¼ DX1¼ DX2¼ DY1¼ DY2¼ DZ1¼ DZ2 and T ¼ Tix¼
Tiy¼ Tiz¼ TX1¼ TX2¼ TY1¼ TY2¼ TZ1¼ TZ2

2. Orthotropic: e.g. if D1:¼ DX1¼ DX2¼ DY1¼ DY2, D2:¼ DZ1¼ DZ2,
T1¼ Tix¼ Tiy¼ TX1¼ TX2¼ TY1¼ TY2 and T2¼ TZ1¼ TZ2

3. Anisotropic (along each axis): if Dx:¼ DX1¼ DX2, Dy:¼ DY1¼ DY2,
Dz¼ : DZ1¼ DZ2, Tx:¼ Tix¼ TX1¼ TX2, Ty:¼ Tiy¼ TY1¼ TY2 and Tz:¼
Tiz¼ TZ1¼ TZ2

The fillets were introduced to reduce mechanical stress peaks,
which would otherwise form in the transition from the struts to the
cubes. By stacking UCs with different parameters, structures with
local directional properties can be obtained. The parameters DX1,
DX2, DY1, …and TX1, TX2, TY1, …allow for a gradient transition be-
tween UCs. For example, a structure with varying stiffness along
one axis can be generated, which would resemble a non-linear
spring with varying spring constants. Another possible design for
the UC of the structure is to have only half of the struts on both
sides of the two cubes, leading to a symmetric UC. But this approach
limits the flexibility of the design because the geometric parame-
ters of the connecting UCs are needed to avoid kinks in the struts
between two adjacent UCs. For the homogenization simulations,
the symmetric UC was used since the numerical tools require
symmetric boundary conditions.

The main focus of this study is the experimental and numerical
investigation of isotropic structures. The reduced set of geometric
parameters for an isotropic structure is listed in Table 2. More com-
plex structures are analyzed numerically. Examples of compression
tests of orthotropic and anisotropic structures are also presented.

2.1.2. Relative density
When designing structures for an application, relative density is

an important parameter. Equation (1) shows the volume Vs of a UC

Fig. 1. Overview of the presented topics in this paper. Blue nodes indicate design and preparation steps, whereas red nodes highlight intermediate and final results. The arrows
connecting the nodes illustrate the interdependency between the individual steps.
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without gradient transition (TX1¼ TX2¼ TX, TY1¼ TY2¼ TY, TZ1¼
TZ2¼ TZ), R ¼ 0 and C ¼ 0. Here, R and C are neglected because they
only account for a small portion of the volume, and it reduces the
complexity of the derived formula. By dividing the volume of the
UC with the volume of the bounding box VBB (equation (2)), the
relative density rrel can be obtained.

VBB ¼ð2AþDX1 þDX2Þð2AþDY1 þDY2Þð2AþDZ1 þDZ2Þ (2)

The resulting relative density rrel,IS for an isotropic structure is

given in Equation (3). Fig. 4 shows the relative density for isotropic
UCs with different ratios of cube length (A) to distance between
cubes (D). With increasing distance between the cubes (D), less
space is filled with material, and the relative density decreases.
Consequentially, the relative density increases with the ratio A/D
and the strut thickness (T).

rrel;IS ¼

8A3 þ 24AD

0
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Fig. 2. 3D sketch of the unit cell with indicated cross section. (a): Complete unit cell, (b): X-Z cross section, (c): XeY cross section.

Fig. 3. Cross sections with geometric parameters of the unit cell. (a): XeY cross section, (b): X-Z cross section.
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2.2. Geometry of sample structures

The compression test geometries were created by stacking UCs
alongside the three spatial directions. For the geometric parameters
in this study, 3e4 UCs per spatial direction were enough to mini-
mize the size effect. The UC parameters for the individual speci-
mens were chosen, such that a volume of 50 � 50 � 50 mm3 could
be filled with an integer number of UCs. On the top and bottom, a 2
mm thick, solid compression surface was added to ensure an
optimal force transmission into the UCs. This results in a total
dimension of the tested specimens of 50 � 50 � 54 mm3. Fig. 5 (a)
shows a CADmodel of a specimen used for compression tests. Table
3 lists the geometric parameters and the weight of the tested
specimens. The values are obtained from a representative spec-
imen. 5 specimens of each geometry were manufactured and
tested.

2.3. Additively manufactured specimens

The specimens were manufactured using two different additive
manufacturing techniques, Digital Light Processing (DLP) and Fused

Filament Fabrication (FFF). Examples of the additively manufac-
tured specimens are depicted in Fig. 5 (b).

An ‘Elegoo Mars’ (Elegoo Inc., Shenzhen, China) UV LCD printer
was employed to print the DLP specimens with the acrylic-based
resin ‘Formfutura Platinum LCD Series’ (Solid Light Grey, Formfutura,
Nijmegen, Netherlands). This material will be referred to as ‘resin’ in
this study. For this printing technique, no support structures were
needed, and a layer height of 0.05 mmwas used. The exposure time
of the first five layers was set to 60 s, and the remaining were illu-
minated for 13 s. After the printing process, the specimens were
cleanedwith ethanol in amagnetic stirrer for 5min. Post-curingwas
performed in a heated UV chamber (‘Formlabs Form Cure’, Formlabs
Inc., Somerville, USA) for 1 h at 80 �C.

The FFF preparation of samples was done with an ‘Ender 3 Pro’
(Creality 3D, Shenzhen, China) and a thermoplastic filament made
of PLA (‘Formfutura Premium PLA Black’, Formfutura, Nijmegen,
Netherlands). By rotating the specimen geometry, only external
support structures are needed and were printed with the same
material. The nozzle and bed temperatures were set to 210 �C and
60 �C, respectively. All specimens were printed with 100% infill and
a layer height of 0.2 mm.

Fig. 4. Relative density for isotropic unit cells for different ratios of cube length (A) to distance between cubes (D). (a): A:D ¼ 2:1, (b): A:D ¼ 1:1, (c): A:D ¼ 1:1.5, (d): A:D ¼ 1:2. The
white areas are geometrically not possible, since T < A.

Fig. 5. Specimens for compression tests. (a): CAD model of the specimen (units: mm), (b): Additively manufactured specimens (from left to right: A, B, C, D, E).
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2.4. Experimental testing

2.4.1. Properties of the parent materials
In order to investigate the properties of the parent materials, 10

three-point-bending samples of each material were printed and
tested according to DIN EN ISO 178 [24] (size: 80 � 10 � 4 mm3),
using a ‘Zwick/Roell Z010’ (Zwick GmbH & Co. KG., Ulm, Germany).
The testing speed was set to 2 mm/min, with a preload of 0.1 MPa
and was performed at room temperature. The DLP specimens were
printed upright to avoid the influence of the first layers being
exposed longer. The FFF samples were printed flat with an infill
direction of 45�/135�. An infill of 100% was used for both materials.
Three-Point-bending tests were chosen because the main defor-
mation in the structure is the bending of struts when a compression
force is applied.

2.4.2. Quasi-static compression tests of specimens
The mechanical behavior of the specimens was investigated by

means of compression tests. The tests were carried out using a
‘Zwick/Roell Z250’ (Zwick GmbH& Co. KG., Ulm, Germany) at room
temperature. The displacement was measured globally and locally
using a digital image correlation system, ‘ARAMIS 4 M’ (GOM
GmbH, Braunschweig, Germany). The specimens were prepared for
the optical measurement by applying a spray pattern. For the
determination of the global displacement, the digital image cor-
relation system was used as a video extensometer. In order to
reduce boundary effects, the virtual extensometers were placed in
the middle of the structure. The top and bottom compression sur-
faces, as well as the outermost column, were excluded (see Fig. 6).
The lengths of the extensometers were 49 mm in the z-direction
and between 30 mm and 40 mm in the x-direction. The tests were
conducted with a deformation rate of 10 mm/min until fracture or

until the specimens were compressed to 14% of their initial length
(whichever came first). For reducing friction, the contact surfaces
between the specimen and the pistons were lubricated with a PTFE
spray (‘CRC Dry Lube-F 32602-AA’, CRC Industries, Inc., Horsham
Township, USA).

3. Finite element analysis (FEA)

In order to simulate the behavior of the specimens under quasi-
static compression, finite element (FE) models were employed us-
ing Abaqus CAE 2019 software [25]. Two different simulation
techniques were used. First, simulations on the full-size structures
were performed to verify the applicability of simulations to
represent the compression tests. Second, a homogenization
method was implemented to reduce the computational cost of the
simulations. The homogenization results were complemented by a
neural network, which was trained to predict mechanical values
based on the simulation results.

3.1. Simulation models

3.1.1. Full-size structures
For predicting global and local properties of the geometry,

simulations of the full-size structures (50 � 50 � 54 mm3) were
conducted. The models were created based on the geometry of the
samples used in the compression tests. The boundary conditions
were defined with the aim of representing the real conditions
during the compression test as accurately as possible. Therefore,
the bottom faces of the geometries were fixed in the z-direction,
and on the top faces of the geometries, a defined force Fwas applied
in the negative z-direction. Friction interaction between the test
specimen and the pistons of the test device was notmodeled due to
the lubricated contact surfaces (see section 2.4.2). The model was

Table 3
Geometric parameters of the tested samples (parameters measuredwith a microscope after manufacturing, relative density obtained from CAD program, values obtained from
a representative sample).

Name A [mm] D [mm] T [mm] R [mm] C [mm] rrel Material Weight [g]

A 5.0 2.5 0.80 0.2 0.1 0.43 PLA 77
B 5.5 3.4 0.76 0.4 0.1 0.35 Resin 80
C 5.0 2.5 0.92 0.4 0.1 0.46 Resin 96
D 4.5 2.0 0.95 0.4 0.1 0.53 Resin 107
E 5.5 3.4 0.80 0.2 0.1 0.34 PLA 67

Fig. 6. Extensometer placement for compression tests (specimen C-2).

Table 1
Geometric parameters of the unit cell.

Name Description

A Side length of cubes
DX1, DY1, DZ1 Distance between cubes (inside)
DX2, DY2, DZ2 Distance between cubes (to next UC)
Tix, Tiy, Tiz Thickness of struts (inside)
TX1, TY1, TZ1 Thickness of struts (to next UC, start)
TX2, TY2, TZ2 Thickness of struts (to next UC, end)
R Radius of fillets
C Overhang of cubes

Table 2
Geometric parameter of isotropic unit cells.

Name Description

A Side length of cubes
D Distance between cubes
T Thickness of struts
R Radius of fillets
C Overhang of cubes
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meshed using tetrahedral quadratic elements, as shown in Fig. 7,
and solved with the Abaqus standard solver. An elastic-plastic
material model was used to describe the material behavior dur-
ing compression. Thematerial model parameters for bothmaterials
analyzed within this study were calibrated based on the experi-
mental three-point-bending test data independently. The elastic
behavior of the model is defined by Young’s modulus and Poisson’s
ratio. The nonlinear behavior is defined by the yield curve (yield
stress/plastic strain). Young’s modulus was directly calculated from
the experimental results of the bending tests. The yield curve was
determined by applying a parameter identification routine in LS-
OPT [26]. The general principle of this method is the comparison
of experimental results to results of simulated bending tests [27].
An optimization algorithm (sequential domain reduction in LS-
OPT) was used to find the material model parameters for the best
fit. In doing so, the bending test was modeled in agreement with
the experimental setup (see section 2.4.1). The parameters of the
material model were then optimized to achieve agreement be-
tween simulation and experimental results of the bending tests.

3.1.2. Homogenization based on unit cell
Homogenization methods are a useful tool when describing

metamaterial properties, as they enable the calculation of macro-
scale properties in a multiscale problem [28]. For this study, a nu-
merical homogenization method was used to assess the influence
of the geometric parameters in the unit cell onto the metamaterial
properties. For the simulations, six separate uniform load cases
with periodic boundary conditions were used. These boundary
conditions can be described with equation (4), which defines the
relative displacement of the opposing boundary surfaces.

uiðx2Þ ¼ uiðx1Þ þ
�
vui
vx

�
ðx2 � x1Þ (4)

Here, uiðx1Þ and uiðx2Þ describe the displacement in the direc-
tion i of two points on the opposite side of the UC and ðvui =vxÞ
being the gradient of the displacement inside the UC in the direc-
tion i. The directions of the applied strains for the different load
cases are depicted in Fig. 8. The volume-averaged global stress of
the unit cell, s, was calculated based on equation (5) for each load
case.

s ¼ 1
VUC

ð
VUC

sðxÞdV (5)

Here, VUC is the volume of the UC and sðxÞ is the local stress
distribution. With linear elastic assumptions, the global stiffness

tensor C is related to the global stress and global strain ε by equa-
tion (6).

s¼ C : ε (6)

The compression moduli of the three spatial directions, Ex, Ey
and Ez were then calculated with the entries of the inverse global
stiffness tensor, Sii (equation (7)).

Ex ¼ 1
S11

; Ey ¼ 1
S22

; Ez ¼ 1
S33

(7)

For the setup of the homogenization calculations, an Abaqus
micromechanics plugin [29], as well as a self-made homogeniza-
tion script, were used. The plugin requires opposite surfaces to be of
the same form. For this reason, a design with only half of the struts
on both sides was used instead of the proposed geometry of the UC
(see Fig. 8), as mentioned in section 2.1.1. The linear-elastic material
properties obtained from the three-point-bending tests were used
to define the material model.

3.2. Performance prediction with machine learning

The number of geometric parameters of the structure results in
a large parameter space, which would need a lot of simulations to
be fully covered. For reducing the computation time, a neural-
network (NN) was used. The NN was implemented with Keras
[30], an open-source NN library written in Python [31]. A Sequen-
tial network with regular densely connected layers was used. The
layer structure is listed in Table 4 (the parameters not listed were
set to default). The input layers dimension corresponds to the
number of parameters relevant for the analyzed geometry. For
example, an isotropic structure has five parameters, and thus, n¼ 5.
First, a set of homogenization simulations, covering the parameter
space broadly, was performed. The NN was then trained with the
simulation results and used to predict the intermediate values. The
activation functions (f1 and f2) of the hidden layers were chosen to
minimize the loss by testing all combinations of available activation
functions (relu, sigmoid, softmax, softplus, softsign, tanh, selu, elu,
or exponential). The output returns the value of interest. For the
results presented in this study, either the compression modulus or
the Poisson’s Ratio were set as the output value. The input data was
scaled to the interval (0, 1) with a MinMaxScaler. For each indi-
vidual analysis, a new NN was trained with 10,000 epochs. The
incorporation of NN to predict mechanical properties of structures
also allows for optimization techniques. Geometric parameters for
a given mechanical property can be obtained by inverting the

Fig. 7. Comparison of meshes used for the simulations. (a): Full-size simulations, (b): Homogenization.
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structure of a trained NN and applying global, constrained, and
non-linear optimization techniques (e.g. simplicial homology
global optimization (shgo) [32]).

4. Results

4.1. Bending test results

Fig. 9 shows the stress-strain curves for the three-point-bending
tests. While the resin specimens fractured at a strain of 6.3%, the
PLA specimens did not fracture within 12% of strain, and the
measurements were stopped. The obtained values with their
respective standard deviation are listed in Table 5. Since the PLA
specimens did not break before the measurements were stopped,
the listed values for the modulus of toughness and strain at break
are only a lower bound, and the real values are higher. The smallest
value of the measurements, calculated up to 12% strain, is listed in

Fig. 8. Individual load cases for the homogenization method. (a): e11, (b): e22, (c): e33, (d): e12, (e): e13, (f): e23.

Table 4
Layer structure for the neural network (n*: the input dimension was chosen according to the number of parameters relevant for the geometry, e.g. n ¼ 5 for an isotropic
structure, **: functions chosen such that the loss is minimized).

Type Input Dimension Output Dimension Activation Function Kernel Initializer

Input n* 20 Tanh Uniform
Hidden 20 20 f1** Uniform
Hidden 20 15 f2** Uniform
Output 15 1 Linear Uniform

Fig. 9. Quasi-static stress-strain curves of the parent materials of 10 three-point-bending specimens each. (a): PLA, (b): Resin.

Table 5
Mechanical parameters obtained from the three-point-bending tests (* no fracture
within 12% strain).

Material
Parameter

PLA Resin

Flexural Modulus [MPa] 3134 ± 81 1798 ± 59
Max. Stress [MPa] 92,7 ± 1,8 63,6 ± 1,6
Strain at Break [%] >12* 6,3 ± 1,2
Modulus of Toughness [MPa] >8.2* 2,68 ± 0,71
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the table. For the FE models, the data was restricted to a maximum
strain of 5%, as recommended in DIN EN ISO 178 [24].

4.2. Compression test results

In the following discussion, the results of the quasi-static
compression tests are labeled ‘nominal’, because the stress and
strain values are calculated with the nominal dimensions of the
structure. These values do not represent ‘real’ or local stresses and
strains within the structure. They were calculated as:

s¼ F
Atotal

(8)

where s is the nominal stress, F is the force and Atotal is the
measured area of the cube (approx. 50 mm � 50 mm ¼ 2500 mm2)
and

ε¼Dl
l0

(9)

with ε being the nominal strain, Dl is the global displacement of
the structure, determined with the extensometer and l0 is the
initial length of the extensometer (z-direction: 49 mm, x-direction:
30 mme40 mm). The Poisson’s Ratio is defined as

n12 ¼ � ε2

ε1
(10)

where ε2 is the strain perpendicular to ε1, caused by stress s1 (1,
2 ¼ x, y, z).

4.2.1. Compression modulus
Fig. 10 shows the stress-strain curves for each of the five addi-

tively manufactured sample geometries ((a) e (e)) and a compari-
son of the curves ((f)). For each sample geometry, five specimens
were tested. Specimen B-5 was excluded from the analysis, as un-
cured resin accumulated in the transition from the struts to the
cubes during printing and was not properly cleaned off. This led to

an increase in the effective radius of the fillets and consequently to
an increase in the compression modulus.

The PLA-based specimens (A and E) showed no fracture but a
collapsing of struts. This is in contrast to the resin-based specimens
(B, C, and D), where a partial fracture of struts was observed (C and
D), or a complete fracture of one strut-row (B) was present. This is
mainly caused by the lower strain atbreak value of the resin when
compared to PLA. The higher toughness of the PLA prevents frac-
ture in this loading regime. The different fracture behavior of
specimen B can be explained by its reduced strut thickness and
higher distance between the cubes when compared to the other
DLP structures. This leads to a higher susceptibility to tensile
forces caused by the in-plane movement of the layers. The other
specimens show comparable mechanical behavior (see Fig. 11 (a)).
First, an elastic regime, defined by the geometric parameters of the
structure, is observed. The compression modulus was calculated in
this regime in the strain range of 0.05%e0.25%, similar to DIN EN
ISO 604 [33]. This does not pertain to specimens B, where a range of
0.5%e1.5% was used. The elastic regime is followed by a plateau
regime, where partial fracture of individual struts takes place. Not
all struts fractured simultaneously, but the individual layers stayed
connected until the end of the measurement. Finally, after the
global deformation has led to the individual cubes touching each
other, the densification regime starts, and the mechanical proper-
ties are defined by the parent material. The modulus of toughness
andmaximum stress were calculated either up to 14% strain or until
fracture (specimen B). The mean values and their respective stan-
dard deviation of the observed mechanical parameters are listed in
Table 6. Fig. 11 and Table 7 show a comparison of the experimental
and simulation results of the compression modulus for the tested
structures. Both simulation techniques are in good agreement with
the experimental values. Only the simulations based on full-size
structures show a higher stiffness than the homogenization re-
sults. This is mainly attributed to the coarser mesh used for the full-
size simulations for computational efficiency reasons. Coarser
meshes with tetrahedron-shaped elements tend to have a higher
stiffness when compared to a finer mesh, especially in bending-
dominated structures [34]. The good agreement between

Fig. 10. Quasi-static stress-strain curves for the compression tests. (a): Specimens A, (b): Specimens B, (c): Specimens C, (d): Specimens D, (e): Specimens E, (f): Comparison of
specimens A e E.
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experimental results and homogenization allows reducing the
computational complexity of the design process since the homog-
enization is much faster than the full-size simulations.

Fig. 12 shows numerical results for compression moduli, based
on calculations with isotropic UCs. For each cube side length (A) in
the range of 0.5 mme10 mm, the strut thickness (T) and distance
between the cubes (D) were varied in the range of 0.2 mme10 mm
and 0.5 mme20 mm, respectively. UCs with T > A are geometrically
not possible, and hence, not included. For each individual plot, a
constant ratio of A/D was chosen. The other geometric parameters
were set to R ¼ 0.2 mm and C ¼ 0.1 mm. First, 2897 FE simulations,
based on the homogenization method, were performed to scan the
parameter space broadly. The intermediate values were calculated
with a neural-network (f1 ¼ sigmoid, f2 ¼ selu) as described in
section 3.2.The material model for PLA was used for the calcula-
tions. Fig. 12 shows the broad range of possible compression
modulus, ranging from 2 MPa to 1700 MPa, which can be obtained
with our structural design. A fixed ratio of A/D ¼ 2/1 is already
suitable to cover a broad range of possible compression moduli,
thus further reducing the parameter space by one parameter and
the complexity of the modeling process. Lower values of A/D allow
for soft structures with subtle changes in stiffness. With increasing
relative density (Fig. 4), an increase of the compression modulus

can be observed. Themost distinct changes in stiffness are observed
with varying strut thickness. This can be explained by the bending
resistance of a rectangular beam. The bending resistance is pro-
portional to the second moment of inertia. Equation (11) shows the
second moment of inertia for the struts in the different spatial di-
rections, excluding structures with gradient transitions (i ¼ x, y, z).
It scales cubically with the strut thickness, while the strut depth,
which is equivalent to the cube side length (A), only affects the
second moment of inertia linearly.

Ij ¼
T3i A
12

(11)

In the limit of D/ 0, a full block of the parent material is ob-
tained, and the compression modulus is given by the parent ma-
terial. Hence, the obtainable compression modulus ranges from a
few MPa to one of the parent materials.

Fig. 13 shows simulation results for orthotropic geometries,
based on the homogenization method and additional full-size
simulations. The strut thickness in the x-direction was held con-
stant at Tx ¼ 0.8 mm, while the thickness in y- and z-direction was
varied from 0.2 mm to 3.0mm simultaneously. The other geometric
parameters were set to A ¼ 5 mm, D ¼ 2.5 mm, R ¼ 0.2 mm and
C ¼ 0.1 mm for all simulations. The compression modulus in the x-
direction only changes from 45MPa to 46 MPa (2.2% change), while
the compression modulus in the y- and z-direction changes from
2 MPa to 1046 MPa (52,200% change). This highlights that the
compression modulus can be varied in each direction indepen-
dently. For verifying the homogenization results, additional simu-
lations with full structures at values of Ty ¼ Tz ¼ 0.2 mm, 0.8 mm,
1.5 mm, and 3.0 mm were performed. The same behavior is
observed, and only the absolute values are higher when compared
to the homogenization results (approx. 55 MPa). This is consistent
with the simulation results for the full-size structures, where

Fig. 11. Compression test results. (a): Quasi-static stress-strain curve for specimen C-4 showing three different regimes when compressed (elastic regime, plateau regime, and
densification regime). (b): Comparison of compression modulus obtained from compression tests and simulations based on the full structures and homogenization.

Table 6
Mechanical properties obtained from the compression tests of the additively manufactured structures (* calculated up to 14% strain, the lowest value is listed, ** no global
fracture but local collapsing of struts, *** only partial fracture of struts).

Sample
Parameter

A B C D E

Compression Modulus [MPa] 46.1 ± 1.5 25.0 ± 2.2 114.1 ± 7.1 282.9 ± 8.5 17.61 ± 0.38
Max. Stress [MPa] >1.1* 0.837 ± 0.068 >3.7* >14.2* >0.58*
Strain at Break [%] - ** 4.40 ± 0.29 - *** - *** - **
Modulus of Toughness [MPa] >0.11* 0.0216 ± 0.0019 >0.27* >0.83* >0.047*

Table 7
Comparison of compression moduli, obtained from compression tests, simulations
based on the full structure and based on the UC homogenization (rounded to the
nearest integer).

Sample
Compression Modulus

A B C D E

Experiment [MPa] 46 25 114 283 18
Full Structure Simulation [MPa] 52 20 115 301 21
Unit Cell Simulations [MPa] 46 17 107 284 17
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higher values are attributed to the coarser mesh of the full-size
structure simulations.

4.2.2. Poisson’s ratio
The strut thickness of the tested geometries is small compared

to the side length of the cubes. Thus, the deformation under
compression is mainly bending-dominated. The bending of struts
leads to an alternating in-plane movement of the connected cubes
in a direction perpendicular to the applied compression.
Although the movement is not restricted, only small deformations
occur, indicating a small Poisson’s Ratio. Fig. 14 (a) shows the strain
perpendicular to the compression direction, εx, as a function of the
strain in the direction of compression, εz, for the geometry with the
highest absolute value of transversal strain (samples D). A com-
parison of the tested geometries for a representative specimen is
shown in Fig. 14 (b). Even for the geometry with the biggest

observed transversal strain at εx ¼ 0:15 % in the linear elastic
regime, this would only correspond to a total deformation of
0.06 mm (extensometer length l0 ¼ 40 mm). Such small de-
formations could not be captured with the measurement setup
used. Hence, the Poisson’s Ratio is discussed with simulation re-
sults only.

Simulation results for the Poisson’s Ratio, based on homogeni-
zation simulations and a neural-network analysis (f1 ¼ relu,
f2¼ linear), are shown in Fig. 15. For each cube side length (A) in the
range of 0.5 mme10 mm, the strut thickness (T) and distance be-
tween the cubes (D) were varied in the range of 0.2 mme10 mm
and 0.5 mme20 mm, respectively. Only isotropic structures are
considered. For each individual plot, a constant ratio of A/D was
chosen. The values of the Poisson’s Ratio vary in the range of
0e0.25.When compared to the stiffness (Fig.12), it can be observed
that the Poisson’s Ratio increases with the stiffness, as well as the

Fig. 12. Calculated compression modulus based on FEA and machine learning for four different ratios of cube length (A) to distance between the cubes (D). (a): A:D ¼ 2:1, (b):
A:D ¼ 1:1, (c): A:D ¼ 1:1.5, (d) A:D ¼ 1:2. The white areas are geometrically not possible, since T < A.

Fig. 13. Compression moduli as a function of strut thickness in y- and z-direction for an orthotropic structure based on homogenization simulations and full structures.
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relative density (Fig. 4). With increasing strut thickness, the main
deformation of the struts changes from bending to compression.
The Poisson’s Ratio is then no longer defined by the in-plane
movement of the cubes, but the compression of the struts. Conse-
quently, Poisson’s Ratio of the structure approaches the Poisson’s
Ratio of the parent material. Additionally, with increasing cube
length (A), more volume is filled with material, and since the
deformation of the cubes is mainly compression-dominated, an
increasing Poisson’s Ratio can be observed. Since the compression
resistance of the cubes is much higher than the bending resistance
of the struts, the strut thickness has a greater influence on the
Poisson’s Ratio.

For a small thickness of connecting struts in the y-direction, no
deformation is expectedwhen a compression force is applied in the
x-direction because each row of cubes moves as a whole. Thus, the
Poisson’s Ratio nxy is expected to be close to zero. Again, with
increasing strut thickness, the Poisson’s Ratio of the structure will
approach the Poisson’s Ratio of the parent material.

4.2.3. Examples of complex structures
For demonstrating the variability of the proposed design, ex-

amples of structures with more complex directional properties
were additively manufactured. The specimens were produced with
an FFF printer, ‘CreatBot F430’ (Henan Suwei Electronic Technology
Co., LTD., Zhengzhou City, China). A thermoplastic polyurethane
(TPU) (‘NinjaTek NinjaFlex’, Fenner Inc., Manheim, USA) was used
as the parent material. The specimens were printed with a nozzle
and bed temperature of 230 �C and 40 �C, respectively. The geo-
metric parameters and the compression test results are listed in
Table 8. The other geometric parameters were set to R ¼ 0.2 mm
and C ¼ 0.1 mm. In contrast to the samples discussed in section 2.3,
no compression surfaces were added. One sample of each specimen
was manufactured and rotated accordingly to measure the prop-
erties in the three spatial directions. The compression moduli were
directly obtained from the compression tests. The tests were per-
formed with an ‘Instron 5500’ (Instron, Norwood, USA) and a
testing speed of 5 mm/min.

Fig. 14. Strain in the perpendicular direction (x) as a function of the strain in compression direction (z). (a): Comparison of strain curves for sample D, (b): Comparison of tested
sample geometries.

Fig. 15. Calculated Poisson’s Ratio based on FEA and machine learning for four different ratios of cube length (A) to distance between the cubes (D). (a): A:D ¼ 2:1, (b): A:D ¼ 1:1, (c):
A:D ¼ 1:1.5, (d) A:D ¼ 1:2. The white areas are geometrically not possible, since T < A.
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The stress-strain curves of the tested specimens are shown in
Fig. 16 ((a): anisotropic, (b) and (c): orthotropic). The anisotropic
sample highlights the tunability of the proposed structure. A video
of the compression tests of the anisotropic sample is available in
the Supplementary Data online. Both orthotropic structures show
good agreement in the directions where the parameters were the
same. Only at higher strain values (>7%) and past the linear elastic
regime, a deviation is observed. This deviation can be caused by the
different layer directions of the struts during the additive
manufacturing process with FFF.

5. Concluding remarks

In this study, a design for a new metamaterial with variable
compression properties was introduced. The bending-dominated
structure permits varying the compression modulus in a broad
range, independently in the three spatial directions. For a small
strut thickness, the Poisson’s Ratio of the structure is close to zero.
The design allows the manufacture of structures for complex load
and boundary conditions with only a few geometric parameters.
The main parameters are the strut thickness (T) and the ratio of
cube length to the distance between the cubes (A/D). This reduced
set of parameters can be used to reduce the complexity of opti-
mization strategies. For example, topology optimization in 3D can
be utilized to further reduce the material consumption of existing
structures. The incorporation of neural networks also opens the
possibility to obtain a set of geometric parameters for a specific
mechanical property. This can be achieved with constrained,
multidimensional global optimization techniques. Since this is
usually a computationally complex problem, the reduction of the
parameter space is beneficial to decrease the computational cost.
Numerical simulations, both on full-size structures and using ho-
mogenization strategies, show good agreement with the experi-
mental compression test results. Examples with variable
directional properties (orthotropic and anisotropic) highlight the
variability and independent tunability of the proposed geometry.
So far, only linear elastic properties were investigated for the pro-
posed geometry. Further studies on plastic deformation and frac-
ture behavior are of importance for future applications.
Additionally, studies with locally varying unit cells or gradient
transitions are to be expected for future investigations. A patent

application has been filed for the design of the structure and is
pending.
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A B S T R A C T   

Different designs for mechanical metamaterials with tunable normal-strain shear coupling effect have been 
demonstrated over the last years. Their adjustable shear deformation makes them suitable as building blocks for 
soft robotics applications or structures with a desired deformation behavior, such as shape morphing structures. 
Herein, we present a modified 2.5D and 3D chiral-based mechanical metamaterials with tunable normal-strain 
shear coupling effect and Poisson’s Ratios close to zero. Advancing from conventional chiral-based meta-
materials by introducing additional geometric freedoms into the design of the unit cell, a broad range of shear 
deformations, compression moduli and porosities can be achieved. 2.5D specimens with selected geometric 
parameters were additively manufactured with polypropylene using Fused Filament Fabrication. Compression 
tests were performed to investigate the mechanical properties and shear deformation. Two different numerical 
models were employed using ABAQUS to study the influence of the geometric parameters onto the mechanical 
properties and were verified by the experiments. The numerical material models were based on three-point- 
bending test data. The three-dimensional design was investigated with numerical simulations based on a ho-
mogenization approach to cover a broad range of geometric parameters.   

1. Introduction 

Metamaterials are architected materials that exhibit properties and 
capabilities usually not found in conventional materials [1]. Meta-
materials with unusual optical [2], acoustical [3] and thermal [4] 
properties have been demonstrated. Mechanical metamaterials [5–8] 
exploit the deformation behavior of carefully constructed structures to 
obtain uncommon mechanical properties. These properties include, but 
are not limited to, lightweight structures [9–12], variable stiffness 
structures [13–15] and structures with zero or negative Poisson’s Ratio 
[16–21]. Some mechanical metamaterials exhibit more than one un-
usual mechanical property. Tetra-chiral based structures [16,22–24] 
usually have a Poisson’s Ratio of zero, or close to zero [25], similar to 
cork [26]. They are typically composed of circular or point-like nodes 
with tangentially attached struts. Under compression, the bending of the 
struts leads to a rotation of the nodes and subsequent shearing of the 
structure. Thus, showing an additional normal-strain shear coupling 
effect. Different (2.5 D) designs exploiting this effect have been 

demonstrated, e.g. chiral-based structures with semicircular [27], V- 
shaped [28] or cosinoidal beams [29]. The shear coupling effect was also 
demonstrated in three-dimensional mechanical metamaterials to create 
twisting structures [30]. Advancing from an observation in a previous 
study on asymmetric tetra-chiral structures [16], where the introduced 
asymmetry lead to a decreasing shear coupling effect, we present a 
modified design for a chiral-based mechanical metamaterial with 
improved tunability of the normal-strain shear coupling effect. By 
changing the circular or point-like node to a rectangular node and the 
square bounding box of the unit cell to a rectangular bounding box, new 
degrees of geometric freedom are introduced. Those degrees of freedom 
allow to tune the normal-strain shear coupling effect, compression 
modulus and porosity of the proposed structure simultaneously in a 
broad range. In metamaterials the properties of interest are usually not 
independent, but are correlated to each other. By introducing the new 
degrees of geometric freedom, this dependency can be reduced or cir-
cumvented. For example, the presented design allows to create struc-
tures with the same shear-coupling effect at different stiffnesses. This 
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permits to expand the capabilities of metamaterial mechanisms [31,32] 
and soft adaptive structures for soft robotic applications [33]. Herein, 
we present the design, additive manufacturing (AM), experimental test 
results and numerical investigation of different tetra-chiral based 
structures. Seven structures with different shear coupling effect, porosity 
and compression modulus were additively manufactured with Fused 
Filament Fabrication (FFF) using a filament made of polypropylene (PP). 
The mechanical properties of the structures were obtained by means of 
mechanical tests in the form of compression tests. The investigations 
were complemented by numerical simulations based on finite element 
analysis (FEA). Two different simulation techniques were used. First, 
full-scale simulations based on the geometries of the tested sample 
structures were performed to investigate the deformation behavior 
during the compression tests. Secondly, a homogenization technique 
was used to cover a broad range of geometric parameters and their in-
fluence onto the mechanical parameters. The material model for the 
numerical simulations was based on three-point bending tests. In addi-
tion to the 2.5 D design, we also present a three-dimensional version of 
the proposed structure with tunable shear coupling effect in one addi-
tional dimension. Different three-dimensional designs based on chiral 
unit cells have been demonstrated in literature. They can either be 
constructed by connecting 2.5 D cells at their protruding struts at 
various angles [22,30,34] or a chiral arrangement of struts to a regular 
grid of nodes [35–37]. Derived from the presented 2.5 D structure, the 
three-dimensional version consists of a regular grid of variable cuboids 
with chiral connections. This permits to create structures with specified 
shear deformation in two spatial directions by applying a (compression) 
load in one direction. Similar to the 2.5 D variant, additional geometric 
parameters allow to tune the mechanical response of the structure with 
more control. The mechanical properties are obtained from numerical 
simulations based on the homogenization approach. 

2. Materials and methods 

Metamaterials are usually composed of an arrangement of unit cells 
(UCs). The UC already possesses the special properties of interest. By 
stacking them in the spatial directions, metamaterial structures for an 
application are created. In this section, first the design and the charac-
teristic parameters of the UC are presented. Next, the design and addi-
tive manufacturing process of the investigated sample structures are 
described. Finally, the experimental setup and evaluation methods to 
obtain the mechanical properties of the parent material and the sample 
structures is presented. 

2.1. Design of the unit cell 

The design of the tunable normal-strain shear coupling UC is based 
on a tetra-chiral structure, a well-established metamaterial [16,22–25]. 
Usually the UC of tetra-chirals is constructed with a square bounding 
box and a circular node in the center. Four connecting struts are then 
tangentially attached to the circular node. In order to allow for more 
geometrical degrees of freedom, we instead use a rectangular bounding 
box and rectangular node with side lengths LxLy and AxAy, respectively. 
Struts with thickness T are connected at the four edges of the node. A 
fillet with radius R at the connection of the strut to the node is intro-
duced to reduce stress concentrations. Another benefit of fillets is the 
reduced complexity for manufacturing since sharp edges are usually 
more time consuming and sometimes impossible to produce. In order to 
create a three-dimensional body, the structure is extruded in the third 
dimension by Lz. Fig. 1 (a) shows the cross-section with indicated di-
mensions of the proposed UC. A three-dimensional view of the UC is 
depicted in Fig. 1 (b). The geometric parameters and their description 
are listed in Table 1. To obtain a valid geometry, the following con-
straints have to be satisfied. 
{

T ≤ Ax < Lx
T ≤ Ay < Ly

(1) 

A chiral unit cell is not superimposable onto its mirror image [38]. 
The strut attachment can either be right-handed or left-handed. In this 
study we present the left-handed variant, but the same principle can be 
applied to obtain a right-handed version. 

The strut angles, α and β, can be derived from this set of geometric 
parameters, resulting in. 
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

α = sin− 1

⎛

⎜
⎝

T
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

A2
x +

(
Ly − Ay

)2
√

⎞

⎟
⎠+ tan− 1

(
Ly − Ay

Ax

)

β = sin− 1

⎛

⎜
⎝

T
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

A2
y + (Lx − Ax)

2
√

⎞

⎟
⎠+ tan− 1

(
Lx − Ax

Ay

)
(2) 

Fig. 1. Unit cell of the proposed structure with tunable normal-strain shear coupling effect. (a) Cross-section with indicated geometric parameters and (b) 3D view of 
the unit cell. 

Table 1 
Geometric parameters of the unit cell shown in Fig. 1 and their description.  

Parameter Description 

Lx, Ly, Lz Length of the bounding box in X, Y and Z direction 
Ax, Ay Length of the rectangular node in X and Y direction 
T Thickness of the struts 
R Radius of the fillet  
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The strut lengths, lx and ly, can be obtained by geometric consider-
ations and are given as. 
⎧
⎪⎪⎨

⎪⎪⎩

lx =
Lx − Ax

2sinα

ly =
Ly − Ay

2sinβ

(3) 

A characteristic value for cellular materials and metamaterials is the 
relative density, ρr, defined as. 

ρr =
ρ
ρ0

(4)  

where ρ and ρ0 are the densities of the structure and the parent material, 
respectively. For a metamaterial or cellular structure made of a single 
material, this relation can be simplified to the ratio of UC volume and 
bounding box volume. For an extruded geometry, this is equivalent to 
the ratio of their respective cross-sectional areas, that is ρr = AUC/ABB. 
The area of the unit cell, AUC, is given by. 

AUC =AxAy
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(5) 

The area of the bounding box, ABB, can be calculated as follows. 

ABB = LxLy (6) 

Fig. 2 shows the relative density as a function of selected geometric 
parameters of the unit cell. It is shown that a broad range of relative 
densities can be obtained for the specified set of geometric parameters, 
ranging from 0.1 to 0.9. With increasing node dimensions, Ax and Ay, the 
relative density increases as well, whereas the relative density decreases 
with increasing bounding box dimensions, Lx and Ly. Similar to the node 
dimensions, the relative density increases with increasing strut thickness 
T. The fillet radius R only has a small influence on the relative density. 
The relative density is also a direct measure of the porosity P of a cellular 
material, that is P = 1 − ρr. 

Note that as Lx = Ly→L, Ax = Ay→0 and R→0 the structure trans-
forms into a square honeycomb structure. By integrating these values 
into the closed-form solution for ρr, we obtain ρr = 2T/L, which is the 
relative density of a square honeycomb structure [39]. 

2.2. Design of the sample structures 

The sample structures for the compression tests were created by 
stacking UCs along two spatial directions. Five identical copies in each 
direction were used to reduce the size effect. The protruding struts were 

excluded to ensure a well-defined contact surface and an optimal force 
transmission into the structure during the compression tests. The exte-
rior dimensions of the sample structures were given by Sx × Sy × Lz 
(refer to Fig. 3 (b) for a sketch of the sample geometries). For the 
structures analyzed in this study, constant values of Lx = Ly = 15 mm, Lz 

= 24.5 mm, T = 1.2 mm and R = 0.2 mm were chosen. The strut 
thickness of 1.2 mm was chosen to be a multiple of the nozzle diameter 
used to manufacture the sample structures, as described in section 2.3. 
The node side lengths, Ax and Ay, were varied in the range of 5 – 10 mm, 
resulting in structures with side lengths of 64 – 69 mm. In total, seven 
different geometries were investigated. A sketch of these UCs is depicted 
in Fig. 3 (a). Table 2 lists the geometric parameters, relative densities 
and weights of the UCs and sample structures finally used for the 
compression tests. The values were obtained after the additive 
manufacturing process and were also used as input parameters for the 
numerical simulations. 

2.3. Additive manufacturing 

The three-point bending test specimens for the parent material 
characterization and the sample structures were manufactured by means 
of an additive manufacturing technique, Fused Filament Fabrication 
(FFF). The preparation was done with a “QIDI TECH X-Plus” (QIDI 
Technology, Rui’an, China) and a filament made of polypropylene (PP, 
“Verbatim PP”, Verbatim GmbH, Eschborn, Germany). PP was our ma-
terial of choice because of its unique combination of relatively high 
stiffness (Young’s modulus about 430 MPa) and good flexibility char-
acteristics. Due to the semi-crystallinity of PP, structures tended to 
shrink during the additive manufacturing process and were prone to 
detach from the build plate. Two measures were taken to prevent this. 
First, at each of the four edges, thin discs (1 layer of 0.28 mm) were 
added to increase the surface area (see Fig. 4 (a)). In contrast to brims or 
rafts, these discs were easy to remove after the manufacturing process. 
Secondly, a thin layer of adhesive, designed for the use with PP 
(“Magigoo Pro PP”, Thought3D Ltd., Paola, Malta), was applied to the 
build plate before the printing of each structure. For the three-point 
bending test specimens no discs were needed and only the adhesive 
was applied. The printing parameters are listed in Table 3. Three ex-
amples of additively manufactured sample structures are shown in Fig. 4 
(b)–(d). For the sake of completeness and to emphasize that these 2.5D 
structures can also be applied in areas, where additive manufacturing is 
not an option, it has to be mentioned that they can also be manufactured 
with conventional techniques, such as laser cutting, water jet cutting or 
milling. However, the 3D structures presented in section 5 can only be 
manufactured via additive manufacturing. Different methods can be 
used for this. These methods include, but are not limited to, powder- 
based manufacturing techniques like selective laser sintering where 
the unsintered powder provides support during the printing process, or 
multi-material capable processes like Fused Filament Fabrication and 
Multi Jet Modeling where additional support material can be used and 

Fig. 2. Relative density as a function of the geometric parameters of the unit cell. (a) Lx and Ly with constant values of T = 1.2 mm and R = 0.2 mm, (b) Ax and Ay 

with constant values of T = 1.2 mm and R = 0.2 mm and (c) T and R with constant values of Lx = Ly = 15 mm and Ax = Ay = 5 mm. 
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removed afterwards. 

2.4. Experimental testing and evaluation 

2.4.1. Properties of the parent material 
The properties of the parent material were obtained by means of 

three-point bending tests. For this, 10 specimens were additively man-
ufactured as described in section 2.3. The size was chosen according to 
ISO 178 (80 × 10 × 4 mm3) [40]. Two exemplary specimens with the 
corresponding dimensions are depicted in Fig. 5 (a). The tests were 
carried out using a “Zwick/Roell Z010” (Zwick GmbH & Co. KG., Ulm, 
Germany) universal testing machine equipped with a Zwick Makro 
extensometer for the precise measurement of the bending deflection (see 
Fig. 5 (b)). A constant testing speed of 2 mm/min and a preload of 0.1 
MPa were used throughout the measurements. All specimens were 

Fig. 3. Design of the sample structures for the compression tests. (a): Unit cell geometries used for the compression tests, the letters correspond to the structure labels 
listed in Table 2 (Lx = Ly = 15 mm, T = 1.2 mm and R = 0.2 mm), (b): Compression test sample with indicated outer dimensions. 

Table 2 
Geometric parameters of the unit cells and sample structures used for the compression tests. The geometric parameters were obtained after the additive manufacturing 
process from a representative sample. The relative density was calculated with Eqs. (5) and (6) and Lx = Ly = 15 mm.  

Label Ax[mm] Ay[mm] T [mm] R [mm] ρr Sx[mm] Sy[mm] Lz[mm] Weight [g] 

A  5.13  5.13  1.18  0.2  0.23  64.00  64.05  24.50  21.66 
B  7.08  7.08  1.20  0.2  0.33  66.15  66.10  24.45  32.13 
C  10.07  10.07  1.20  0.2  0.56  69.00  68.95  24.55  55.35 
D  5.07  6.98  1.17  0.2  0.27  64.25  65.90  24.45  25.87 
E  7.02  5.04  1.23  0.2  0.27  65.90  63.90  24.50  25.84 
F  5.00  10.00  1.21  0.2  0.33  64.00  68.85  24.50  32.28 
G  10.12  5.06  1.19  0.2  0.34  68.80  64.05  24.55  32.19  

Fig. 4. (a) CAD model of a sample structure (structure A) with bottom discs added to increase the surface area during the additive manufacturing process, (b) sample 
structure B-1, (c) sample structure D-1 and (d) sample structure E-1 (the sample structures are shown with the applied spray pattern needed for the optically aided 
compression measurements). 

Table 3 
Printing parameters of the additively manufactured specimens and sample 
structures.  

Parameter Value 

Temperature nozzle / bed [◦C] 240 / 80 
Layer thickness [mm] 0.28 
Line width / nozzle diameter [mm] 0.4 / 0.4 
Printing speed [mm/s] 25 
Infill [%] 100 
Infill orientation [◦] 45/135 
Wall line count 2 
Cooling [%] 20, starting at third layer  
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tested up to a strain of 15 %. No fracture of the specimens occurred 
within this range. The tests were conducted at room temperature. The 
mechanical parameters were calculated from the machine data accord-
ing to ISO 178 [40]. Three-point bending tests were chosen because the 
main deformation of the structure under compression (and tension) is 
based on the local bending deformation of the struts. 

2.4.2. Quasi-static compression tests of the sample structures 
The mechanical behavior of the sample structures was investigated 

by means of compression tests. The tests were carried out using an 
“Instron 5500” (Instron GmbH, Darmstadt, Germany) universal testing 
machine and at room temperature. To match the three-point bending 
tests and to avoid excessive strain-rate influence, a constant deformation 
rate of 2 mm/min was used. The preload was reduced to 0.015 MPa, 
since the compliant structures have smaller load bearing capabilities 
than the dense parent material. To reduce friction, the contact surfaces 
between the specimens and the compression plates were lubricated with 
a PTFE spray (“CRC Dry Lube-F 32602-AA”, CRC Industries, Inc., Hor-
sham Township, USA). The global displacement in the sample structures 
was measured using the digital image correlation system “ARAMIS 4M” 
(GOM GmbH, Braunschweig, Germany). The sample structures were 

prepared for the optical measurements by applying a spray pattern. The 
further analysis of the digital image correlation data was conducted with 
the software tool “GOM Correlate” (GOM GmbH, Braunschweig, Ger-
many). For the determination of the global displacement, the digital 
image correlation system was used as a video extensometer. For each 
sample, five virtual extensometers were placed both, in the longitudinal 
and transversal direction (see Fig. 6 (a)). To reduce the influence of local 
deformations, the samples longitudinal and transversal strain values, εl 
and εt, respectively, were the average of these five virtual extensome-
ters. They were calculated as. 
⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

εl =
1

5l0

∑5

i=1
Δll,i

εt =
1

5l0

∑5

i=1
Δlt,i

(7)  

where l0 = 60 mm is the initial length of the virtual extensometer and 
Δll,i and Δlt,i are the changes in longitudinal and transversal lengths, 
respectively. To characterize the normal-strain shear coupling effect, the 
shear angle of the structure was examined as well. For this, two angles, 
defined by three points each, were used as depicted in Fig. 6 (b). The 

Fig. 5. Three-point bending test specimens and setup. (a) Additively manufactured test specimens with indicated dimensions and (b) test setup with indi-
cated parameters. 

Fig. 6. Evaluation procedure for the compression tests (exemplarily shown for sample B-1). (a) Virtual extensometer analysis paths to obtain the displacement in 
longitudinal and transversal direction (undeformed structure) and (b) angle measurement to quantify the shear deformation of the structure (deformed structure). 
The diffuse surfaces on the top and bottom compression plates were anti-reflection tapes added to improve the image quality. 
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sample’s shear angle denotes the average of those two angle measure-
ments. With the angles defined as in Fig. 6 (b), an angle of 90◦ denotes 
no shearing and angles smaller than 90◦ indicate shearing of the top 
surface to the right. The same evaluation methods to obtain the strains 
and shear angles were used for the simulations based on the full-size 
structures, which are described later in section 3.1. For each type of 
sample structure examined (A – G according to Table 2), three structures 
were manufactured and tested. The reported values are the average of 
these three structures. 

3. Finite element analysis 

Two simulation approaches were pursued to study the influence of 
different geometric parameters on the overall mechanical properties of 
the structure as well as on the normal-strain shear coupling effect. Finite 
element simulations of the fully modeled structures were used to predict 
the mechanical properties and the detailed deformation behavior for 
larger applied global strains. To obtain the global linear elastic material 
behavior of the structure for a large variety of geometric values, a nu-
merical unit cell-based homogenization approach was used. Both 
simulation models were validated with experimental compression test 
results. An illustration of the full-scale 2D model and the extruded unit 
cell (UC) model for homogenization is shown in Fig. 7. 

3.1. Full-size structures 

Prediction of the nonlinear deformation behavior and the normal- 
strain shear coupling effect was done with FE models of the full 
compression test specimens in the finite element software ABAQUS 
(Abaqus 2019/Dassault Systemes, Vélizy-Villacoublay Cedex, France). 
The size and geometry of the models was based on the compression test 
samples described in Table 2. Due to the extruded nature of the geom-
etries, 2D plane strain models were derived from the 3D geometries to 
improve the computational efficiency. Reduced quadratic quadrilateral 
plain strain elements with a side length of 0.3 mm were used to mesh the 
models. The boundary conditions were chosen to represent the condi-
tions during the compression test. Therefore, two additional rigid beam 
parts were added to act as compression plates and the contact to the 
sample was modeled using the general contact algorithm. During the 
simulation the bottom plate was fixed in all dimensions and the top plate 
was moved in negative Y direction to compress the model. To capture 
the nonlinear behavior, the top plate was lowered until a global 
compression strain of 20% was reached. The simulations were solved 
using the Abaqus standard solver with an elastic–plastic material model 
to describe the material behavior during compression. A reverse engi-
neering approach was applied to calibrate the elastic plastic model from 
the bending test results shown in Section 4.1. In this approach, the 
bending test set up was modeled in ABAQUS and the simulated force 
displacement results were compared to the actual test results as further 
described in [11,16]. Using the LSOPT optimization software (LS-OPT 
6.0.0/Livermore Software Technology Corporation, Livermore, CA, 

USA), the material parameters of the elastic plastic model were then 
optimized to create the best fit between simulation and experiment. A 
similar strategy was used to estimate the friction coefficient for the 
contact interaction between sample and compression plate. For this, the 
stress–strain curves of a simulation and the corresponding experiment 
were compared. In an iterative process, the friction coefficient, which 
led to the best representation of the actual test conditions, was then 
determined. This was done for one arbitrarily selected sample. Since the 
testing conditions were kept constant, the friction coefficient was 
assumed to be roughly the same for all experiments. Therefore, the 
friction coefficient μ = 0.04, determined on one model, was used in all 
subsequent simulations. 

3.2. Homogenization 

Homogenization methods enable the calculation of macro scale 
properties in a multi scale problem [41] and therefore allow an efficient 
way to determine the elastic material properties of metamaterials based 
on their UC design [13,16]. For this study, a numerical homogenization 
method was used to assess the influence of the geometric parameters in 
the UC onto the properties with focus on the normal-strain shear 
coupling effect. The homogenization approach is based on the simula-
tions of six separate uniform load cases with periodic boundary condi-
tions on the bounding box surfaces of the UC [42]. These boundary 
conditions can be described with Eq. (8),which defines the relative 
displacement of the opposing boundary surfaces. 

ui(x2) = ui(x1)+

(
∂ui

∂x

)

(x2 − x1) (8) 

Here, ui(x1) and ui(x2) describe the displacement in direction i of two 
points on the opposite sides of the UC and (∂ui/∂x) being the gradient of 
the displacement ui inside the UC between the two points. The applied 
global strain ε = (ε11, ε22, ε33, γ12, γ13, γ23)

T for each load case is given in 
Table 4. The volume-averaged global stress of the UC,σ =

(σ11, σ22, σ33, τ12, τ13, τ23)
T, was calculated based on Eq. (9) [43] for each 

load case. 

σ =
1

VUC

∫

VUC

σ(x)dV (9) 

Here, VUC is the volume of the UC and σ(x) is the local stress distri-
bution. With linear elastic assumptions, the global stiffness tensor C is 
related to the global stress σ and global strain ε by Eq. (10). 

σ = C : ∊ (10) 

For the setup of the homogenization calculations, the Abaqus 
micromechanics plugin [44] in combination with an in-house developed 
script was employed. The linear part of the material model created from 
the bending test data presented in Section 4.1 was used as material 
model for the UC simulations. Reduced quadratic hexahedral continuum 
elements, with a side length of 0.3 mm in the x-y-plane and four ele-
ments with a side length of 6 mm along the z-direction (Lz = 24 mm), 
were applied to mesh the different UCs. The increased side length in z- 
direction was chosen to minimize the computational cost and due to the 

Fig. 7. Simulation models for the numerical analysis. (a) Full-scale 2D simu-
lation model and (b) extruded unit cell model for the homogenization approach. 

Table 4 
Global strain tensors of the six load cases used for the homogenization 
simulations.  

Load Case (LC) Applied Global Strain Tensor ε 

LC1 ε = (1, 0, 0,0, 0,0)T 

LC2 ε = (0, 1, 0,0, 0,0)T 

LC3 ε = (0, 0, 1,0, 0,0)T 

LC4 ε = (0, 0, 0,1, 0,0)T 

LC5 ε = (0, 0, 0,0, 1,0)T 

LC6 ε = (0, 0, 0,0, 0,1)T  
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fact that the stiffness in the extruded direction had no significant in-
fluence on the analyzed behavior in the x-y-plane. The models were 
solved using the Abaqus Standard solver. The full global stiffness tensor 
C was obtained from the homogenization method. 

3.3. Property evaluation 

Based on the stiffness tensor, C, obtained from the homogenization 
simulations, the compliance matrix, S = C− 1, can be calculated such 
that. 

ε = S : σ (11) 

The mechanical properties can be obtained from the entries of the 
compliance matrix, given in matrix form as. 

⎛

⎜
⎜
⎜
⎜
⎜
⎝

ε11

ε22

ε33

γ12

γ13

γ23

⎞

⎟
⎟
⎟
⎟
⎟
⎠

=

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎝

1/E1 − ν21/E2 − ν31/E3 0 0 0
− ν12/E1 1/E2 − ν32/E3 0 0 0
− ν13/E1 − ν23/E2 1/E3 0 0 0

0 0 0 1/G12 0 0
0 0 0 0 1/G13 0
0 0 0 0 0 1/G23

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎠

⎛

⎜
⎜
⎜
⎜
⎜
⎝

σ11

σ22

σ33

σ12

σ13

σ23

⎞

⎟
⎟
⎟
⎟
⎟
⎠

(12) 

For example, the Young’s modulus in the compression direction (y) 
can then be calculated as. 

E2 =
1

S2,2  

where S2,2 is the second column and second row entry of the compliance 
matrix. With the stress state σ = (0, σ22,0, 0,0, 0)T representing a stress 
in the y-direction, as present in the compression tests, the resulting shear 
strain in the x- and y-direction, γ12, can be obtained as. 

γ12 = S2,4σ22 (13) 

where S2,4 is the second column and fourth row entry of the 
compliance matrix. Analogous to the definition of the shear modulus, 
the shear angle, θ, can then be calculated as. 

θ =
π
2
− tan− 1( S2,4σ22

)
(14) 

The factor π/2 is needed to match the definition of the shear angle as 
introduced in Section 2.4.2 (see Fig. 6 (b)). It has to be noted that Eq. 
(14) is only valid for small strain (and stress) values. In the full-scale 2D 
models, the compression modulus and the shear angle were analyzed 
using the same methodology as described in Section 2.4.2 and calculated 
as presented in Section 4.2. 

4. Results and discussion 

4.1. Properties of the parent material 

Fig. 8 shows the stress strain curves of the three-point bending tests. 
The average mechanical values and their respective standard deviation 
obtained from these measurements are listed in Table 5. Since the 
specimens did not break before the measurements were stopped, the 
reported values for the strain at break and modulus of toughness are only 
a lower bound and the real values are higher. For the finite element 
analysis, the data was restricted to a maximum strain of 5 %, as rec-
ommended in ISO 178 [40]. 

4.2. Compression test results of the sample structures 

In the following discussion, the results of the quasi-static compres-
sion tests are labeled “nominal” because the stress and strain values were 

calculated with the nominal dimensions of the sample structures. These 
values do not represent “real” or local stresses and strains within the 
structure. The nominal stress, σ, was calculated as. 

σ =
F

Atotal
(15) 

where F is the compression force obtained from the testing machine 
and Atotal is the measured area of the compression surface according to 
Table 2. The nominal strain was calculated as described in section 2.4.2. 
Under compression, two different regimes can be distinguished (see 
Fig. 9). First, an elastic regime is observed. In this regime, the 
compression modulus of each sample structure was obtained from a 
linear fit in the range of 0.05 % to 0.25 % nominal (longitudinal) strain, 
following ISO 604 [45]. The same method was applied to obtain the 
compression modulus of the full-scale simulations. The elastic regime is 
followed by a plateau regime, where the compression force needed to 
deform the structure does not change significantly. Usually, the plateau 
regime is followed by a densification regime [13,16]. The densification 
regime is observed when the nodes start to touch each other, resulting in 
an increasing compression force and stress. Depending on the size of the 
nodes, this occurs at different levels of applied strain. However, the 
compression experiments were stopped before this regime was reached 
to prevent the structures from slipping off the compression plates. 
Therefore, the maximum strain differs between the observed structures. 
Moreover, each individual compression test was stopped manually 
before the densification regime was reached, resulting in small de-
viations in the maximum applied strain between individual samples of 
one type. The detailed stress–strain curves of the tested structures are 
shown in Fig. 9 (a)–(g). During the compression test of the sample 
structure G-3 an inhomogeneous deformation behavior was observed 
and the measurement was stopped prematurely. A comparison of the 
stress–strain curves of the seven tested sample structures is depicted in 
Fig. 9 (h). The obtained values for the compression moduli range from 

Fig. 8. Quasi-static stress strain curves of the parent material obtained from 
three-point-bending tests. 

Table 5 
Mechanical parameters of the parent material obtained from three- 
point bending tests (* no fracture within 15 % strain, the lowest 
observed value is reported).  

Parameter Value 

Flexural Modulus [MPa] 427 ± 12 
Max. Stress [MPa] 15.29 ± 0.26 
Strain at Break [%] >15* 
Modulus of Toughness [MPa] >1.9*  
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(0.89 ± 0.13) MPa to (11.25 ± 0.16) MPa. Fig. 10 (a) shows a com-
parison of the compression moduli, obtained from the experimental and 
both numerical methods. Both simulation techniques are in good 
agreement with the experimental results. The shear angles at a 

longitudinal strain of εl = 2 % are depicted in Fig. 10 (b). The results of 
the full-scale simulation were directly obtained at the corresponding 
displacement of the top surface. To obtain the shear angle from the 
homogenization results, the corresponding stress value at εl = 2 % from 

Fig. 9. Quasi-static stress–strain curves from the compression tests of the different additively manufactured sample structures. (a) Samples A, (b) Samples B, (c) 
Samples C, (d) Samples D, (e) Samples E, (f) Samples F, (g) Samples G and (h) Comparison of Samples A – G. 

Fig. 10. Comparison of experimental results (average of three measurements, error bars represent standard deviation) and two numerical models (full-scale sim-
ulations and homogenization). (a) Compression modulus and (b) shear angle at a longitudinal strain εl of 2 %. 
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the full-scale simulations was used as the input for Equation (14). The 
deviation in stiffness across the individual sample structures of one ge-
ometry is quite noticeable. The main reason for the observed deviation 
in stiffness is attributed to the challenges in printing polypropylene (PP) 
by Fused Filament Fabrication. PP has a high tendency to shrink and 
warp during the additive manufacturing process [46], which can 
negatively affect part quality and mechanical properties [47]. However, 
the deviation in the shear angle is much less pronounced. This indicates 
that the shear deformation is a relatively stable parameter and not 
strongly dependent on the manufacturing conditions. This makes it 
suitable for applications where a prescribed shear deformation is of 
importance, e.g. for shape morphing applications. It can also be 
observed that structures with distinctive stiffness differences can lead to 
similar shear angles (for example structures F and G). Thus, both, the 
stiffness and shear deformation, can be tailored to the application of 
interest simultaneously. The results of the experimental and numerical 
analysis are summarized in Table 6. An optical impression of the 
deformation behavior during the compression tests of two different 
sample structures, E-1 and C-3, is given in Fig. 11 (a) and (b), respec-
tively. A video of the compression tests is available online as a multi-
media file. 

Fig. 12 shows the geometry dependence of different mechanical 
properties obtained from the homogenization simulations. Constant 
values of Lx = Ly = 15 mm, T = 1.2 mm and R = 0.2 mm were used 
(similar to the experimental sample structures). The node dimensions, 
Ax and Ay, were varied in the range of 3–10 mm in steps of 0.2 mm. In 
total, 1296 unique geometries were simulated and evaluated. The range 
of the mechanical parameters obtained is summarized in Table 7. It can 
be observed that for the geometric parameters examined, the stiffness in 
a given direction is mainly influenced by the node dimension in the 
perpendicular direction (see Fig. 12 (a) and (b)). By increasing the node 
dimension in one direction, the strut angle in the perpendicular direc-
tion decreases, leading to an increased bending load of this perpendic-
ular strut and a reduced stiffness in this perpendicular direction. 
Although also the strut angle along the extended node dimension de-
creases, the stiffness in this direction increases. This can be explained by 
an increased axial loading (reduced bending) of the strut. Since the 

structures possess a 90◦ rotational similarity, this is present in both di-
rections. For the analyzed set of geometric parameters, the values for E1 
and E2 range from 0.80 to 25.92 MPa. The values for E3 can directly be 
obtained from the relative density, that is E3 = Eρr, where E is the 
Young’s Modulus of the parent material. Here it ranges from 73.0 to 
234.2 MPa. The same values were obtained from the homogenization 
simulations. Due to the 90◦ rotational symmetry of the unit cell, the 
shear modulus G12 (Fig. 12 (c)) is identically influenced by the node 
dimension in both directions. Hence, a radial pattern is observed. With 
increasing node dimension, the shear modulus increases as well with 
values ranging from 0.20 to 2.37 MPa. The Poisson’s Ratio υ12 is shown 
in Fig. 12 (d) with values ranging from − 0.00025 to 0.04719. Values of 
zero, or close to zero, are common for chiral based structures [16,25]. 
When compressed in the x- or y-direction, the main deformation is 
shearing and almost no lateral contraction or expansion is present. 
However, out-off-plane compression (or tension) is not affected by the 
structure in the x-y-plane, resulting in constant values for the Poisson’s 
Ratios υ31 = υ32 = 0.43 (almost incompressible), independent of the 
geometric parameters. The results of the homogenization simulations 
are summarized in Table 7. 

Fig. 13 shows the shear angle for the same set of geometric param-
eters and for a constant stress of σ22 = 0.05 MPa. The shear angle was 
obtained from the compliance matrices of the homogenization simula-
tions and calculated with Equation (14). It can be observed that for a 
constant bounding box size of LxLy = 15 × 15 mm2 and only changing 
the node dimensions, shear angles in the range of 85.0◦ to 89.8◦ can be 
obtained. This highlights the wide range of achievable shear de-
formations with the proposed design by only using two of the seven 
geometric parameters of the unit cell. Similar to the shear modulus, a 
radial pattern is observed. With increasing strut length in the y-direction 
(ly), the shear angle decreases. This permits to simultaneously adapt the 
shear angle, stiffness and porosity of the structure for a given 
application. 

4.3. Non-linear Normal-Strain shear coupling and friction influence 

For the sample structures, the linear elastic regime only accounts for 
a small part of the deformation behavior under load (see Fig. 9). Hence, 
the homogenization method with its linear elastic material law is not 
able to describe the mechanical response of a structure at high strains. 
Consequently, only the full-scale simulations are considered for this 
purpose. Fig. 14 (a) shows the experimental and numerical results for 
the shear angle as a function of the applied (compressive) strain for three 
different sample structures (A, B and C). The numerical results are in 
good agreement with the experimental data. The maximum deviation is 
less than 1◦ and the main deviation arises from local deformations at 
higher strains. 

To assess the influence of friction onto the shear deformation of the 
structures, simulations with varying friction coefficients were performed 
for one of the sample structures (A). The friction coefficients were varied 
from 0.012 to 0.1, resulting in shear angle values from 68.5◦ to 76.6◦ at a 
strain of 18 %. The experimental and full-scale simulation values with a 
friction coefficient of μ = 0.04 are 72.8◦ and 72.5◦, respectively, at this 
strain level. With increasing friction coefficient, the lateral movement of 
the top surface is hindered, thus reducing the shear angle. However, for 
strains below 10 % only a small influence is observed. This again in-
dicates that the shear angle is a relatively robust parameter and not 
strongly dependent on the manufacturing deviations or testing condi-
tions. It has to be noted that the investigated set of friction coefficients 
assumed that the surface in contact with the compression plate was 
lubricated. Without lubrication, that is μ 0.3, the top surface is blocked 
and no shear deformation occurs. However, the lubrication can also be 
replaced by friction reducing coating. 

Table 6 
Mechanical properties obtained from compression tests (average ± standard 
deviation of three measurements) and two numerical models (full-scale simu-
lations and homogenization).  

Sample 
Structure 

Parameter 

Relative 
Density 

Compression Modulus 
[MPa] 
Experiment 
Full-Scale Simulation 
Homogenization 

Shear Angle @ εl = 2 
% [◦] 
Experiment 
Full-Scale Simulation 
Homogenization 

A 0.23 6.8 ± 1.2 87.52 ± 0.14 
5.7 87.42 
6.0 87.65 

B 0.33 3.63 ± 0.38 88.417 ± 0.087 
3.58 88.508 
3.84 88.418 

C 0.56 2.73 ± 0.48 89.272 ± 0.086 
3.13 89.327 
2.46 89.233 

D 0.27 7.7 ± 1.1 88.104 ± 0.089 
8.4 87.844 
7.5 88.031 

E 0.27 1.88 ± 0.11 87.802 ± 0.062 
2.17 88.157 
1.73 88.052 

F 0.33 11.25 ± 0.16 89.03 ± 0.11 
11.64 88.76 
11.19 88.72 

G 0.34 0.89 ± 0.13 88.16 ± 0.14 
1.13 88.72 
0.81 88.58  
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5. Extension to the third dimension 

Based on the proposed design for the 2.5D normal-strain shear 
coupling structure, a 3D variant is deduced in the following section. The 
structure was obtained by starting from a solid rectangular prism with 
volume LxLyLz. At each of the three spatial planes (X-Y, X-Z and Y-Z) a 
2D sketch similar to Fig. 1 was drawn. By extruding the inverted sketch, 
thus removing the outside region of these three sketches, the proposed 
3D normal-strain shear coupling structure is obtained as depicted in 
Fig. 15. The bounding box and central node have a volume of LxLyLz and 
AxAyAz, respectively. The thickness of the struts and radius of the fillets 
are labled T and R, respectively. The geometric parameters of the UC and 
their respective descriptions are listed in Table 8. 

Similar to Equation (14) the shear angles of the three-dimensional 
structure can be calculated from homogenization simulations. For a 
compression in the z-direction, that is a stress state σ =

(0,0, σ33,0, 0, 0)T, the resulting shear angles can be calculated as 
⎧
⎪⎨

⎪⎩

θ13 =
π
2
− tan− 1( S3,5σ33

)

θ23 =
π
2
− tan− 1( S3,6σ33

) (16) 

where θ13 and θ23 are the angles in x- and y-direction, respectively. 
Here two angles are needed since the structure exhibits simultaneous 
shearing in two directions. Again, the term π/2 was introduced to match 
the definition as described in Section 2.4.2. Fig. 16 (a) and (b) show the 
mechanical properties of the proposed 3D structure obtained from ho-
mogenization simulations. For these simulations, the unit cell model 
from Fig. 7 (b) was adapted to the three-dimensional situation and 
constant values of Lx = Ly = Lz = 15 mm, T = 1.2 mm and R = 0.2 mm 

were used. The node dimensions, Ax and Ay, were varied in the range of 
3–10 mm in steps of 0.5 mm. In total, 3375 different geometries were 
simulated and evaluated. For better clarity, only the slices where Az = 3 
mm, Az = 6.5 mm and Az = 10 mm are shown in Fig. 16. For the 
investigated set of parameters, the compression moduli E1, E2 and E3 

varied from 0.02 MPa to 1.07 MPa. Due to the similarity of the three- 
dimensional structure to the 2.5D structure, the same influence of the 
geometric parameters onto the mechanical properties is observed. This 
means that the compression moduli (E1 and E2 in Fig. 16 (a) and (b), 
respectively) are mainly influenced by the two node dimensions 
perpendicular to the load direction: the longer they are the softer the 
behavior. Contrary, the longer the parallel node dimension the stiffer 
(but to a much smaller extent) the structure becomes. Both tendencies 
are related to a change in the strut angles and the resulting change in the 
(local) bending fraction of the load. In all three cases, the strut angles 
decrease with increasing node dimension. For the perpendicular node 
dimensions, this, as the dominating effect, increases the bending load of 
the two corresponding in load direction-oriented struts resulting in a 
softer global response. On the other hand, for the parallel node dimen-
sion, the (four) perpendicular struts (with respect to the load direction) 
become “more parallel” resulting in a reduced bending of them and a 
stiffer global response. Compared to the 2.5D structure, the three- 
dimensional variant exhibits a 90◦ rotational similarity along one 
additional axis. Thus, a similar spherical, instead of radial, pattern is 
observed for the shear moduli, G12, G13 and G23, with values ranging 
from 0.009 MPa to 0.097 MPa (Fig. 16 (c)). Owing to the additional 
structure in the third dimension, instead of a simple extrusion, the 
Poisson’s Ratios are zero, or close to zero, in all six cases. The values 
range from − 0.0007 to 0.0172 (Fig. 16 (d)). The shear angles, θ13 and 
θ23, are depicted in Fig. 16 (e) and (f), respectively. This highlights the 
normal-strain shear coupling effect in one additional axis, when 
compared to the 2.5D structure. A compression load in one direction (e. 
g. along the z-axis) results in a shear deformation along two directions 
(e.g. in the x-y-plane). Therefore, the presented structure provides a 
building block in applications where three-dimensional positioning with 
compliant materials is needed, e.g. in soft robotic or soft actuator ap-
plications [48]. The tunable shear-deformation allows to optimize the 
mechanical (and positional) response under load, making them easier to 
control than conventional compliant materials. The range of mechanical 
parameters obtained from the homogenization simulations is summa-
rized in Table 9. 

The visualization of mechanical properties with only slices is limited 
to values along the three spatial axes. A more complete picture can be 
obtained from a three-dimensional representation of the mechanical 
properties. For this, the stiffness surface of selected unit cells was ob-
tained with an elastic tensor analysis package, ELATE [49], imple-
mented in Python [50] and visualized with PyVista [51]. The stiffness 
surface, Es, was calculated as 

Fig. 11. Comparison of the deformation behavior during the compression test of two different sample structures. (a) Sample E-1 and (b) sample C-3.  

Table 7 
Range of mechanical properties of the normal-strain shear coupling structure 
obtained from the homogenization simulations for Lx = Ly = 15 mm, T = 1.2 
mm, R = 0.2 mm, Ax = 3–10 mm and Ay = 3–10 mm and corresponding relative 
density.  

Parameter Value Range Relevant Figure 

Relative Density [–] 0.15–0.54 Fig. 2 
E1,E2[MPa] 0.80–25.92 

Fig. 11 (a) and (b) 
E3[MPa] 73.0–234.2  
G12[MPa] 0.20–2.37 

Fig. 11 (c) 
G13 ,G23[MPa] 9.9–19.7  
υ12,υ21[–] − 0.00025–0.04719 

Fig. 11 (d) 
υ13,υ23[–] 0.003–0.108  
υ31,υ32[–] 0.4297–0.4304  
Shear angle @ σ22 = 0.05 MPa [◦] 85.0–89.8 

Fig. 12  
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Es =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

E2
1 + E2

2 + E2
3

√

(17) 

Fig. 17 shows four selected unit cells and their respective stiffness 
surface. An animation of these stiffness surfaces is also available as a 
multimedia file online. It can be observed that the maximum stiffness 

occures along the direction of the struts. This is especially noticable for 
small node dimensions (Fig. 17 (a)). In addition, the 3D plots illustrate 
the wide variety of achievable stiffness properties in the different di-
rections. In combination with the tunable shear coupling in the three 
spatial dimensions, this leads to an highly customizable unit cell for the 
use in spezialized deformable structures. 

6. Concluding remarks 

In this study, enhanced designs for 2.5D and 3D chiral-based me-
chanical metamaterials with tunable normal-strain shear deformation, 
stiffness and porosity were introduced. By expanding the parameter 
space with additional geometric freedoms, we were able to achieve 
variations of these properties in a broad range. Instead of circular or 
point-like nodes and a square bounding box, we generalized the design 
of chiral structures to a rectangular node and bounding box. The geo-
metric parameters of the bounding box and node can be used to tailor 
the shear response, whereas the stiffness can be varied with the thick-
ness of the struts. This allows to fine tune the shear deformation and 
mechanical response of chiral-based metamaterials, thus opening new 
applications for those structures. For example, the capabilities of 
twisting metamaterials [30] or similar metamaterials based on anti-
chiral [16,36,52] or metachiral [22] structures can be expanded. 
Additionally, the 2.5D design can also be integrated in already existing 
three-dimensional chiral-based metamaterials [30,37,53–55]. By intro-
ducing more geometric freedom into the chiral-based unit cell, we were 
able to create structures with similar shear-responses, but different 
stiffnesses. For the analysis of the structural designs, experimental and 
numerical techniques were used in this study. The numerical 

Fig. 12. Mechanical properties of the tunable normal-strain shear coupling structure obtained from homogenization simulations for Lx = Ly = 15 mm, T = 1.2 mm 
and R = 0.2 mm. (a) E1, (b) E2, (c) G12 and (d) ν12. 

Fig. 13. Shear angle of the tunable normal-strain shear coupling structure 
obtained from homogenization simulations for Lx = Ly = 15 mm, T = 1.2 mm 
and R = 0.2 mm at a constant stress ofσ22 = 0.05 MPa. 
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simulations, both on full-size structures and using a homogenization 
strategy, showed good agreement with the experimental test results. The 
presented three-dimensional variant introduces a tunable design for a 
chiral-based metamaterial with tunable normal-strain shear coupling 

effect in a broad range. The capability of three-dimensional positioning 
makes them suitable for soft robotic or soft actuator applications as they 
are easier to control than conventional compliant materials. 

Data Availability. 

Fig. 14. Shear angle as a function of the applied (compressive) strain. (a) Comparison of experimental and numerical full-scale simulation data and (b) comparison of 
experiment and full-scale simulations with varying friction coefficients (the friction coefficient was varied between 0.012 and 0.1). 

Fig. 15. Three-dimensional variant of the unit cell with tunable normal-strain shear coupling effect with indicated geometrical parameters and example dimensions 
in brackets (units: mm). 
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Table 8 
Geometric parameters of the proposed three-dimensional unit cell as depicted in 
Fig. 15.  

Parameter Description 

Lx, Ly, Lz Length of the bounding box in X, Y and Z direction 
Ax, Ay, Az Length of the rectangular node in X, Y and Z direction 
T Thickness of the struts 
R Radius of the fillet  

Fig. 16. Mechanical parameters of the three-dimensional tunable normal-strain shear coupling structure obtained from homogenization simulations for constant 
values of Lx = Ly = Lz = 15 mm, T = 1.2 mm and R = 0.2 mm. (a) E1, , (b) E2, (c) G12, (d) ν12, (e) θ13 and (f) θ23. 

Table 9 
Mechanical properties obtained from the homogenization simulations 
for Lx = Ly = Lz 15 mm, T = 1.2 mm, R = 0.2 mm, Ax = 3–10 mm, Ay =

3–10 mm and Az = 3–10 mm.  

Parameter Values (Range) 

E1,E2 ,E3[MPa] 0.02 – 1.07 
G12,G13,G23[MPa] 0.009 – 0.097 
υ12 ,υ21,υ13 ,υ31,υ23,υ32[-] − 0.0007 – 0.0172 
θ13, θ23 [◦] 35.9 – 87.3  
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A B S T R A C T   

Metamaterials are a class of materials with a distinctive unit cell-based periodic architecture, often resulting in 
unique mechanical properties. The potential of metamaterials can be further improved by using gradients of unit 
cell parameters and thereby creating a specific distribution of material properties in a part. This design freedom 
comes with the challenge of finding new suitable design and optimization strategies. In this study, a Finite 
Element simulation-based optimization framework to create a predefined deformation behavior of unit cell-based 
metamaterials is presented. The framework consists of a numerical homogenization method to create an efficient 
linear elastic material representation, an interpolation scheme for a fast correlation of unit cell parameters with 
homogenized material properties and a black-box based optimization part. The framework is tested on a tri-anti- 
chiral metamaterial with additional geometric parameters and a newly developed transition unit cell. Several 
specified lateral deformations of simple 2D rectangular test specimens under tensile load are used as primary 
optimization targets and the homogenized results are validated against Finite Element simulations of fully 
modeled tri-anti-chiral structures. In addition, the effect of the design space and the number of design variables is 
studied and several combinations of optimization objectives and constraints are tested.   

1. Introduction 

Metamaterials are a class of synthetic materials with unusual prop-
erties based on their specific cellular design [1–3]. This unit cell 
(UC)-based design approach can lead to materials with uncommon 
mechanical properties such as auxetic behavior (negative Poisson’s 
ratio) [4,5], variable stiffness [6,7] or a very high stiffness to weight 
ratio [8,9]. Due to their special deformation behavior under load, 
auxetic materials benefit from improved fracture toughness [10,11], 
energy absorption [12,13] and indention resistance [14,15]. These 
salient features lead to possible application scenarios in the medical 
[16], aerospace [17] and sport/textile industry [18,19]. 

However, to further improve the performance of metamaterials and 
tailor the material properties to specific needs and applications, new 
optimization strategies are required. A common approach is to optimize 
the material properties of metamaterials by performing topology opti-
mization on the underlying UCs. Some of the first methods developed 
were used to improve the properties of already existing metamaterial 

designs. Schwerdtfeger et al. [20] used the well-known Solid Isotropic 
Material with Penalization (SIMP) method in an inverse homogenization 
approach with slope constraint regularization to improve the auxetic 
behavior of an initial structure. A more general method was developed 
by Behrou et al. [21]. Using a computational homogenization approach 
for the geometrically nonlinear regime they were able to create periodic 
UC-based materials with a prescribed target tangent stiffness tensor over 
finite strain ranges. Regarding chiral auxetic structures, Chen and Huang 
[22] proposed a topology optimization method based on couple stress 
homogenization and the floating projection topology optimization 
(FTPO) method for designing 3D metamaterials with chirality. Zhang 
et al. [23] used independent point-wise density interpolation (iPDI) and 
asymptotic homogenization to improve the topological design of 
bi-material chiral UCs. 

In the past years, machine learning technology has been utilized to 
improve optimization methods. Kollmann et al. [24] used a convolu-
tional neural network-based deep learning approach with energy-based 
topology optimization data to predict optimal 2D metamaterial UC 
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designs regarding bulk modulus, shear modulus, or Poisson’s ratio. 
Challapalli et al. [25] implemented an inverse machine learning 
approach using generative adversarial networks (GANs) to optimize 
light weight lattice structures. A deep neural network was used by Liao 
et al. [26] to create a surrogate model to efficiently optimize a 
non-uniform rational basis spline-based parameterized tetra-chiral 
structure in an inverse design framework. 

In addition to optimization on the UC level, the principle of meta-
materials allows for spatially changing material properties via a defined 
distribution of UCs with varying geometric parameters. Panesar et al. 
[27] created functionally graded structures by defining the UC geome-
tries based on the volume fraction distribution resulting from 
SIMP-based topology optimization on the macro scale. To bridge the gap 
between the macro scale and optimization of the underlying UCs, Zhang 
et al. [28] proposed a method for the concurrent topology optimization 
at macro and UC levels for cellular structures. 

For more complex optimization goals, like prescribed deformation 
patterns of auxetic materials, the stiffness- or density-based topology 
optimization strategies are not sufficient anymore and other approaches 
have to be employed. To create structures with the ability to deform in a 
predefined way, Han and Lu [29] used an evolutionary algorithm in 
combination with discrete cosine transform encoding to optimize the 
Poisson’s ratio of each reentrant honeycomb UC in a given cellular 
discretized structure. Recently, Liang et al. [30] developed a new 
method by combining a quantitative correlation between the parameters 
of the chiral cells and the deformation vector of specific nodes with a 
genetic algorithm to design structures with predefined complex de-
formations. Yao et al. [31] used a differential evolution algorithm to 
optimize the UC-based Poisson’s ratio distribution of perforated meta-
materials, based on five different achievable Poisson’s ratios, to create a 
defined lateral deformation of tensile test specimens. 

In this paper, a general framework for the optimization of UC-based 
metamaterials regarding predefined deformation behavior is proposed. 
The optimization is based on Finite Element (FE) simulations of a ho-
mogenized representation of the studied structure and the UC parame-
ters are correlated to the entire elastic stiffness tensor to preserve the full 
global stress/strain behavior. To take the time-consuming homogeni-
zation out of the optimization loop, a linear interpolation object (LIO) is 
created on the homogenization data in a pre-processing step. Minimi-
zation of a given objective function is handled by the general black-box 
optimization software LSOPT (LS-OPT 6.0.0/Livermore Software Tech-
nology Corporation, Livermore, CA, USA). The framework is used to 
optimize the UC parameter distribution of a 2D tri-anti-chiral meta-
material to match a predefined deformation. In addition, the influence of 

the number of design variables and the usage of different objective 
functions are studied. 

2. Optimization strategy 

2.1. Framework overview 

The proposed framework for optimization of UC-based materials by 
tuning the deformation to a specific target is shown in Fig. 1. It consists 
of two major parts: material pre-processing and optimization. In the 
material pre-processing step, the material behavior of the geometrically 
complex UC is broken down into a simple linear elastic material model 
with the use of a numerical homogenization method. Furthermore, for 
an efficient conversion of UC parameters to homogenized material 
properties, needed inside the optimization loop, a linear interpolation 
object is built based on the homogenization data. During the optimiza-
tion, geometric UC parameters act as design variables and the evaluation 
function is based on FE simulations of homogenized models. 

In this study, the FE models are simple 2D shapes with a displace-
ment controlled tensile load. Output of the simulations is the deforma-
tion of specified edges. The homogenized models are partitioned into a 
defined number of material sections, representing sections with different 
unit cell parameters. This approach enables the clustering of unit cells 
which have the same parameters and thereby decreases the number of 
design variables. The deformation data of the simulations is compared to 
the optimization target and an error measure acts as a decision variable. 
The optimization algorithm then iterates and changes the design vari-
ables until the decision variable satisfies the convergence criteria, which 
ends the optimization. The result of the optimization is that distribution 
of the UC parameters in a structure which best achieves the target 
deformation. For the homogenization calculation and the setup of all FE 
models, Abaqus 2019 FEM software (Dassault Systemes, Vélizy-Villa-
coublay Cedex, France) is used. The simulations inside the optimization 
loop are solved with the Claculix FE solver, due to improved perfor-
mance compared to the Abaqus solver in this special case. The setup of 
the FE models with the different material sections for the optimization is 
automated with a python script within Abaqus. The script handles the 
generation of the user defined boundary conditions, load case, and 
evaluation sets. Furthermore, it facilitates the automated partitioning of 
the geometry into a given number of material sections and the prepa-
ration of the input file. The following sections give a detailed description 
of the material pre-processing and optimization part of the framework. 

Fig. 1. General workflow of the proposed optimization framework.  
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2.2. Material pre-processing 

2.2.1. Homogenization 
To speed up the simulations inside the optimization loops and 

thereby increase the overall efficiency of the framework, a simplification 
of the complex metamaterial structures is needed. The proposed opti-
mization strategy includes a homogenization approach to create a sim-
ple and efficient linear elastic material model based on the UCs of the 
material. Homogenization can be a useful tool as it allows for the 
mapping of UC-based properties on a macro scale [32,33]. There are 
several approaches for homogenizing of periodic cellular geometries, 
ranging from analytical to numerical methods with advantages and 
disadvantages depending on the complexity and specific shape of the UC 
under investigation. In the proposed framework, a numerical homoge-
nization approach is implemented due to the complex geometry of the 
used UCs. The setup and solving of the homogenization calculations was 
carried out using the micromechanics plugin [34] in Abaqus 2019. For 
the details of the model setup refer to Section 3.3.1. The approach is 
based on 3D FE simulations of six individual displacement controlled 
unit load cases with periodic boundary conditions applied to the UC 
[35]. The periodic boundary conditions 

ui(x2) = ui(x1) +

(
∂ui

∂x

)

(x2 − x1) (1)  

are used to define the relative displacement of the opposing boundary 
surfaces. Here, ui(x1) and ui(x2) are the displacements in direction i of 
two points at surfaces on opposing sides of the UC and (∂ui/∂x) describes 
the change of the displacement ui inside the UC between the two points. 
To facilitate the application of strains under consideration of the peri-
odic boundary conditions, each of the opposing sides of the UC are 
coupled via a reference point. The global strain ε =

(ε11, ε22, ε33, γ12, γ13, γ23)
T is applied to the respective refence point and 

the tensor for each load case is given in Table 1 . The volume-averaged 
global stress of the UC, denoted as σ = (σ11, σ22, σ33, τ12, τ13, τ23)

T and 
calculated as 

σ =
1

VUC

∫

VUC

σ(x)dV, (2)  

is used for each load case [36]. Here, VUC is the volume of the UC and 
σ(x) is the local stress distribution. Using a linear elastic anisotropic 
material description, the relation 

σ = C : ϵ (3)  

can be used to correlate the global stiffness tensor C to the global stress σ 
and global strain ε. The full stiffness tensor C is then used to create the 
homogenized material model for the simulations inside the optimization 
loop. It should be noted that the material property directions 1, 2 and 3 
correspond to the global directions X, Y and Z for the UC orientation 
used in this work. 

2.2.2. Interpolation of homogenized data 
The homogenization approach allows for the use of efficient 

simulation models during optimization. However, the homogenization 
itself is computationally too expensive to be included directly in the 
optimization iterations. Therefore, a linear interpolation object is 
created and used to map the material properties to the homogenized 
material sections depending on the geometric parameters of the UC. The 
LIO is built based on the data of the homogenization simulations during 
the preprocessing step. First, the range for the geometric parameters of 
the UC is defined and a number of UC geometries are homogenized to 
cover the entire parameter range. The number of UCs needed depends on 
the number of geometric variables and the targeted precision of the 
interpolation. The discrete field of geometric parameters and their 
respective homogenized stiffness tensors serves as the database for the 
tensor interpolation and the generation of the LIO. 

Tensor interpolations can be categorized into global and 
decomposition-based interpolation methods [37]. Whilst global 
methods operate on the tensor entries directly, decomposition-based 
methods interpolate between invariants and orientation separately. 
Decomposition-based methods, such as Geodesic-Loxodromes-based 
interpolation [38], are developed to preserve specific tensor properties 
better than linear tensor entry-based interpolation. But due to the nu-
merical efficiency, linear interpolation is widely used and, with a large 
enough dataset, can be sufficient regarding the error in tensor properties 
[39]. In the proposed optimization framework, a global approach with 
interpolation between the tensor entries is utilized. A python module for 
piecewise linear interpolation in N>1 dimensions [40] is used to 
implement the interpolation and build the LIO. Using interpolation al-
lows for the continuous calculation of the stiffness tensors based on the 
current design variables and the LIO has to be generated only once at the 
start of the optimization as long as the base material and the parameter 
range of a UC are not altered. 

2.3. Optimization 

2.3.1. General optimization workflow 
The optimization is based on the black-box principal, which consists 

of unknown functions that, given a list of inputs, generate corresponding 
outputs without knowledge of the detailed internal structure [41]. For 
solving of simulation based black-box optimization problems, several 
classes of algorithms exist, including gradient-based search methods, 
stochastic methods, response surface methodology and heuristic 
methods [42,43]. 

In this study, the commercially available software LSOPT is utilized 
for optimization, details of the setup are given in Section 2.3.2. The 
optimization algorithm inside LSOPT requires no detailed information 
about the actual evaluation-function. It only asks for the possible range 
of design variables, the output from the evaluation function depending 
on the design variables, constraints if necessary, and an optimization 
target to compare the output with. In this study, the evaluation-function 
is the FE simulation of a homogenized part. The design variables are the 
UC parameters for different material sections of the homogenized 
simulation model and the output is the lateral deformation at a specific 
evaluation set. During the optimization, the LIO is used to convert the 
design variables (geometric UC parameters) to the corresponding ho-
mogenized stiffness tensor for the material model. To ensure thermo-
dynamically meaningful values, each interpolated tensor is checked 
against the following stability criteria [44] 

Ei > 0, Gij > 0 ∀ i, j = 1, 2, 3 (4)  

1 − v12v21 − v23v32 − v31v13 − 2v32v21v13 > 0 (5)  

⃒
⃒vij

⃒
⃒ <

̅̅̅̅̅̅̅
Ei

Ej

√

∀ i, j = 1, 2, 3 (6)  

before it is used in the simulation. 

Table 1 
Strain-based load cases for the homogenization simulations.  

Load Case (LC) Applied Global Strain Tensor ε 

LC1 ε = (1,0, 0, 0,0, 0)T 

LC2 ε = (0,1, 0, 0,0, 0)T 

LC3 ε = (0,0, 1, 0,0, 0)T 

LC4 ε = (0,0, 0, 1,0, 0)T 

LC5 ε = (0,0, 0, 0,1, 0)T 

LC6 ε = (0,0, 0, 0,0, 1)T  
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Once the simulation has been completed, the deformation output at a 
defined location is compared to a predefined deformation and an error 
function, based on the difference between the two, is calculated. Mini-
mization of the error function is set as the optimization objective. Details 
of the error function and optimization settings used are described in the 
next section. 

2.3.2. LSOPT settings 
The optimization itself is performed in LSOPT, using the sequential 

metamodel-based optimization with domain reduction [45]. Sampling 
for the linear polynomial metamodel is set to d-optimal point selection 
with the default number of simulations per iteration npoints calculated as 

npoints = int(1.5(nvars + 1)) + 1, (7)  

with int() as the integer function and nvars as the number of variables 
[45]. Optimization is performed using the hybrid simulated annealing 
algorithm on the mean square error ε of a curve matching composite, 
calculated as 

ε =
1
P
∑P

p=1
Wp

[
fp(x) − Gp

sp

]2

, (8)  

with Gp as the points on the target curve, fp(x) the corresponding points 
on the computed curve and with sp = max|Gp| and Wp as weight factors 
[45]. 

Convergence is determined via the design change tolerance εx and 
the objective function tolerance εf. They are calculated as 

εx =
‖ x(k) − x(k− 1)‖

‖ d ‖
(9)  

and 

εf =

⃒
⃒
⃒
⃒
f (k) − f (k− 1)

f (k)

⃒
⃒
⃒
⃒, (10)  

where x denotes the vector of design variables, d the size of the design 
space, f denotes the value of the objective function and k is the iteration 
number [45]. The optimization is terminated if εx < tol and εf < tol. For 
this study tol =0.01 is used. 

2.3.3. FE solver inside the optimization loop 
For solving the FE models during the optimization, the free Calculix 

FE solver is used instead of the Abaqus solver, which has been used for 
the homogenization and validation. The reason for the change to Cal-
culix is the long time needed for license verification before each Abaqus 
simulation. Especially with small and simple models this time extends 
the overall function call time during the optimization significantly. 
Calculix has no license verification step, making it faster than Abaqus for 
small models. Fig. 2 shows the mean runtime for 20 simulations with 
Abaqus and Calculix for two simple linear elastic models with different 

numbers of degrees of freedom (DOF). Time is measured with a python 
function calling the solvers and running a simulation. The difference in 
function call times diminishes with increasingly complex and longer 
simulations as the overall solving time gradually outweighs the time for 
license verification. 

3. Tri-anti-chiral structure 

One way to create materials with auxetic behavior is to use chiral 
structures. The UCs of chiral structures are based on rotational centers 
(circles, rings, squares) with a specific number of connection struts. 
Distinction of the various chiral materials can be done by number of the 
connection struts ((3)tri-,(4)tetra-, (6)hexachiral) [46] and by the 
symmetry inside the UC (chiral, anti-chiral, meta-chiral) [47]. Chiral 
materials offer a wide range of Poisson’s ratios from positive to negative 
[5,48,49] and therefore are very versatile regarding the achievable 
deformation response. 

Tri-anti-chiral structures are mechanical metamaterial structures 
[48,50,51] well-known for their tunable Poisson’s ratio. Advancing from 
the design of standard tri-anti-chiral structures, a design with additional 
geometric parameters is introduced in this study. This design permits to 
create structures in a broad range of Poisson’s ratios (positive and 
negative) and a variation of the Poisson’s ratio within the structure 
itself. 

3.1. Basic unit cell design 

The standard UC of a tri-anti-chiral structure is depicted in Fig. 3(a). 
It consists of four nodes with diameter DN, arranged on a regular hex-
agonal grid with side length L, connected with struts of thickness T. The 
bounding box of the UC is given as 3L x 

̅̅̅
3

√
L. The 2D-sketch is extruded 

by Lzz to create a 2.5D structure. To increase the application potential of 
the tri-anti-chiral structure additional geometric degrees of freedom are 
introduced. These additional geometric parameters allow for a broader 
range of obtainable Poisson’s ratios from positive to negative values and 
they allow for a variation of the Poisson’s ratio within the structure it-
self. A depiction of such an extended UC is shown in Fig. 3(b). Strictly 
speaking, the cell depicted in Fig. 3(b) is not a unit cell, since it depends 
on the top and bottom cells. However, for simplicity, we will refer to it as 
a unit cell. The nodes are no longer arranged on a regular hexagonal grid 
but are defined by their horizonal and vertical distance to each other. In 
order to keep the complexity in this study to a manageable level, the 
mirror symmetry along the y-axis is preserved as in the standard UC. In 
this way, the inner structural Poisson’s ratio variation is only possible 
along the Y direction in Fig. 3(b). To avoid non-valid geometries, the 
positions and diameters of the adjacent nodes in the Y direction have to 
be known. Therefore, four rows of nodes are needed to fully define the 
UC. The adjacent bottom and top rows will be referred to as virtual 
nodes as they are needed for the definition but are not part of the ge-
ometry of the UC. The diameters of the nodes inside the UC are labeled 
as DN1 and DN2 with horizontal distance Lx1 and Lx2, respectively. The 
vertical distance between the two rows is given as Ly. Similarly, the node 
diameters of the bottom and top rows are labeled as DNb and DNt with 
horizontal and vertical distances Lxb, Lxt and Lyb, Lyt, respectively. The 
horizontal extension of the UC is given as Lxx, resulting in a size of the UC 
as Lxx x (Ly + Lyb/2 + Lyt/2). Similar to the standard UC, the nodes are 
connected by struts with thickness T and the sketch is extruded in Z 
direction by Lzz. A 3D-view of the UC is shown in Fig. 3(c). The geometric 
parameters of the UC are summarized in Table 2. A periodic unit cell is 
achieved if Lxb = Lx2, Lxt = Lx1, DNb = DN2, DNt = DN1 and Lyt = Ly = Lyb. 
With these geometric restrictions, the cell can be analyzed directly with 
the homogenization approach described in Section 2.2.1 to obtain the 
mechanical properties. 

For this study, the variables T, Ly andLzz, are kept constant at 0.8 mm, 
15 mm and 5 mm, respectively, and DN1 and DN2 are kept constant at 5 

Fig. 2. Comparison of average runtime for 20 simulations between Abaqus and 
Calculix FE-solver. 
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mm, only the distance Lx1 and Lx2 are set as design variables. This re-
duces the complexity of the optimization and still allows for a wide 
range of homogenized material properties. With Lx1 and Lx2 between 6 
mm and 21 mm, the homogenized Poisson’s ratio ν21 ranges from − 1.47 
to 0.94 and ν12 from − 0.57 to 0.26. The homogenized Young’s modulus 
E2 in Y direction ranges from 1.82 MPa to 5.43 MPa and the homoge-
nized Young’s modulus E1 in X direction ranges from 0.64 MPa to 0.82 
MPa. Using a very high or low ratio of Lx1/Lx2 leads to a decrease in 
stiffness in Y direction due to the introduction of angled struts and thus 
more bending deformation, whereas decreasing Lx1 or Lx2 leads to an 
increase in stiffness. Regarding the Poisson’s ratio ν21 the most extreme 

values can be reached with a very high or low ratio of Lx1/Lx2. Whereby 
a high ratio leads to a negative and a low ratio to a positive Poisson’s 
ratio. This change in property is caused by the varying lateral defor-
mation behavior based on the different orientations of the vertical struts. 
Fig. 4 illustrates the possible homogenized material properties for the 
given parameter space. 

3.2. Bridge cell design for gradients 

By varying the geometric parameters of the UC, different Poisson’s 
ratio values can be obtained. If Lx1 < Lx2 (Fig. 5(a)), a structure with 
positive Poisson’s ratio is obtained, whereas if Lx1 > Lx2 (Fig. 5(b)) 
negative values are observed (refer to Section 3.1 for more details). To 
have a gradual transition between two cells with different geometric 
parameters, bridge cells can be defined. Fig. 5(c) shows an example of 
such a bridge cell, connecting a positive cell (bottom) to a negative cell 
(top). Alternatively, Fig. 5(d) shows a bridge cell connecting a negative 
cell (bottom) to a positive cell (top). A bridge cell, UCB, connecting two 
unit cells, UC1 and UC2, is defined by the following set of equations 
⎧
⎪⎪⎨

⎪⎪⎩

Lxt = (Lx1)2
Lx2 = (Lx2)2
Lx1 = (Lx1)1
Lxb = (Lx2)1

(11)  

where (Lxi)j denotes the i-th length in x direction inside the j-th unit cell 
(j = 1,2). Using the bridge cells, five 2D structures with differing UC 
distributions are created for the testing of the optimization framework. 
Fig. 6 shows these structures including the UC designation and Table 3 
documents the corresponding geometric parameter values and 

Fig. 3. Unit cell design of the tri-anti-chiral structure. (a) Standard unit cell, (b) unit cell with extended set of geometric parameters and (c) 3D-view of the extended 
unit cell. 

Table 2 
Geometric parameters of the unit cells.  

Parameter Description 

Basic unit cell (Fig. 3(a)) 
L Distance between connected nodes 
DN Diameter of the nodes 
T Thickness of connecting struts 
Lzz Thickness of structure in Z direction 
Extended unit cell (Fig. 3(b)) 
DN1, DN2 Diameter of first and second row of nodes 
DNb, DNt Diameter of bottom and top row of (virtual) nodes 
Lx1, Lx2 Horizontal distance within first and second row of nodes 
Lxb, Lxt Horizontal distance within bottom and top row of (virtual) nodes 
Ly Vertical distance between first and second row of nodes 
Lyb, Lyt Vertical distance to bottom and top row of (virtual) nodes 
Lxx Side length of unit cell in X direction 
T Thickness of connecting struts 
Lzz Thickness of structure in Z direction  
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homogenized properties of the UCs used. The structures 1–4 have an 
overall dimension of 150 mm x 330 mm and structure 5 of 180 mm x 
210 mm. The dimensions have been chosen to satisfy the constraints for 
additive manufacturing for future studies and the applicability of ho-
mogenization was verified in Section 4.1. The transition cells are not 
used for homogenization, only unit cells satisfying the periodic bound-
ary conditions are homogenized. The effect of the transition cells on the 
overall mechanical behavior is assumed to be small if the number of 
individual unit cells inside a material section is high enough, which is 
also a general prerequisite for accurate homogenization (see Section 

4.1.2) 

3.3. Simulation setup 

Three types of FE models on different length scales and levels of 
detail are used in this study. For the homogenization approach, a 3D 
model of only the unit cell with periodic boundary conditions is used. 
During the optimization, a simplified 2D homogenized model of the 
structures is used and for the validation of the optimization and verifi-
cation of the homogenization, a 2D model with an assembly of fully 

Fig. 4. Homogenized material properties for Lx1 and Lx2 between 6 mm and 21 mm; (a) Young’s modulus E1 in X direction, (b) Young’s modulus E2 in Y direction, (c) 
Poisson’s ratio ν12 and (d) Poisson’s ratio ν21. 

Fig. 5. Types of connections between adjacent unit cells. (a) Design with positive Poisson’s ratio, (b) design with negative Poisson’s ratio, (c) bridge cell from 
positive (bottom) to negative (top) cells and (d) bridge cell from negative (bottom) to positive (top) cell. 
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featured UC structures is used. Examples of the three different types of 
FE models are shown in Fig. 7. In this section, the setup of the individual 
FE models regarding geometry, mesh, material model and boundary 
conditions is described. Furthermore, the results of a mesh study are 
given as basis for the element size selection. 

3.3.1. Setup of models for UC homogenization (material pre-processing) 
For the models of the simulation-based UC homogenization, the 

boundary conditions and loads for the individual UCs are set up as 
described in Section 2.2.1 with the help of the Abaqus micromechanics 
plugin. The models are meshed with reduced quadratic hexahedral 
continuum elements and a global seed size of 0.2 mm in the X-Y plane 
and two elements along the edges in Z direction. Mesh size in the X-Y 
plane is based on the mesh study of the fully modeled structures (see 
Section 3.3.3). Fig. 7(a) shows the model of an exemplary UC. A linear 
elastic isotropic material model with a Young’s modulus of 3134 MPa 
and a Poisson’s ratio of 0.35, derived from bending test data of PLA [7], 
is used for all homogenization simulations. The models are solved using 
the linear perturbation step without consideration of nonlinear geome-
try in Abaqus. Evaluation of the results and calculation of the homoge-
nized stiffness tensor is again performed with the Abaqus 
micromechanics plugin. 

3.3.2. Setup of optimization and verification/validation models 
Both models, for the optimization and the verification, are based on a 

displacement-controlled extension in Y direction with the displacement 
on one or two lateral edges as evaluation value. The optimization model 
consists of a simple homogenized 2D part without any geometrical UC 
details. The model is divided into a number of evenly sized sections to 
represent the material sections with different UC parameters. The 
number of material sections can be set depending on the complexity of 
the deformation target and the size of the unit cells. Detailed informa-
tion about the dimension and number of material sections is provided, 
for each example studied, in Section 4.3. The verification models consist 
of a fully modeled UC assembly. In this study, periodically arranged tri- 
anti-chiral UCs are used. To find the right mesh size for both models, a 
mesh study was conducted (see Section 3.3.3). For the optimization 
models, 8 node plane strain elements with a global seed size of 5 mm are 
used. The verification models are meshed with the same elements and a 
global seed size of 0.2 mm. In the optimization models, the properties for 
each material section are based on the homogenized stiffness tensor of 
the respective UC and are specified via an elastic anisotropic material 
model. The entries of the stiffness tensor are calculated during the 
optimization depending on the UC parameters (via the interpolation 
object). For the validation models, the same elastic isotropic material 
model, as used in the UC homogenization, is used. For both models, the 
bottom surface of the model is fixed in all directions and the top surface 
is displaced according to the desired load case. For a tension load case 
the top surface is fixed in X direction and displaced in positive or 
negative Y direction to create a given extension or compression 
respectively. For a shear load case the top surface is fixed in Y direction 
and displaced in positive X direction. The loading is defined in terms of 
the global strain εGy and εGxy of the entire structure, calculated as 

εGy =
Δly

ly
(12) 

Fig. 6. The five tri-anti-chiral structures with different unit cell distributions used in this study.  

Table 3 
Geometric parameters and homogenized mechanical properties of the unit cells 
used for the tri-anti-chiral structures.   

Lx1 Lx2 E1 E2 ν12 ν21 

UC 1 6 mm 21 mm 0.64 MPa 2.29 MPa 0.26 0.94 
UC 2 21 mm 6 mm 0.75 MPa 1.82 MPa − 0.57 − 1.38  
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and 

εGxy =
Δlx

ly
(13)  

with Δly and Δlx being the displacement in Y and X direction of the top 
surface and ly the length of the structure in Y direction, respectively. The 
specific values of the applied strain are given in the respective Sections 
3.3.3, 4.1 and 4.3. For the evaluation of the lateral deformation under 
load, node sets with all the nodes from the right and from the left vertical 
edge of the model, respectively, are created. Fig. 8 depicts the evaluation 
paths for the lateral deformation for both models. Inside the optimiza-
tion framework the homogenized models are solved using the static FE 
solver Calculix. The verification models are solved using the Abaqus 
standard solver with consideration of nonlinear geometry activated. 

3.3.3. Mesh study 
To determine a suitable mesh size for both the homogenized and the 

fully modelled structure, a mesh study was performed for both models 

based on the geometry of structure 1 in Fig. 6. The global mesh seed size 
was varied from 1.5 mm to 0.05 mm for the fully modeled variants and 
from 10 mm to 0.5 mm for the homogenized variants. Both variants were 
solved using the Abaqus standard solver. The distribution of the lateral 
deformation in X direction at εGy= 5% was used as a qualitative com-
parison measure. The deformation was evaluated at the lateral edge of 
the models on the right side of the structures as depicted in Fig. 8. For a 
quantitative comparison, the reaction force in Y direction at the top 
surface at εGy=5% was used. In addition, the overall simulation time was 
evaluated to gain information about computational cost of the different 
mesh sizes. 

Regarding the lateral deformation along the edge, no significant 
change of the qualitative deformation behavior is visible for both models 
in the considered global seed size ranges (Fig. 9). The different, slightly 
jagged, appearance of the deformation of the fully modeled structure is 
caused by the spacing and the rotation of the struts with the evaluation 
nodes. For the homogenized model, the evaluation of the reaction force 
shows no significant change with mesh size (Fig. 10(a)). This leads to the 
assumption that all global seed sizes between 10 mm and 0.5 mm pro-
vide suitable accuracy for this model. Hence, for the use in the optimi-
zation a global seed size of 5 mm is chosen for the homogenized model, 
mainly to achieve a compromise between a sufficient number of eval-
uation nodes at the edge of the model and simulation time. 

The fully modeled structures show a trend of decreasing reaction 
force with smaller mesh size between 1.5 mm and 0.05 mm (Fig. 10(b)). 
However, below the mesh size of 0.2 mm the gain in accuracy in com-
parison to the increase in simulation time diminishes. Therefore, 0.2 mm 
is chosen as element size for the fully modeled structures. The results 
exhibit a noticeable difference between the homogenized model and 
fully modeled structure regarding the reaction force and the deforma-
tion behavior. The reasons are further investigated in more detail in 
Section 4.1. 

4. Results 

4.1. Homogenization approach – verification and limits 

To evaluate the capability of the homogenization method for rep-
resenting the overall deformation behavior of the tri-anti-chiral struc-
tures and to define the limits of this approach, full models of structure 1 

Fig. 7. Exemplary FE Model for (a) unit cell simulations (for the homogenization), (b) fully modeled simulations (for verification) and (c) a homogenized model (for 
optimization). 

Fig. 8. Evaluation path for the lateral deformation in X direction along the 
right and left side for a (a) fully modeled structure and (b) a homoge-
nized model. 
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and structure 2 (structure numbers according to Fig. 6) were compared 
to their homogenized counter parts. The models were set up, as 
described in Section 3.3.2 and three different load cases (tension, 
compression and shear) were created. The boundary conditions were 
chosen to correspond to a global strain of εGy= 5%, εGy= − 5% and εGxy=

5% for tension, compression and shear respectively. Results of the 
simulations were compared regarding global stress-strain behavior and 

lateral deformation in X direction. The lateral deformation was again 
evaluated on the right side of the structures on a path along the Y di-
rection (refer to Fig. 8 for details). The global stress was calculated by 
dividing the reaction force in Y or X direction at the top surface by the 
surface of the cross section of the respective structure. 

Fig. 9. Lateral deformation obtained from simulations with several element sizes for (a) the homogenized structure and (b) the fully modeled structure.  

Fig. 10. Reaction force and runtime of simulations with several element sizes for (a) the homogenized structure and (b) the fully modeled structure.  

Fig. 11. Stress-strain comparison between the homogenized and the fully modeled structure for (a) structure 1 and (b) structure 2 for the tension load case 
(structures are numbered according to Fig. 6). 
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4.1.1. Load case study 
Looking at the global stress-strain curves for tension in Fig. 11, a 

clearly non-linear behavior of the fully modeled structures with 
increasing stiffness at higher strains is visible. This is attributed to the 
complex geometry of the tri-anti-chiral UCs and their deformation 
behavior under tension. During global deformation of the structure, 
nodes of the UC start to rotate and the connection angles of the struts to 
the nodes change, resulting in the non-linear stress-strain behavior. As 
per definition, the models with the linear elastic homogenized material 
show only a linear stress-strain correlation. Therefore, the error in 
tangent modulus between the two models increases with higher global 
strain. In addition to the global stress-strain response, Fig. 12 shows the 
lateral deformation under tension for several applied global strains εGy 
for homogenized and fully modeled simulation models. It is obvious that 
the difference in the deformation between the two models increases with 
higher applied global strain but the overall distribution of the defor-
mation can be captured. 

The stress-strain curve of the compression load case, shown in 
Fig. 13, also features a non-linear behavior for the fully modeled 
structures, but this time with decreasing stiffness at higher strains. 
Regarding the lateral deformation under compressive loads, the general 
trend again shows a more pronounced difference between fully modeled 
structures and the homogenized structures for high strains, as can be 
seen in Fig. 14. Prominent peaks of deformation occur near the bottom 
and top surface for the fully modeled structures at high strains. The 
homogenized models are not capable of reproducing these peaks at high 
strains. 

Fig. 15 shows that due to their low shear modulus, only small shear 
stresses occur when loading with εGxy= 5% and therefore the nonline-
arity is noticeably smaller. For the shear load case the lateral movement 
of the nodes at the sides of the rectangle is not governed by the Poison’s 
ratio but by the shear stiffness and the applied displacement. Due to the 
linear stress-strain behavior in the considered strain range, the homog-
enized structure can reproduce the deformation behavior of the fully 
modeled structure very well, as indicated by Fig. 16. 

All three load cases show that the applicability of the homogenized 
models to represent the tri-anti-chiral structures has its limits, with 
tension being the most critical load case. To test the developed optimi-
zation strategy for the worst case, only tension load cases are considered 
for optimization tests. Consequently, to keep the relative error in the 
global stress of the homogenization approach under 10% and to ensure a 
good deformation representation, only global strains up to εGy= 1% are 
used in the study for the optimization framework. 

4.1.2. Size effect study 
As the homogenized material describes the properties of a material 

consisting of an infinite amount of periodically arranged UCs, there is a 
minimal number of necessary UCs in a real structure for homogenization 
to be applicable. This limit depends on the design and size of the UCs. A 
size effect study was therefore conducted to evaluate the influence of the 
number of UCs in a structure on its global mechanical behavior. Several 
structures with different numbers ofUCs, ranging from 2 × 2 to 10 × 10 
UCs, were created. The simulation models were set up as described in 
Section 3.3.2 with a tension load case and a global strain of εGy= 5%. An 
exemplary selection of used structures is shown in Fig. 17(a). For the 
evaluation of the material properties the Young’s modulus was calcu-
lated between εGy= 0% and εGy= 0.25% from global stress strain data 
and the Poisson’s ratio at εGy= 5% from global longitudinal and lateral 
strain. 

Fig. 17(b) displays a decrease of the Young’s modulus when 
increasing the number of UCs of a structure. The difference between 
each structure is diminishing with the increase in UCs. The Poisson’s 
ratio, which is depicted in Fig. 17(c), shows a noticeable decrease be-
tween 2 × 2 and 3 × 3 UCs with only minor change beyond that. 
Therefore, the number of 5 × 11 UCs, of the structures for testing of the 
optimization (see Fig. 6), should suffice to reduce the size effect. 

4.2. Interpolation quality 

For the generation of the interpolation object, the stiffness tensor was 
calculated via homogenization of 961 UC designs with the parameters 
Lx1 and Lx2 evenly spaced between 6 mm and 21 mm. The accuracy of 
the interpolation scheme, regarding the mechanical properties, was 
tested by comparing the Young’s modulus and Poisson’s ratio of the 
interpolated and calculated stiffness tensors, respectively. To also eval-
uate the precision regarding the entire interpolated tensor, the 
normalized Frobenius norm l2 of the difference between calculated 
tensor Ccalc and interpolated tensors Cint was evaluated as 

l2
error =

‖ Ccalc − CintF ‖

‖ CcalcF ‖
(14) 

For that, l2 for a mxn sized matrix A with its entries aij was calculated 
according to 

l2 = ‖ A ‖F =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑m

i=1

∑n

j=1

⃒
⃒aij

⃒
⃒2

√
√
√
√ (15)  

and the relative error of the mechanical properties between the calcu-

Fig. 12. Lateral deformation comparison between the homogenized and the fully modeled structure at differing global strains for (a) structure 1 and (b) structure 2 
for the tension load case (structures are numbered according to Fig. 6). 
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lated and interpolated tensors was computed as 

perror = abs
⃒
⃒
⃒
⃒
pcalc − pint

pcalc

⃒
⃒
⃒
⃒ (16)  

with pcalc being the property (Young’s modulus and Poisson’s ratio) of 
the calculated tensor and pint from the interpolated tensor. For the 
evaluation, 900 points in the parameter space between the data points of 

the LIO were evaluated. 
Fig. 18 shows the relative error for the selected properties. The 

stiffness in both directions shows a maximum error less than 0.3% with 
the higher errors occurring for low Lx1 values. On the other hand, both 
Poisson’s ratios display a very high maximum relative error of over 40% 
for some individual variable combinations. The reason for this high error 
lies in the Poisson’s ratio absolute value of near to zero for these specific 

Fig. 13. Stress-strain comparison between the homogenized and the fully modeled structure for (a) structure 1 and (b) structure 2 for the compression load case 
(structures are numbered according to Fig. 6). 

Fig. 14. Lateral deformation comparison between the homogenized and the fully modeled structure at differing global strains for (a) structure 1 and (b) structure 2 
for the compression load case (structures are numbered according to Fig. 6). 

Fig. 15. Stress-strain comparison between the homogenized and the fully modeled structure for (a) structure 1 and (b) structure 2 for the shear load case (structures 
are numbered according to Fig. 6). 
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variable combinations, as can be seen in Fig. 4. Therefore, even very 
small absolute deviations lead to a high relative error. Excluding the 
values with Poisson’s ratios near to zero, reduces the maximum error to 
less than 0.6%. The error in the l2 matrix norm is very low with 
maximum values of just above 0.007%. Altogether, the results show very 
good prediction capabilities of the interpolation scheme for the chosen 
number of data points. 

4.3. Optimization 

The optimization framework was tested on simple rectangular 2D 

models of the tri-anti-chiral structures. The objective of the optimization 
was to obtain a defined lateral deformation at the lateral edges of the 
model at a load of εGy=1%. To specify a reasonable and achievable 
target deformation, a reverse-engineering approach was used. Simula-
tions of homogenized models of structures 3–5 (according to Fig. 6), 
were set up (as described in Section 3.3.2) prior to the optimization. The 
lateral deformation of these simulations served as optimization targets 
and the fully modeled structures were used for validation. The UC pa-
rameters Lx1 and Lx2 of each homogenized material section in the FE 
models were employed as design variables for the optimization. For all 
tests the start values for Lx1 and Lx2 were set to 11 mm and the limits for 

Fig. 16. Lateral deformation comparison between the homogenized and the fully modeled structure at differing global strains for (a) structure 1 and (b) structure 2 
for the shear load case (structures are numbered according to Fig. 6). 

Fig. 17. Outcome of the size effect study. (a) Exemplary selection of the used structures with various numbers of unit cells and the results for the (b) Young’s 
modulus and (c) Poisson’s ratio depending on the number of unit cells. 
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both variables were set to 6 mm and 21 mm for the minimum and 
maximum values respectively. In all tests, all material sections were 
given the same start values, independently from the complexity of the 
optimization goals. 

Structure 3 and structure 4 were applied for the first tests. The 
reproduction of the lateral deformation in X direction along the right 
side of the structures was set as the optimization target. Fig. 19(a) and 
Fig. 20(a) show the respective deformations. To ensure a high enough 
resolution along the direction of changing material properties, six ma-
terial sections along the Y direction were used during the optimization 
and the distribution is shown in Fig. 19(b) and Fig. 20(b). As a result of 
the two UC parameters for each of the six material sections, the opti-
mization was performed with 12 design variables. For the model with 
structure 3 as the input, Fig. 21 shows the optimization history with 
convergence after 11 iterations. For the model with structure 4 as the 
input, Fig. 22 depicts the progress of the optimization with convergence 
after 9 iterations. The distinct distributions of the two and three regions 
with different unit cells is reproduced accurately, as can be seen in 

Fig. 19(c) and Fig. 20(c), which show the Poisson’s ratio ν21for the in-
dividual material sections of the optimized structures. With a minimum 
error ε in the curve matching of 1.64 10− 5 and 2.73 10− 5, respectively, 
the homogenized lateral deformation of structure 3 and 4 is reproduced 
very well. Comparison to the fully modeled structure show very good 
agreement at the area with negative lateral deformation (positive 
Poisson’s ratio) and small deviations at the area with positive lateral 
deformation (negative Poisson’s ratio) for both structures. Fig. 19(d) 
and Fig. 20(d) display the corresponding comparison between lateral 
deformation of optimized model, homogenized target model and fully 
modeled validation structure. The deviations can be attributed to higher 
local strain in the area with highly negative Poisson’s ratios, caused by 
the lower Young’s modulus E2 of the corresponding unit cells. The larger 
strain leads to an increased error in the linear homogenization approach. 

The two models show very good convergence and accuracy 
regarding the optimization goal for the given optimization parameters 
and thereby show the suitability of the proposed framework for the 
given optimization task. However, the choice of the number of material 

Fig. 18. Relative error of the interpolation for variable values between the interpolation grid for (a) Young’s modulus in X direction E1, (b) Young’s modulus in Y 
direction E2, (c) Poisson’s ratio ν12, (d) Poisson’s ratio ν21 and (e) l2 norm. 
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sections is very specific to the targeted optimization goal. To test a more 
general approach regarding the distribution of material sections, the 
simple optimization based on the deformation of structure 3 (Fig. 23(a)) 
was set up with two additional material sections along the X direction. 
Consequently, a total of 18 material sections, as shown in Fig. 23(b), and 
36 design variables were created. All other optimization settings were 
kept the same. 

As can be seen in Fig. 24, the addition of material sections in the X 
direction leads to a decrease in convergence rate and termination does 
only occur after 23 iterations. The fit of the lateral deformation on the 
right side is not influenced significantly. A small error ε in the curve 

matching of 1.55 10− 5 shows a very good fit of the lateral deformation 
(Fig. 23(d)). The distribution of UC properties, on the other hand, does 
not match the target distribution, as shown in Fig. 23(c) for the Poisson’s 
ratio ν21. It can be seen that only the right outer most material sections 
follow the input distribution to achieve the targeted deformation. The 
addition of more material sections without addition of any constraints or 
objectives, enables multiple configurations to achieve the target defor-
mation of the right side resulting in a decreased convergence rate. 

To improve the convergence again and restrict the possible optimal 
configurations, two different strategies were pursued. One approach was 
to add the deformation on the left side of the input structure as objective 

Fig. 19. Optimization results for structure 3. (a) Target deformation (deformation scale factor 5), (b) material section distribution, (c) optimized Poisson’s ratio of 
the individual material sections (deformation scale factor 5), (d) deformation comparison of full structure, homogenized structure and optimized structure. 

Fig. 20. Optimization results for structure 4. (a) Target deformation (deformation scale factor 5), (b) material section distribution, (c) optimized Poisson’s ratio of 
the individual material sections (deformation scale factor 5), (d) deformation comparison of full structure, homogenized structure and optimized structure. 

Fig. 21. Optimization history for structure 3. Evolution of the error ε for (a) the entire optimization and (b) for the last few iterations.  
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by creating a second curve matching composite in LSOPT and adding it 
as an objective function. Subsequently, LSOPT performs the optimiza-
tion on a weighted sum of both objective functions. Both weights were 
kept at 1. Another approach was to add a force constraint by building a 
mean square error εF for the overall reaction force in the Y direction at 
εGy=1% as 

εF =

[
Fmodel − Ftarget

Ftarget

]2

(17)  

Where by Fmodel describes the reaction force of the models during the 
simulation and Ftarget is the reaction force of the homogenized target 
model (in this case the target model of structure 3). The constraint is 
then implemented such that only models with εF < 0.01 are seen as 
feasible. 

Adding the left side deformation improves the convergence and the 
optimization terminates after 11 iterations (Fig. 25). Including the force 
constraint improves the convergence only slightly by reducing the 
number of needed iterations to 21 (Fig. 26). Both approaches are able to 
achieve less deviations in the distribution of unit cell properties as 
demonstrated in Fig. 27 for the Poisson’s ratio ν21 and the Young’s 
modulus E2. The more inhomogeneous distribution of the E2 values is 
caused by the higher sensitivity of E2 on small changes in the design 
variables Lx1and Lx2 compared to ν21. The error ε is small for both ap-
proaches and they reach good agreement regarding the deformation 
goal. These results highlight the importance of the proper definition of 
the optimization problem and the appropriate discretization (in terms of 
material sections) with respect to the optimization goal. Furthermore, it 
illustrates the flexibility of the proposed framework in terms of opti-
mization objectives and constraints as well as design variable 

Fig. 22. Optimization history for structure 4. Evolution of the error ε for (a) the entire optimization and (b) for the last few iterations.  

Fig. 23. Optimization results for structure 3 with additional material sections. (a) Target deformation (deformation scale factor 5), (b) material section distribution, 
(c) optimized Poisson’s ratio of the individual material sections (deformation scale factor 5), (d) deformation comparison of full structure, homogenized structure and 
optimized structure. 

Fig. 24. Optimization history for structure 3 with additional material sections. Evolution of the error ε for (a) the entire optimization and (b) for the last 
few iterations. 
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Fig. 25. Optimization history for structure 3 with additional material sections and additional left side deformation as objective. Evolution of the error ε for (a) the 
entire optimization and (b) for the last few iterations. 

Fig. 26. Optimization history for structure 3 with additional material sections and additional force constraint. Evolution of the error ε for (a) the entire optimization 
and (b) for the last few iterations. 

Fig. 27. Optimized Poisson’s ratio and Young’s modulus of the individual material sections for structure 3 with (a) 6 material sections, (b) 18 material sections, (c) 
18 material sections and left side objective and (d) 18 material sections and force constraint. 
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discretization. 
To reproduce the deformation behavior of structure 5 with different 

unit cells in both X and Y direction, in addition to the deformation on the 
right side, the deformation on the left side of the structure was added to 
the optimization objective. Both target deformations are shown in 
Fig. 28(a). To ensure a sufficiently high resolution of areas with possibly 
different material properties, a 4 × 4 material section matrix was chosen 
(Fig. 28(b)). The optimization was thus performed with 32 design var-
iables. The increase in number of design variables and the more complex 
objective function result in an only slightly slower convergence of the 
optimization with 14 iterations (Fig. 29). A good reproduction of the 
four distinct areas with different UCs, shown by the Poisson’s ratio ν21 of 
the individual material sections in Fig. 28(c), is achieved. Furthermore, 
a small error ε in the curve matching is attained for both sides of the 
structure, with ε =3.70 10− 5 for the right and ε =3.61 10− 5 for the left, 
respectively. Again, the validation with the fully modeled target struc-
ture shows very good agreement of the deformation curves for the areas 
with positive Poisson’s ratio and some deviations at the areas with 
negative Poisson’s ratio (Fig. 28(d)-(e)). 

Conclusion 

A Finite Element simulation-based optimization strategy for creating 
a predefined deformation behavior of metamaterial components by 
optimizing the underlying unit cell parameter distribution is proposed in 
this work. The main parts of the framework are a material pre- 
processing step with a material homogenization and the generation of 
a linear interpolation object as well as a black-box-based optimization 
part. 2D tri-anti-chiral unit cells, which allow for a wide range in ma-
terial properties by changing only two unit cell parameters, are used to 
test the framework. The application of a linear elastic homogenization 
approach allows for a breakdown of the complex unit cell geometry to a 
simple linear elastic material model. In combination with linear 

interpolation between stiffness tensors of different unit cells, this results 
in an efficient material description for the optimization approach. Three 
different predefined lateral deformations of simple 2D rectangular tri- 
anti-chiral parts are employed as an optimization target to demon-
strate the capabilities of the framework. Using the proposed framework 
to optimize the unit cell parameter distributions of the homogenized 
parts, the given target deformation can be reproduced with good 
convergence and accuracy. In addition, the influence of spatial distri-
bution of material sections on the convergence and accuracy is studied. 
Results indicate a strong dependency of the convergence rate on the 
spatial distribution. However, introducing additional optimization ob-
jectives or constraints improve the convergence again. The proposed 
framework offers high versatility concerning the selection of optimiza-
tion objectives and constraints, due to the black-box-based optimization 
strategy. Therefore, the developed framework is not restricted to the 
shown use case, but can be applied to a variety of optimization problems 
for unit cell-based metamaterials. Furthermore, the general homogeni-
zation approach provides flexibility regarding the types of unit cell- 
based materials that can be used. As a consequence, the presented 
framework offers a flexible tool to design and optimize metamaterial- 
based parts for not only lightweight purposes but also other 
deformation-based applications. This could lead to a higher adoption 
rate of metamaterial-based designs in various industries like aerospace 
(morphing winglets), construction (vibration and deformation damp-
ening devices) or medical (medical devices with custom deformation 
behavior), to name just a few examples. However, the proposed 
framework is only a starting point and further development should be 
done to improve generality and efficiency. Furthermore, the limitations 
of the homogenization approach regarding minimal number of unit cells 
in a material section and possible maximal strain have to be considered 
when using the framework on a more general problem. The important 
part of the correct spatial discretization is, for now, guided by the 
problem-knowledge of the user. Therefore, future work will be focused 

Fig. 28. Optimization results for structure 5. (a) Target deformation (deformation scale factor 5), (b) material section distribution, (c) optimized Poisson’s ratio of 
the individual material sections (deformation scale factor 5), (d) deformation comparison of full structure, homogenized structure and optimized structure - left side, 
(e) deformation comparison of full structure, homogenized structure and optimized structure- right side. 
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on an automated discretization approach to further improve the effi-
ciency of the proposed framework. 
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Abstract  
Metamaterials with their distinctive unit cell-based periodic architecture feature a wide range of 

possible properties with unusual characteristics and a high potential for optimization. Due to their 

complex interaction between unit cell geometry and material properties, as well as their inherent 

multi-scale nature, suitable optimization strategies need to be developed for metamaterials. One 

potential approach is to optimize the distribution of unit cells within a part to achieve a predefined 

deformation response. However, a significant challenge lies in determining the appropriate number 

and distribution of areas with varying properties (material sections) to facilitate an efficient 

optimization. In this study, a variable material section discretization scheme is presented, which is 

aimed at automatically updating the discretization to enhance the efficiency of metamaterial 

optimizations. This scheme is implemented as an extension to a previously proposed Finite Element 

simulation-based optimization framework for unit cell-based metamaterials. The framework includes 

a numerical homogenization method and interpolation scheme for efficiently correlating unit cell 

parameters with homogenized material properties, coupled with a black-box optimization method. In 

the present study, the previously proposed framework was extended to incorporate a scheme for 

monitoring and adjusting the material section discretization during the optimization process. To 

assess the effectiveness of the implemented routine, it was tested in conjunction with a genetic 

algorithm for optimizing the parameter distribution of a 2D tri-anti-chiral metamaterial to match a 

predefined lateral deformation under load. 

Keywords: Finite Element Method, Homogenization, Optimization, Simulation, Genetic Algorithm 

1 Introduction  
Artificial structured materials based on periodically arrayed unit cells (UCs), also known as 

metamaterials, are a class of materials with a wide range of possible properties with unusual 

characteristics. The definition of metamaterials include materials with uncommon electromagnetic, 

acoustic, seismic, thermal, mass transport and mechanical properties [1]. In mechanical 

metamaterials the UC-based design can lead to material properties such as a high stiffness to weight 

ratio [2,3], a variable stiffness in multiple spatial directions [4,5] and auxetic behavior [6,7]. In 

addition to the vast amount of possible designs with unique material properties [8], the UC-based 

architecture of metamaterials results in a high degree of customizability. On the one hand, this 
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provides the possibility to change the underlying UC geometry of the material to adapt the overall 

properties of a part. On the other hand, it allows for the addition of custom property gradients on a 

part by changing the distribution of UCs with different geometric parameters. However, to fully take 

advantage of the customizability and the multi-scale nature of metamaterials, new optimization 

strategies are required.  

A common approach for optimization on the UC level, specifically for the optimization of the UC 

geometry to reach defined material properties, is the use of topology optimization in combination 

with a numerical homogenization approach [9–13]. Various topology optimization approaches have 

been proposed in UC optimization. Commonly used ones include the well-known solid isotropic 

material with penalization method [9,10] and the bi-directional evolutionary structural optimization 

method [14]. In recent years, machine learning approaches such as generative adversarial networks 

[15] and convolutional neural networks [16,17] have been proposed to improve the efficiency of the 

existing methods. To take full advantage of the multi-scale design of metamaterial parts, multiple 

approaches for simultaneous optimization at UC level and at macro scale level have been developed 

[14,18,19]. 

The commonly used topology optimization approaches, however, are limited regarding more 

complex optimization targets such as a predefined deformation behavior under load. Black-box-

based parameter optimization strategies offer a more general alternative. Heuristic methods, 

including Genetic Algorithms (GA) and Evolutionary Strategies (ES), are a common class of algorithms 

for solving of simulation-based black-box optimization problems [20]. GA and ES are algorithms 

based on the concepts of natural evolution and usually include selection, crossover, and mutation 

steps. Regarding the predefined deformation behavior of auxetic structures, multiple methods using 

evolutionary algorithms have been proposed. Yao et al. [21] used a differential evolution algorithm 

to optimize the distribution of five different UCs with varying Poisson’s ratio inside a test specimen. 

In another study, Han and Lu [22] used an evolutionary algorithm to optimize the Poisson’s ratio 

distribution of reentrant honeycomb structures to create a given deformation under tension. 

Recently, Liang et al. [23] combined a genetic algorithm with a quantitative correlation between the 

parameters of chiral cells and their deformation vector to design structures with predefined 

deformations. 

Most methods previously developed for the optimization of deformation behavior of metamaterials 

use homogenized representations of the metamaterial UCs with a fixed number of uniformly sized 

material sections with changeable parameters. This spatial material section discretization (MSD) 

plays an important role in achieving a defined deformation target for a given part. When using a fixed 

MSD, the knowledge of the necessary resolution of the MSD has to be acquired in advance. This can 

lead to time-consuming trial and error approaches as well as increased computational effort or 

decreased accuracy if the wrong MSD is chosen. Another point that has received little consideration 

is the inclusion of additional constraints into metamaterial optimization methods for creating 

predefined deformations of a given part. Therefore, the presented work focuses on an MSD updating 

scheme for the automated local refinement of the MSD based on a given variable field. The 

developed method relies on the implementation of soft constraints, which are used to control the 

refinement. In this study, the gradients of the geometric UC variables of a metamaterial part are used 

as an example for a possible variable field for controlling the MSD refinement. The scheme is 

implemented into an adapted version of a general metamaterial optimization framework developed 

in a previous study [24]. The framework uses a homogenization-based pre-processing step to create 

the correlation between geometric UC parameters and the entire elastic stiffness tensor of a given 

metamaterial in combination with a black-box optimization strategy. In this study, the framework is 

extended to include a scheme for monitoring and changing the resolution of the MSD during the 
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optimization based on the gradients of the UC variables. The implemented scheme is tested on the 

optimization of the UC parameter distribution of a 2D tri-anti-chiral metamaterial [24] with the goal 

to match a predefined lateral deformation under load. In addition, comparisons between 

optimizations with and without the MSD updating scheme are used to evaluate the improvement in 

efficiency and accuracy of the proposed method. 

2 Optimization strategy 

2.1 Overview of the general strategy  
The general structure of the presented method is based on the optimization framework previously 

proposed in [24]. Therefore, only a summary is presented here, and readers are directed to the 

original work for a comprehensive description. The framework was developed to optimize the UC 

distribution of metamaterials to create a specific deformation behavior under load. It is separated 

into two main parts, a material pre-processing part and an optimization part. 

In the material pre-processing step, the correlation between the design of the UC with its various 

geometric parameters and the homogenized material properties is established. Linear interpolation 

between the entries of the stiffness tensors of UCs with different geometric parameters is used to 

create the correlation. Numerical homogenization based on six displacement-controlled simulations 

with unit load cases and periodic boundary conditions is employed to calculate the full linear elastic 

stiffness tensor of the UCs. For the creation of the interpolation object, a large enough dataset of 

homogenized UCs needs to be provided. Depending on the number of geometric parameters of the 

given UC and the targeted accuracy, this process can entail significant computational costs. However, 

the interpolation object has to be created only once for a given metamaterial and in turn allows for a 

very efficient correlation between UC parameter and material property during the optimization. 

The optimization part itself is based on the black-box principle. For this study, Finite Element (FE) 

simulations of simple 2D shapes with a displacement controlled tensile load act as the black-box. The 

inputs to the black-box and thereby the optimization variables are the geometric UC parameters of 

the given metamaterial. The output of the black-box in this case is the difference between the 

simulated deformation and the target deformation of the given structure. The FE models inside the 

optimization are homogenized representations of the actual metamaterial. They are partitioned into 

a number of material sections representing the sections with different UC parameters. This approach 

permits to cluster UCs with the same geometric parameters and thereby decreases the number of 

optimization variables for the optimization. During optimization, the deformation data of the 

homogenized simulation is compared to the deformation target and the error is used as the decision 

variable. The selected optimization algorithm iterates and changes the optimization variables until a 

stopping criterion is met. The result of the optimization is the UC distribution of a structure, which 

achieves the deformation with the smallest deviation to the target deformation.  

In the original framework, the commercial optimization tool LSOPT (LS-OPT 6.0.0/Livermore Software 

Technology Corporation, Livermore, CA, USA) had been used and the number of material sections 

was kept constant during the optimization. In this study, a scheme was incorporated into the 

framework to facilitate the adaptation of the material section discretization during optimization, 

allowing for adjustments in the number of material sections. Furthermore, the commercial 

optimization tool was replaced by a genetic algorithm implemented in Python to facilitate the 

interface between the optimization and the MSD update scheme. In this updated framework, the 

optimization starts with an initial MSD and after a specified number of iterations, the MSD is locally 

refined based on the gradient of the current variables in each material section. The optimization is 

then continued with the updated MSD. The optimization is stopped when either the stopping criteria 
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from the genetic algorithm or the stopping criteria from the MSD updating scheme are satisfied. The 

essential setup of the extended optimization framework is shown in Figure 1. 

 

Figure 1: Overview of the general setup and the individual parts of the developed framework (GA: genetic algorithm, MSD: 
material section discretization). 

2.2 Description of the material section discretization (MSD) updating concept 
The concept is based on the integration of an MSD evaluation and update algorithm into a genetic 

optimization algorithm. During the optimization, the MSD algorithm links the resolution of the MSD 

to a variable field of the metamaterial part. Because the MSD algorithm is not connected directly to 

the objective of the optimization, the influence of the MSD on the accuracy and efficiency of the 

optimization depends strongly on the selected variable field. In the case of this study, the gradient of 

the geometric UC parameters was chosen as the underlying field for the MSD algorithm. This 

geometric parameter gradient is used since a reduction is expected to decrease the gradients in 

material properties between the UCs. Additionally, high parameter gradients may pose a problem for 

processability. However, in this study, the parameter gradient only serves to demonstrate the 

implementation of the developed framework and no detailed survey on its influence on the material 

property gradient, stress concentration, or processability has been performed. Due to the use of the 

geometric UC parameters as optimization variables in this study, the parameter gradient corresponds 

to the optimization variable gradient. 

Herein, the aim of the MSD updating concept is to reduce the variable gradient as well as to enhance 

the optimization efficiency of the GA by refining the MSD only in areas where variable gradients 

exceed a specified limit. This limit is a soft constraint on the variable gradient as it only reduces the 

gradient by refining the MSD but does not directly interfere with the optimization algorithm. The 

general sequence of the GA-based optimization with the integrated MSD updating scheme is as 

follows: 

(1) The data matrices of the MSD algorithm are initialized based on the user input for the 

minimum and maximum MSD size and the spatial discretization of the given part.  

(2) The variables of the initial MSD are exported to the GA algorithm where they serve as an 

initial population. For the first run of the GA algorithm, the variables of the initial population 

are randomly generated inside the parameter space of the given UC.  

(3) The GA is started and for each generation the parent selection, crossover, mutation, and 

fitness evaluation steps are performed. 
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(4) The optimized variables are exported back to the MSD algorithm after a defined number of 

generations. 

(5) The MSD algorithm updates the variables with the optimized ones and calculates the 

gradients of the variables in each material section. 

(6) Based on the calculated gradients and given decision criteria, the MSD is updated. 

(7) The variables of the new MSD are exported again to the GA where they are used as initial 

population. 

(8) The entire process is stopped when either the stopping criterion of the MSD algorithm or one 

of the stopping criteria of the GA is satisfied. 

Figure 2 shows the general sequence of the MSD updating concept. A more detailed description 

of the GA and MSD part are provided in section 2.2.1 and section 2.2.2, respectively. 

 

Figure 2: Illustration of the workflow involving the material section discretization (MSD) algorithm and the genetic algorithm 
(GA), as well as the coupling between them. 

2.2.1 GA setup 
To optimize the distribution of the geometric UC variables on a part, aiming to replicate a 

predetermined lateral deformation, the GA performs crossover and mutation operations on a 

population of variables and a fitness-based selection. Each individual in the population is a complete 

set of all UC variables of a part. Evaluation of the fitness of a given variable set is achieved by a FE 

simulation of the given part based on these variables. The interpolation object is then used to 

efficiently create the necessary homogenized material properties for the material model. The 

simulation is solved using the Calculix FEM solver. Afterwards, the deformation results of the 

simulation are compared to the deformation target and the reciprocal of the comparison error is 

used as the fitness measure. All operations are repeated to create a new generation until a stopping 

criterion is met. The integration of the GA into the framework is carried out in Python using the 

Pygad [25] package. The methods used for parent selection, crossover, and mutation as well as the 

used population size, mutation rate and number of mating parents are stated in Table 1. An overview 

and description of the possible GA settings is shown in Table 2. The methods and values were chosen 
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based on experience and a small optimization pre-study. For the calculation of the comparison error 

between the FE simulation-based deformation and the target deformation the mean square error 

𝜀𝑀𝑆 is calculated as 

𝜀𝑀𝑆 =
1

𝑃
∑ 𝑊𝑝 [

𝑆𝑝 − 𝑇𝑝

𝑚𝑎𝑥|𝑇𝑝|
]

2

,

𝑃

𝑝=1

 

 

(1) 

with 𝑃 being the number of points along the curves, 𝑊𝑝 the weight factors, 𝑇𝑝 the points on the 

target curve and 𝑆𝑝 being the corresponding points on the computed curve. The fitness of a given 

variable set during the optimization is then evaluated as  

 

𝑓𝑖𝑡 =
1

𝜀𝑀𝑆
. (2) 

 

To stop the GA, several stopping criteria are implemented. There are two main reasons for stopping 

the GA: one is to facilitate the export of the optimized variables to the MSD algorithm and the other 

is the completion of the optimization. Stopping for the variable export is performed if the number of 

the current generation 𝑘 reaches a specified limit 𝑘𝑀𝑆𝐷𝑙𝑖𝑚 that is if 𝑘 ≥ 𝑘𝑀𝑆𝐷𝑙𝑖𝑚. When a stop is 

triggered with this criterion, the variable set with the highest fitness is saved and exported to the 

MSD algorithm. If no change is made during the MSD updating process, the GA is simply restarted 

with the population of the last generation of the previous run. If the MSD is changed, then the GA is 

restarted with a new population based on the last generation of the previous run and the additional 

variables created in the MSD update scheme (see section 2.2.2 for more details). The overall 

completion of the optimization process occurs if one of the following three stopping criteria is met. 

(1) Fitness saturation: if the maximum fitness of a generations does not improve over a given 

period of generations, that is if 𝑚𝑎𝑥(𝑓𝑖𝑡𝑘) ≤ 𝑚𝑎𝑥(𝑓𝑖𝑡𝑘−1) for 𝑘𝑠𝑎𝑡𝑙𝑖𝑚 times. 

 

(2) Maximum generation limit: if the number of the current generation 𝑘 reaches a specified 

limit 𝑘𝐺𝐴𝑙𝑖𝑚, that is if 𝑘 ≥ 𝑘𝐺𝐴𝑙𝑖𝑚. 

 

(3) Maximum fitness limit: if the maximum fitness 𝑚𝑎𝑥(𝑓𝑖𝑡𝑘) of the current generation reaches 

a specified limit 𝑓𝑖𝑡𝑙𝑖𝑚, that is if 𝑚𝑎𝑥(𝑓𝑖𝑡𝑘) ≥ 𝑓𝑖𝑡𝑙𝑖𝑚. 

 

 

Table 1: Settings of the genetic algorithm used for testing the MSD framework. 

GA setting Type/Value 

Parent selection type Stochastic universal selection 

Crossover type Uniform 

Mutation type Random 

Mutation rate 5% 

Population size 40 

Number of mating parents 20 

 

97



 

7 

2.2.2 MSD updating algorithm 
To adapt the MSD during the optimization, an algorithm for storing, evaluating, and updating the 

MSD for 2D problems is added to the GA process. The algorithm is implemented in Python and its 

data structure is shown in Figure 3. The labels of the data matrices are highlighted with quotation 

marks in the following section, for better identification. Information about the spatial discretization 

of the given part is imported from the initial FE simulation input file. For the considered 2D problem, 

the discretization is based on a rectangular bounding box with dimensions b 𝑥 ℎ surrounding a given 

part and the user input of the size of a single UC with dimension 𝑏𝑈𝐶  𝑥 ℎ𝑈𝐶 . The correlating data is 

arranged in a boolean 𝑚 𝑥 𝑛 sized ‘Material distribution’ matrix with 

𝑚 = ⌈
ℎ

ℎ𝑈𝐶
⌉  

 

(3) 

and 

 𝑛 = ⌈
𝑏

𝑏𝑈𝐶
⌉.  

 

(4) 

The matrix represents the areas with and without material inside the bounding box and is used as a 

mask for all the other data matrices inside the framework. The capability to locally change the MSD 

resolution is provided by arranging the data in separate MSD levels. The first level has a theoretical 

resolution of 𝑚 𝑥 𝑛 different material sections before applying the discretization mask, whereas the 

actual number depends on the shape of the part inside the bounding box. With each increase in 

level, the material sections are clustered into 2 𝑥 2 sections to generate a new grid. Therefore, the 

second level only has 𝑚/2 𝑥 𝑛/2 theoretical material section and the third 𝑚/4 𝑥 𝑛/4. This leads to 

a theoretical number of material sections 𝑁𝐿  at level 𝐿 calculated as  

𝑁𝐿 = ⌈
𝑚

2𝐿−1⌉  𝑥 ⌈
𝑛

2𝐿−1⌉.  

 

(5) 

The number of levels is defined by the user prior to the optimization. As illustrated in Figure 3, the 

names of the material sections from each level are stored in a 𝑚 𝑥 𝑛 𝑥 𝑁𝐿  sized ‘MSD level-based 

material names’ matrix. The information about the current level of each individual material section 

during optimization is stored in its own 𝑚 𝑥 𝑛 sized ‘Current MSD level’ matrix. This matrix is used to 

keep track of and update the local refinement during optimization. By using the information about 

the current MSD level and looking up the correlating material name in the ‘MSD level-based material 

names’ matrix, a separate 𝑚 𝑥 𝑛 sized ‘Current material names’ matrix is created. For the number of 

variables for each UC, 𝑁𝑉, a 𝑚 𝑥 𝑛 𝑥 𝑁𝑉 sized ‘Current variables’ matrix is used to store the current 

variable values 𝑉𝑖 for each material section. A ‘Material dictionary’ is then used to allocate the 

current variables to the correlating material section name and to act as data interface for the GA.  

The optimization always starts at the highest defined MSD level, that is with the coarsest 

discretization. During the optimization, at the start of an MSD updating step, the optimized variables 

are written first to the ‘Material dictionary’. Then the new variable values are used to update the 

‘Current variables’ matrix. Based on the updated variables, the gradients 
𝜕𝑉𝑖

𝜕𝑥
 and 

𝜕𝑉𝑖

𝜕𝑦
 of each variable 

𝑉𝑖 are calculated for each material section and stored in a 𝑚 𝑥 𝑛 𝑥 𝑁𝑉  sized ‘Gradients’ matrix. The 

gradients are then used to evaluate if the level, and thereby the discretization, of the individual 

material sections needs to be changed. In this study, this evaluation consists of the comparison of the 

highest of the two gradients in x and y direction against a defined limit. For each variable 𝑉𝑖 an 

individual limit can be specified. The information whether any of the variables have exceeded the 

gradient limit is stored in a  𝑚 𝑥 𝑛 sized boolean ‘Decision’ matrix. The level of a material section in 
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the ‘Current level’ matrix is then decreased based on the ‘Decision’ matrix, if the level is not already 

at 1. Afterwards the ‘Current material names’ matrix is updated based on the new levels. The 

‘Material dictionary’ is then filled with the new material sections and corresponding variables. For 

material sections that have not been updated the old variables are kept. For the new material 

sections, created due to a level change, the old variable values of the material section from one level 

above are used as initial values. The updated ‘Material dictionary’ is then used to again generate an 

initial population for the GA to continue with the optimization. After each MSD updating cycle, an 

MSD saturation stopping criterion is evaluated. The optimization is stopped if there is no MSD 

refinement for 𝑀𝑆𝐷𝑙𝑖𝑚 times. An overview and description of the settings for the MSD algorithm can 

be found in Table 2. 

Table 2: Overview and description of the settings for the genetic algorithm (GA) [25] and material section discretization 
(MSD) parts of the framework 

GA Settings Description 

Parent selection type Algorithm for the parent selection process 

Crossover type Algorithm for the crossover process 

Mutation type Algorithm for the mutation process 

Mutation rate Percentage of the generation to perform 
mutation on 

Population size Number of individuals in each generation 

Number of mating parents Number of parents selected for crossover 

Maximum fitness limit (𝑓𝑖𝑡𝑙𝑖𝑚) Value for the maximum fitness limit stopping 
criterion 

Maximum generation limit (𝑘𝐺𝐴𝑙𝑖𝑚) Value for the maximum generation limit 
stopping criterion 

Fitness saturation (𝑘𝑠𝑎𝑡𝑙𝑖𝑚) Value for the fitness saturation stopping 
criterion 

  

MSD Settings Description 

MSD generation limit (𝑘𝑀𝑆𝐷𝑙𝑖𝑚) Number of generations after which the MSD 
update is performed 

MSD saturation limit (𝑀𝑆𝐷𝑙𝑖𝑚) Value for the MSD saturation stopping criterion 

MSD levels Number of refinement levels of the MSD 
algorithm 

MSD refinement limit Limit of the chosen field variable for the 
refinement decision 

 

 

99



 

9 

 

Figure 3: Data structure and processes of the material section discretization (MSD) updating scheme. 

3 Simulation setup 
3.1 Tri-anti-chiral structure 
One way to achieve auxetic behavior and a wide range of potential Poisson’s ratios is to use the 

principle of chiral metamaterials. Chiral metamaterials are based on UCs consisting of rotational 

centers (circles, rings, squares) connected by a specific number of struts. These connections lead to a 

rotation of the nodes at the rotational center under mechanical load due to the deformation of the 

struts resulting in the customizable [26] and often auxetic [27–31] behavior of chiral metamaterials. 
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The many different kinds of chiral structures can be classified by the number of the connection struts 

((3) tri-,(4) tetra-, (6) hexachiral) [29] or by the symmetry inside the UC (chiral, anti-chiral, meta-

chiral) [32].  

The extended framework presented in this study was tested with the adapted tri-anti-chiral 

metamaterial described in [24]. It was used with only two changeable geometric UC parameters 𝐿𝑥1 

and 𝐿𝑥2, as shown in Figure 4(a). The other geometric parameters of the UC were kept constant. The 

overall size was specified at 15x15 mm and the diameter of the nodes at the rotational centers was 

set to 5 mm with a thickness of 0.8 mm for the connecting struts. Despite the reduced number of 

parameters, this design of the UC allows for a wide range of possible Poisson’s ratios and is therefore 

suitable for the optimization of lateral deformation patterns. With 𝐿𝑥1 and 𝐿𝑥2 between 6 mm and 

21 mm, the Poisson’s ratio ν21 ranges from -1.47 to 0.94 and ν12 from -0.57 to 0.26 [24] (with ν𝑗𝑘 

denoting the deformation in  𝑘 direction under a load in 𝑗 direction). A detailed description of the UC 

and the process of creating the interpolation object can be found in the original work [24]. 

3.2 Setup of models for testing 
The models were based on a simple 2D rectangular part with a displacement-controlled extension in 

the Y direction. The dimensions of the part are 150 mm and 330 mm (width x height). The part was 

partitioned into multiple material sections for use with the MSD updating algorithm (see section 2.2). 

Details about the initial number of partitions for each tested sample are provided in section 4. The 

mesh was created with quadrilateral 4-node plane strain elements with a global seed size of 5 mm. 

Figure 4(b) shows the meshed part with the path for the evaluation of the lateral deformation. The 

properties of the individual material sections were based on the homogenized stiffness tensor 

created by the interpolation object and depend on the geometric parameters of the respective UC. 

The material was specified as an elastic anisotropic material model. Two different boundary 

condition setups were considered. For the comparison with LSOPT in section 4.1, the bottom surface 

was fixed in all directions to recreate the boundary condition of the previous study [24]. Due to the 

symmetric setup of the examples using the MSD update scheme in section 4.2, the bottom surface 

was fixed only in Y direction with an additional X symmetry boundary condition in the Y-Z plane. For 

both setups, the top was displaced uniformly in Y direction to achieve the desired global engineering 

strain 𝜀𝐺𝑦, calculated as  

𝜀𝐺𝑦 =
∆𝑙𝑦

𝑙𝑦,0
, 

 

(6) 

with ∆𝑙𝑦 being the displacement of the top surface in Y direction, and 𝑙𝑦,0 the initial length of the 

structure in Y direction. 

Throughout the optimization process, the models were solved using the static Calculix FE solver, 

chosen for its improved performance in this particular scenario. [24]. The lateral deformation was 

evaluated as the displacement in X direction along the right edge of the rectangle. The general setup 

of the simulation models was performed in the Abaqus 2019 CAE software (Dassault Systemes, 

Vélizy-Villacoublay Cedex, France). The process of partitioning the part into the different material 

sections and converting the input file for the Calculix solver was automated with a Python script. 

The capabilities of our extended optimization framework were tested with various target 

deformations of the FE models. Firstly, the performance of the newly implemented routine was 

assessed against the initial framework to verify that the desired improvement had been achieved. 

Additionally, the new framework underwent testing with various deformation targets, and the 

impact of the MSD updating scheme on the optimization results was examined. The tri-anti-chiral 

structure, described in section 3.1, was used for all the tests. In addition, the previously described 
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interpolation object [24], was used for the correlation between the UC parameters and the material 

properties. The UC parameters 𝐿𝑥1 and 𝐿𝑥2 act as optimization variables and the range for both was 

set to 6 mm-21 mm for all optimizations. The aim of the optimizations was to achieve a variable 

distribution that minimizes the comparison error for a specified deformation target. In this study, the 

target was a predetermined lateral deformation at the right edge of the model subjected to a 

specified global tensile displacement load in the y-direction. All optimizations were performed on a 

workstation PC equipped with 2x Intel Xeon Gold 6238R CPUs and 512 GB RAM. 

 

 

Figure 4: (a) Example of the tri-anti-chiral UC with the two considered geometrical parameters and (b) the meshed 2D part 
used for the virtual testing with the evaluation path at its right edge. 

4 Results and discussion 
4.1 Comparison with LSOPT 
To evaluate the performance of the newly implemented Python-based genetic algorithm (GA), tests 

were performed using the new framework, while maintaining a fixed material section discretization 

(MSD). To this end, two fixed MSDs with 1x6 (Figure 5(a)) and 3x6 (Figure 5(b)) individual sections 

were generated, respectively. The effect of the MSD updating scheme was then tested by generating 

4x16 individual sections with 3 MSD Levels (Figure 5(c)) on the part. The FE models were set up as 

described in Section 3.2 with a tensile strain of 𝜀𝐺𝑦=0.2 %. The small strain load was chosen to stay 

inside the valid range of the homogenization method determined in [24]. Figure 5 shows the 

deformation target for all examples. The performance was evaluated by comparing it to the initially 

used framework based on LSOPT [24]. 
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Figure 5: Tri-anti-chiral-based 2D parts with their respective deformation targets under global tension for the comparison to 
the original framework with (a) 1x6 fixed sections, (b) 3x6 fixed sections and (c) 4x16 sections with 3 MSD levels. The target 
deformations are exaggerated for better visualization. 

Evaluation of the Python-based GA was carried out by setting up optimizations with a Maximum 

generation limit of 1000 generations and with a Maximum fitness limit of 0.049 and 15.15 for the 

models with 1x6 and 3x6 material sections, respectively. These fitness limits are based on the 

maximum achieved fitness obtained from optimizations of the corresponding structures using the 

original framework. No Fitness saturation criteria were used in this case. During the optimization of 

the model with 6 sections, the GA reached the fitness limit of the original framework with LSOPT 

after 127 generations. However, the runtime is significantly higher with the GA needing 2266 s and 

LSOPT needing 917 s to reach the same fitness. Figure 6(a) shows the comparison of fitness and 

runtime for the model with 6 sections. As shown in Figure 6(b) there is only a small difference 

between the deformation of the two frameworks, but both are unable to reproduce the target 

deformation with the given settings and boundary conditions. For the model with 3x6 sections, the 

GA was not able to reach the fitness limit and stopped after 1000 generations with a fitness of 9.42. 

This resulted in a significant increase in runtime compared to LSOPT, as illustrated in Figure 7(a). The 

deformation depicted in Figure 7(b), on the other hand, shows no significant difference between the 

two optimizers, both being able to reproduce the given target deformation quite well. Both 

comparisons of the 6 and 3x6 section models show that the Python-based GA on its own is less 

efficient, with longer runtimes compared to LSOPT, but the qualitative results of the optimized 

deformations are very similar. 

 

Figure 6: Comparison between the original framework with LSOPT and the new framework with the Python-based GA for the 
model with 1x6 fixed material sections: (a) fitness and runtime and (b) the lateral deformation. 
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Figure 7: Comparison between the original framework with LSOPT and the new framework with the Python-based GA for the 
model with 3x6 fixed material sections: (a) fitness and runtime and (b) the lateral deformation. 

In order to confirm that the MSD updating scheme yields the intended enhancements in efficiency 

and convergence behavior, the model comprising 4x16 sections and 3 MSD levels was set up and 

optimized using the new framework. The MSD refinement limit of the variable gradient was set to 

1.0 
𝑚𝑚

𝑀𝑎𝑡.  𝑠𝑒𝑐𝑡.
 for both variables 𝐿𝑥1 and 𝐿𝑥2. The MSD updating scheme was called after every 75 

generations and no MSD saturation stopping criterion was considered. Two different versions were 

considered regarding the GA stopping criteria. One version (MSD-FIT) used a Maximum generation 

limit of 1000 generations and a Maximum fitness limit of 15.15, the other version (MSD-GEN) used 

only a Maximum generation limit of 1000 generations. The first version was used to assess the 

potential for improving runtime, while the second version was utilized to evaluate the possibility of 

enhancing the fitness value. 

The results of both versions were compared to the results of the models with 3x6 fixed sections 

optimized with the Python-based GA and with LSOPT. Figure 8(a) shows the comparison of the 

runtime and fitness for all 4 optimizations. With the MSD updating scheme, the time to achieve the 

same fitness as the original framework was reduced from 5111 s to 1392 s. After completing 1000 

generations, the MSD updating scheme had also improved the achievable fitness from 15.15 of the 

original framework to 19.2. However, the qualitative difference in the optimized deformation, as 

shown in Figure 8(b), is only minor. It also has to be noted that although the model with the 3x6 fixed 

sections optimized with the GA and the MSD-GEN variant both performed 1000 generations during 

optimization, the MSD-GEN runtime was significantly shorter. This effect is attributed to the periodic 

clearing of the optimization memory after each MSD update during the optimization.  

 

Figure 8: Comparison between the two models with 4x16 material sections, 3 MSD levels and two different stopping criteria 
as well as the models with 3x6 fixed sections optimized using both, the new framework with the Python-based GA and the 
original framework with LSOPT: (a) fitness and runtime and (b) the lateral deformation. 
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Both optimizations using the MSD updating scheme reached their maximum fitness after only one 

refinement step, which resulted in 16 material sections. The MSD-GEN variant performed further 

refinement steps based on the variable gradient, but none of them led to an improvement of the 

fitness, as can be seen in the convergence plot depicted in Figure 9. The plot also shows that the 

fitness for both variants using the active MSD updating scheme is very low until the first refinement 

is performed after 75 generations. In contrast, the fitness of the variant with the fixed MSD increases 

immediately. Because of the difference in the procedure of the optimization algorithm, the 

convergence of the LSOPT variant is not included in the plot. 

The resulting variable and gradient distribution for the variables 𝐿𝑥1 and 𝐿𝑥2 for all variants are 

depicted in Figure 10 and Figure 11, respectively. From all tested variants only MSD-FIT and MSD-

GEN show a similar distribution of the variables on the part. The variant using LSOPT has very 

dissimilar variable distributions, despite reaching nearly the same fitness. This shows the existence of 

multiple configurations which are able to achieve the deformation target and again highlights the 

importance of an efficient MSD to decrease the number of possible configurations. Furthermore, in 

addition to the enhanced performance of the optimization, the MSD updating scheme reduced the 

maximum spatial gradient of the variables compared to the original framework. In summary, for the 

selected example, employing the MSD updating scheme results in a reduced time to achieve the 

same fitness as the original framework. Additionally, it leads to higher fitness if run for the full 1000 

generations. 

 

Figure 9: Convergence plot for the new framework - comparison between the fixed MSD (GA), the MSD-FIT and the MSD-
GEN setups, which were used in the comparison to the original framework. 
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Figure 10: Comparison between the two models with 4x16 material sections, 3 MSD levels and two different stopping 
criteria as well as the models with 3x6 fixed sections optimized using both, the new framework with the Python-based GA 
and the original framework with LSOPT: (a) the variable 𝐿𝑥1 and (b) maximum gradient of 𝐿𝑥1. 

 

Figure 11: Comparison between the two models with 4x16 material sections, 3 MSD levels and two different stopping 
criteria as well as the models with 3x6 fixed sections optimized using both, the new framework with the Python-based GA 
and the original framework with LSOPT: (a) the variable 𝐿𝑥2 and (b) maximum gradient of 𝐿𝑥2. 
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4.2 MSD optimization tests 
To further study the capabilities of the MSD updating scheme, three different models were set up as 

described in Section 3.2, using a tensile strain of 𝜀𝐺𝑦=1.0 % and various deformation targets. The 

tensile strain was increased to facilitate the representation of more complex deformation targets. 

For each model, 1x32 individual sections with 3 MSD levels were created. This time the parts were 

only discretized in Y direction to decrease the complexity and to improve the visual 

comprehensibility of the results. The deformation targets and the different discretization levels for 

the three different models are illustrated in Figure 12. For each deformation target, three variants 

with different optimization settings were performed. To create a baseline for the performance of the 

Python-based genetic algorithm (GA) without the MSD updating scheme, one variant (GA) was set up 

with a fixed MSD of 1x8 sections. To evaluate the performance of the MSD updating scheme in 

comparison to the baseline, two variants with active MSD updating and various stopping criteria 

were set up. One version (MSD-FIT) used a Maximum generation limit of 1000 generations and a 

Maximum fitness limit corresponding to the result of the baseline variant, the other version (MSD-

GEN) used only a Maximum generation limit of 1000 generations. Similar to Section 4.1, the first 

version was employed to assess the potential for runtime improvement, while the second version 

was used to evaluate the possibility of enhancing the fitness value. For the MSD refinement, the limit 

in the variable gradient was set to 1.0 
𝑚𝑚

𝑈𝐶
 for both variables, 𝐿𝑥1 and 𝐿𝑥2. The MSD updating scheme 

was called after every 75 generations and no MSD saturation stopping criterion was considered. 

 

Figure 12: Tri-anti-chiral-based 2D parts with their respective deformation targets under global tension and with the 3 MSD 
levels used to achieve (a) a single-step, (b) a trapezoidal and (c) a complex target deformation. The deformation targets are 
exaggerated for better visualization. 

4.2.1 Single-step target deformation  
The single-step target deformation shown in Figure 12(a) consists of two positive slopes and a 

constant plateau of lateral deformation. Figure 13 shows the fitness, the time to reach maximum 

fitness, and the deformation behavior for all three variants. The MSD-FIT variant, with the activated 

MSD updating scheme, took 8429 s to reach the fitness of the GA baseline variant, which required 

22356 s. After the full 1000 generations the MSD-GEN variant showed only a small increase in fitness 

(4.04) compared to the baseline GA variant (3.54). Qualitatively, the deformation aligns well with the 

target deformation for all variants, only the MSD-GEN variant shows some visible deviation at the 

plateau region. The convergence behavior (Figure 14) shows a fast increase of the fitness for the 

approximately 100 first generations of the GA variant with a rather slow increase afterwards. By 

contrast, the variants with active MSD updating show a steady increase over the generations. Figure 

15 and Figure 16 show the comparison of the variable gradient and the variable distribution on the 

given part after optimization for 𝐿𝑥1 and 𝐿𝑥2, respectively. The refinement of the MSD created 22 
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material sections along the Y direction for both variants with activated MSD updating scheme. This 

again led to an overall decrease in the gradient, although some individual UCs displayed an increased 

gradient.  

 

Figure 13: Comparison between the different optimization variants for (a) fitness and runtime until maximum fitness is 
reached and (b) the lateral deformation for the single-step target deformation specified in Figure 12(a). 

 

 

Figure 14:Convergence plot for the new framework – comparison between the fixed MSD (GA), the MSD-FIT and the MSD-
GEN setups, which were used to achieve the single-step target deformation specified in Figure 12(a). 
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Figure 15: Comparison of the variable gradient and the variable distribution for variable 𝐿𝑥1 in case of the single-step target 
deformation. (a) Variable gradient along the Y direction for the three optimization variants. Variable distribution for (b) the 
GA setup,(c) the MSD-FIT setup and (d) for the MSD-GEN setup. 

 

 

Figure 16: Comparison of the variable gradient and the variable distribution for variable 𝐿𝑥2 in case of the single-step target 
deformation. (a) Variable gradient along the Y direction for the three optimization variants. Variable distribution for (b) the 
GA setup, (c) the MSD-FIT setup and (d) for the MSD-GEN setup. 
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4.2.2 Trapezoidal target deformation  
The trapezoidal target deformation, shown in Figure 12(b), consists of a positive slope, a constant 

plateau, and a negative slope of lateral deformation. Figure 17 shows the fitness, the time to reach 

maximum fitness, and the deformation behavior for all three variants. Using the activated MSD 

updating scheme, the MSD-FIT variant achieved the fitness level of the GA baseline variant in 1560 s 

instead of the 19446 s required otherwise. After the full 1000 generations the MSD-GEN variant 

increased the fitness compared the baseline GA variant (1.6 vs. 0.99). Qualitatively, the deformation 

aligns well with the target deformation for all variants. Nevertheless, the variants with activated MSD 

updating scheme show a better fit for the transition between positive slope and the constant 

deformation plateau. The convergence behavior (Figure 18) shows a similarly fast increase of the 

fitness for approximately the first 80 generations for all variants. Afterwards, the fitness of the 

baseline GA variant increases only in a few small steps, whereas the fitness in the MSD-GEN variant 

exhibits faster growth and shows one significant increase occurring around the 830th generation. 

Figure 19 and Figure 20 show the comparison of the variable gradient and the variable distribution 

on the given part after optimization for the variables 𝐿𝑥1 and 𝐿𝑥2, respectively. The refinement of the 

MSD created 13 and 19 material sections along the Y direction for the MSD-FIT and MSD-GEN 

variants, respectively. Once more, this resulted in a general decrease in the gradient, although 

certain individual UCs displayed an increased gradient. 

 

 

Figure 17: Comparison between the different optimization variants for (a) fitness and runtime until maximum fitness is 
reached and (b) the lateral deformation for the trapezoidal target deformation specified in Figure 12(b). 

 

Figure 18:Convergence plot for the new framework – comparison between the fixed MSD (GA), the MSD-FIT and the MSD-
GEN setups, which were used to achieve the trapezoidal target deformation specified in Figure 12(b). 
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Figure 19: Comparison of the variable gradient and the variable distribution for variable 𝐿𝑥1 in case of the trapezoidal target 
deformation. (a) Variable gradient along the Y direction for the three optimization variants. Variable distribution for (b) the 
GA setup,(c) the MSD-FIT setup and (d) for the MSD-GEN setup. 

 

 

Figure 20: Comparison of the variable gradient and the variable distribution for variable 𝐿𝑥2 in case of the trapezoidal target 
deformation. (a) Variable gradient along the Y direction for the three optimization variants. Variable distribution for (b) the 
GA setup, (c) the MSD-FIT setup and (d) for the MSD-GEN setup. 
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4.2.3 Complex target deformation  
The complex target deformation, shown in Figure 12(c), consists of a combination of positive slopes, 

constant plateaus, and negative slopes of lateral deformation. Figure 21 shows the fitness, the time 

to reach the maximum fitness, and the deformation behavior for all three variants. With the MSD 

updating scheme activated, it took the MSD-FIT variant 4872 s to reach the fitness level of the GA 

baseline variant, which required 22432 s. After the full 1000 generations the MSD-GEN variant 

increased the fitness only to 0.92 compared to 0.87 for the baseline GA variant. Consequently, there 

was no further increase in fitness from the MSD-FIT to the MSD-GEN variant. Qualitatively, the 

deformation aligns well with the target deformation for all variants. However, the small plateaus of 

constant deformation pose a challenge to the optimization framework. The optimized deformation 

over- or undershoots the target primarily due to the minimal size of the given material sections. The 

convergence behavior (Figure 22) exhibits a comparable fast rise in fitness during the initial 

approximately 100 generations across all variants. Afterwards the fitness of the baseline GA variant 

increases steadily, whereas the variants with active MSD updating scheme show a significant increase 

until the 330th generation, where the maximum fitness is reached. Figure 23 and Figure 24 show the 

comparison of the variable gradient and the variable distribution on the given part after optimization 

for the variables 𝐿𝑥1 and 𝐿𝑥2, respectively. The refinement of the MSD created 20 material sections 

along the Y direction for the variants with active MSD updating scheme. Generally, as before, this 

resulted in an overall decline in the gradient, with some individual UCs showing an increase.  

 

Figure 21: Comparison between the different optimization variants for (a) fitness and runtime until maximum fitness is 
reached and (b) the lateral deformation for the complex target deformation specified in Figure 12(c). 

 

Figure 22: Convergence plot for the new framework – comparison between the fixed MSD (GA), the MSD-FIT and the MSD-
GEN setups, which were used to achieve the complex target deformation specified in Figure 12(c). 
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Figure 23: Comparison of the variable gradient and the variable distribution for variable 𝐿𝑥1 in case of the complex target 
deformation. (a) Variable gradient along the Y direction for the three optimization variants. Variable distribution for (b) the 
GA setup,(c) the MSD-FIT setup and (d) for the MSD-GEN setup. 

 

 

Figure 24: Comparison of the variable gradient and the variable distribution for variable 𝐿𝑥2 in case of the complex target 
deformation. (a) Variable gradient along the Y direction for the three optimization variants. Variable distribution for (b) the 
GA setup, (c) the MSD-FIT setup and (d) for the MSD gen setup. 
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4.3 Discussion 
When looking only at the optimization algorithm, the change from LSOPT to the Python-based 

genetic algorithm (GA) led to a decrease in performance. The combination of a GA with a surrogate 

modeling approach, which is implemented in LSOPT, significantly reduces the simulation calls, and 

thereby increases the efficiency in relation to the Python-based GA. The open-source Python 

implementation of the GA, however, facilitates easy adaptation and integration of additional 

software routines, exemplified by the inclusion of the MSD updating scheme outlined in this study. 

To improve the efficiency of the GA, further work is required to identify the best GA settings for each 

optimization. Moreover, implementing a surrogate modelling approach to the GA represents a 

potential measure to decrease the overall runtimes especially when employing the framework with 

3D simulations. Adding the MSD updating scheme to the GA resulted in a decrease in the time 

required to reach the maximum fitness compared to the original framework with LSOPT. In addition, 

the local refinement of the MSD, based on the variable gradient, reduced the number of material 

sections and thereby increased the efficiency of the optimization. This shows that using a high 

number of material sections to find the best distribution is an insufficient strategy and leads to 

inefficient optimizations. No general trend can be observed regarding the effect of the MSD updating 

scheme on the convergence behavior. It depends on the individual optimization case and the 

respective target deformation. In some cases, this led to a fast increase in fitness at the beginning, 

while in other instances it resulted in a continuous increase. However, in all tested cases the 

maximum fitness reached as well as the time to reach this fitness were improved with respect to the 

variants with the GA only. Furthermore, the local refinement of the MSD scheme led to a global 

decrease in the variable gradient. Nevertheless, the absence of a strict constraint on the gradient 

during the MSD updating caused the refinement to lead, in some cases, to a local increase of the 

variable gradient in individual material sections. The implementation of such an additional hard 

constraint has the potential to solve this issue, but the effect on the optimization efficiency will have 

to be evaluated.  

5 Conclusion 
This study describes an automated material section discretization refinement in a Finite Element 

simulation-based optimization strategy to create a predefined deformation behavior of metamaterial 

components. Previous research showed a significant influence of the number and distribution of the 

material sections on the convergence behavior [24]. Therefore, an automated updating of the 

discretization is necessary to decrease the trial and error runs needed to find the appropriate 

material section discretization for a given optimization problem. The developed scheme for updating 

the material section discretization was implemented as an extension to an already existing 

optimization framework presented in a previous study [24]. To facilitate the extension, the 

optimization algorithm was changed to a genetic algorithm implemented in Python. The scheme for 

the automated discretization is based on an algorithm for storing, evaluating, and updating the 

material section discretization with a data interface to the GA process. The refinement is controlled 

by a user defined variable field. 

The extended framework was tested with a 2D tri-anti-chiral metamaterial with the optimization 

target to match a predefined deformation under a given load by optimizing the UC parameter 

distribution. For this study, the refinement was controlled by the spatial gradient of the geometric 

parameters which correspond to the gradient of the optimization variables. The developed 

automated refinement scheme was able to improve the efficiency for all tests by reducing the 

optimization time to reach a given fitness value. Due to the chosen variable field for controlling the 

refinement, the framework reduced the overall variable gradient. 
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The addition of the automated material section discretization is a significant generalization for the 

proposed optimization framework, which lessens the user involvement and effort for defining the 

optimal number of material sections. However, to improve the efficiency of the framework, future 

research should focus on the optimization of the genetic algorithm’s settings. Furthermore, to reduce 

the number of Finite Element simulations conducted during the optimization, and hence the overall 

runtime, the viability of using surrogate models should be evaluated. 

An additional topic for future studies is the translation of the homogenized material sections back to 

the corresponding UC geometries to create the actual metamaterial part. Depending on the size, 

complexity, and distribution of the UCs, as well as the overall shape of the part, this step presents 

some challenges concerning the connections and transitions between the individual UCs. Solving 

these challenges in an efficient way, and thus ensuring the manufacturability of the optimized part is 

the next step towards a complete optimization framework for metamaterial components. 
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Abstract 

Due to its printing speed and high resolution, digital 
light processing (DLP) additive manufacturing technology 
has a steadily growing field of applications. Considering 
the possibility of DLP multi material printing, the creation 
of fully 3D printed complex conductive structures for 
microelectronic applications is a potential use case. 
However, to guarantee the geometric precision, a method 
to assess the printing process induced geometric deviations 
is required. In this study, the first parts of a modular 
simulation framework for describing the DLP 3D printing 
process were developed. The framework was designed to 
model the process-specific layer-by-layer curing and the 
resulting effects such as shrinkage due to crosslinking, 
residual stresses and curing-dependent mechanical 
properties. Cure depending elastic material properties were 
considered together with the chemical shrinkage to account 
for possible warpage. Additional modules were developed 
to account for effects like reaction-based heat generation, 
curing in cavities due to light penetration of printed layers 
as well as the release force during removal from the build 
platform. The framework was implemented in the Abaqus 
FEA software (Dassault Systèmes Simulia Corp, 
Providence, RI.). The capabilities of the framework were 
tested on four simple geometries including a PCB-like 
structure to show the potential for printed microelectronic 
parts. Results of the simulation showed the successful 
prediction of effects like warpage and print through error 
and were in good agreement with findings from the 
literature. The presented results showed the potential of the 
framework to predict the DLP process inherent 
manufacturing imprecision and is thus a good basis for the 
further development of multi material printing of electronic 
structures. 

1. Introduction 

In additive manufacturing (AM) or 3D printing 
processes, 3D structures are built based on layer-by-layer 
addition of material, therefore enabling a high design 
freedom regarding the complexity of the produced part [1]. 
The field of application for AM technologies is steadily 
growing and due to its continuous development over the 
last years it has found its way into the production of 
microelectronic parts [2–5]. Due to the recent development 
in conductive filled 3D printable resins [6–8] and the 
possibility for multi-material printing [9] , 
photopolymerization based 3D printing methods have 
become another candidate for printing of microelectronic 
systems. The digital light processing, which is based on the 
projection of a light pattern on photo-curable resins offers 

the advantage of high-resolution prints in combination with 
fast printing times due to the illumination of a complete 
slice each layer [10]. Due to its complex nature, a robust 
prediction of the process induced influences on the printed 
part is challenging. However, to reduce the number of trial 
and error iterations in process optimization, a reliable 
modelling approach is necessary. A DLP process 
simulation framework should be able to calculate the 
evolution of degree of cure (cure kinetics) in the material 
depending on the process parameters, calculate the 
material properties depending on the degree of cure and the 
process environment as well as consider the layer build up 
during printing. Experimental characterization and 
modelling of the curing kinetics has been done for a variety 
of photo curable resins [11–16] and also the material 
property evolution during curing has been studied for 
several materials [17–21]. However, only few studies on 
the combination of the, above mentioned, components into 
a comprehensive process simulation framework for the 
DLP method has been done so far. Gao et al. [22] 
developed a Multiphysics approach to modelling the DLP 
process that solved the governing equations for the 
chemical kinetics model and the thermo-mechanical model 
using COMSOL Multiphysics®. Westbeek et al. [23] 
predicted the deformed geometry of vat photo-polymerized 
parts including the 3D light distribution of each pixel in a 
multi-physical modelling framework. Recently Zhang et 
al. [24] implemented constitutive models for material 
property evolution coupled with shrinkage during 
photocuring in Abaqus Finite Element Analysis (FEA) 
software to predict the shape distortion in printed 
microfluidic channels and overhanging structures. 

In this work a modular framework for the assessment 
of process induced deformation and imprecisions in the 
DLP 3D printing process is implemented in the Abaqus 
2019 FEA software (Dassault Systèmes Simulia Corp, 
Providence, RI.). The modular set up allows for choosing 
the level of complexity used in the process description and 
thereby distinguishes the presented work from other 
frameworks in the literature. It enables to adapt the 
framework to the accuracy requirements, the available 
computational resources and the available material data. 
This work is the first step in the development of a 
simulation framework for conductive multi-material DLP 
3D printing and presents the foundation for further work. 
Therefore, a simple autocatalytic cure model together with 
a Cure Hardening Instantaneous Linear Elastic (CHILE) 
model combined with chemical shrinkage strain 
calculation was implemented into a layer by layer activated 
Finite Element (FE) model. The cure kinetics were 
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experimentally characterised for a custom developed 3D 
printing resin which was designed with later addition of 
conductive fillers in mind. Mechanical properties were 
taken from the literature for now. The overall function and 
prediction capability of the framework was tested on 
different geometries. 

In the following, the DLP method is described in 
section 2 and the used material is detailed in section 3. The 
main parts of the simulation framework are presented in 
section 4 and the additional modules of the framework in 
section 5. Section 6 gives an overview of the used methods 
for material characterisation. In section 7 the results of 
material model fitting and the results of the simulation with 
simple geometries are discussed and conclusions are made 
in the last section. 

2. DLP method 

The DLP 3D printing process is based on the layer-by-
layer build up utilizing light induced polymerization of 
photo sensitive resins to create individual layers. The DLP 
method can be subdivided into ‘top down’ and ‘bottom up’ 
techniques, depending on the location of the light source in 
reference to the resin vat. The following description refers 
to the ‘bottom up’ technique and a principle sketch of the 
process is shown in Figure 1. At the start of the process the 
build platform is submerged into the resin in the vat. The 
build platform is lowered until the gap between the bottom 
of the vat and the platform reaches the specified layer 
height. The cross-section of the first layer is then projected 
on the resin through the bottom of the vat. After the 
specified layer curing time, the build platform is moved up 
to the position of the next layer, thereby removing the 
printed layer from the bottom of the vat and allowing resin 
to flow again into the gap between platform and vat 
bottom. These steps are then repeated until all layers are 
cured and the part is fully printed. To enable fully 3D 
printed electronic parts manufactured with the DLP 
process, a multi material technique is required. A common 
approach to achieve prints with multiple materials is to use 
a system with exchangeable vats or automated vat 
movement systems [8, 25, 26]. Only the single material 
DLP process is considered in this work. However, in the 
future it is planned to expand the simulation work to a multi 
material process, as the development of an efficient and 
automated multi material DLP printer for electrically 
conductive parts is the overall goal of the project in which 
the work of this study is imbedded.  

 

Figure 1: Principle sketch of a 'bottom up' DLP printing 

set up 

3. Material  

The material used in this work was optimized for 
general good performance in the DLP process as well as 
good performance in combination with conductive fillers. 
The formulation is composed of an epoxide main 
constituent, a photoacid generator and sensitizer for 
polymerization initiation and a reactive diluent. A 
cycloaliphatic epoxide 3,4-epoxycyclohexylmethyl-3’-4’-
epoxycyclohexane carboxylate (ECC) was selected as the 
main component for the DLP resin. The 
photopolymerization is induced with an iodium-based 
photoacid generator Bis(4-dodecylphenyl)iodonium 
hexafluoroantimonate (PAG) paired with a thioxanthone-
based sensitizer 2-chloro-4-propxythioxanthone (CPTX).  
As reactive diluent 3-Ethyl-3-oxetanemethanol (OX) was 
applied. ECC, PAG, and CPTX were purchased from 
Arkema, Colombes, France, whereas OX was obtained 
from TCI Chemicals, Tokyo, Japan. All chemicals were 
used without further purification. 

4. Simulation framework. 

The framework for the simulation of the DLP 3D 
printing technique is based on the FE method with an 
incorporated cure kinetics model and cure depending 
material properties, implemented in the Abaqus FEA 
software. The main parts of the framework are the handling 
of the layer-by-layer build up with moving boundary 
conditions, the determination of the time, intensity and 
temperature dependent curing in each layer and the 
calculation of the cure depending material properties. The 
main components of the framework are depicted in 
Figure 2 and a detailed look at the main subroutine of the 
simulation is shown in Figure 3. Each part is described in 
more detail in the following paragraphs. 
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Figure 2: Components of the DLP process simulation 

framework 

Pre-processing of the model: The simulation set up, 
including generation of the necessary data for the layer 
activation and curing, is handled by an automated python 
script in Abaqus. The process parameters like layer 
thickness, illumination time per layer, illumination 
intensity and process temperature are processed to create 
the input file and the necessary data for the subroutines of 
the framework. For the model set up the geometry is 
imported, then sliced to create the individual layers and 
subsequently meshed. The material parameters for the 
UMAT are automatically generated and the initial 
temperature is set based on the input data. To account for 
the sticking of the bottom layer to the build platform, all 
nodes at the bottom surface are fixed against movement in 
all directions. In the last step, the fixation of the bottom 
nodes is deactivated to simulate the removing of the part 
from the build platform. To facilitate an easy model set up, 
a simple GUI for the input of all necessary parameters was 
created. 

 
Layer activation: The “build-up” of each layer starts 

with the activation of the elements of the current layer and 
the positioning of the BC of the light source to its 
appropriate position. This part is handled by the 
UEPACTIVATIONVOL subroutine in combination with 
an Eventseries definition. The Eventseries specifies the z 
coordinate of the light source BC depending on time and 
therefore which elements should be activated beneath it. 
Thus, it is used to define the two important process 
parameters layer height and illumination time of each 
layer. The information of the position of the light source is 
then passed to the UMAT subroutine, which handles the 
calculation of degree of cure and material properties. After 
element activation, each integration point (IP) is checked if 
it is inside the illuminated area. Therefore, the z coordinate 
of the IP’s is compared to the position of the light source. 
If the IP is in the illuminated area, the curing at this point 

is calculated next by evoking the routine for the cure 
kinetics model.  

 
Cure kinetics modelling: The model used in this work 

is a temperature and intensity dependent autocatalytic 
curing model. The autocatalytic model used in this work is 
based on the work from Sesták and Berggren [27]. As 
shown in [12], with the addition of an intensity term the 
model can be used for the description of the 
photopolymerization of cycloaliphatic epoxy resins. The 
principle formulation of the used model is shown in 
Equation 1  
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����

�
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with � as the degree of cure, ��  as the curing rate and ���� 
as the maximal achievable degree of cure. Furthermore, � 
and � are the reaction order and the autocatalytic exponent 
respectively. ������, 
� is the reaction rate constant, it 
describes the influence of temperature and light intensity 
on the cure kinetics. The intensity dependency of the rate 
constant is described with a simple power function and the 
fitting parameter � (Equation 2). The temperature 
dependency is modelled with an Arrhenius term with the 
activation energy ��, the gas constant � and the pre-
exponential factor � (Equation 3).  
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The decrease of the light intensity inside the resin due to 
absorption can be modelled with the Beer-Lambert law 
[12, 22, 24] (Equation 4). It is used to describe the intensity 
of the light � depending on the distance � travelled in a 
medium and the corresponding absorption coefficient '�.  

 

���� � �� #(�)           (4) 

 
Numerically integrating the curing rate, calculated with 
Equation 1, over time allows the computation of the degree 
of cure in each IP depending on temperature and local light 
intensity. The values for the degree of cure and curing rate 
are stored in state variables to make them accessible for the 
calculation of the cure depending material properties. The 
model parameters were fitted based on photo DSC 
measurements and bottom exposure 3D printing 
experiments. The details of the fitting procedure are 
explained in section 7. 
 

Material property calculation: To predict the actual 
material properties of a 3D printed part after and during the 
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process, it is necessary to calculate the properties 
depending on the degree of cure and the process 
temperature. A well-known material model to describe the 
evolution of the elastic properties during the curing of 
resins is the Cure Hardening Instantaneous Linear Elastic 
(CHILE) model [28]. It models a linear correlation 
between Young’s modulus and degree of cure. It can be 
fitted with DMA measurements at different curing states. 
For the DLP simulation framework, in this work, a five step 
multi-linear CHILE model (Equation 5) was adapted from 
[29] and implemented into the UMAT subroutine. Thereby 
 
 denotes the current temperature and 
*��� the glass 
transition temperature depending on the degree of cure. �� 
are the moduli of individual sections of the model and 
+� 
are the critical Temperature, which define the boundaries 
of the sections. The pure elastic CHILE model was chosen 
as a first material model due to its simple implementation 
and calibration and the possibility to extend it to a quasi-
viscoelastic formulation if needed [30]. It should be 
mentioned here that due to the modularity of the proposed 
framework the change of material model is possible 
without the need of big modifications to any of the other 
parts of the framework. 

 

(5) 

 
The Young’s modulus from the CHILE model is then used 
in the standard non-isothermal linear elastic material model 
in Abaqus. The Poisson’s ratio of the material was taken as 
constant with no cure dependency [23]. To describe the 
chemical shrinkage caused by the curing reaction, an 
additional shrinkage strain was added to the model with a 
linear correlation between degree of cure and shrinkage 
[21]. The coefficient for the chemical shrinkage is based on 
the maximum shrinkage at full cure, which was determined 
during the photo rheology measurement (see section 6). In 
addition to the shrinkage, the thermal expansion is 
considered and is implemented using the coefficient of 
thermal expansion (CTE) as a linear correlation between 
temperature and expansion. For this first implementation 
of the framework, the CTE was kept independent from the 
degree of cure due to high effort of input data generation 
as well as the small influence of thermal expansion 
compared to the chemical shrinkage. Both, thermal 
expansion and chemical shrinkage, are only activated after 
the material reaches the degree of cure at which gelation 
takes place. The point of gelation can be determined via 

photo-rheology measurements (see section 6). Thermal 
expansion is only considered when using the sequential 
thermal approach, described in the following section. 

 

Figure 3: Sequence of the performed steps in the UMAT 

subroutine 

5. Detail framework modules 

The following section describes additional modules 
that can be used to consider some effects, occurring during 
printing, in more detail. The modules include a sequential 
thermal simulation, the consideration of uncured 
surrounding resin and the inclusion of a release force after 
each layer is printed. These modules are not necessary for 
the essential function of the framework but can be added if 
necessary. 

 
Sequential thermal approach: To add heating effects 

like the heat flux due to the light illumination and the heat 
generation due to the exothermic curing reaction, the 
framework also includes the possibility to perform a 
preceding decoupled heat transfer simulation. The heat 
input caused by the light illumination is modelled via a heat 
flux boundary condition at the position of the illuminated 
faces. The heat of the exothermic reaction is implemented 
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via a HETVAL subroutine and is based on the calculated 
curing rate. The heat transfer simulation has the same 
structure of subroutines as the general framework 
regarding the element activation and cure calculation. 
However, in contrast to the general framework, in the heat 
transfer simulation the HETVAL subroutine is used as the 
main building block instead of a UMAT subroutine. 
Passing over of the temperature distribution to the 
mechanical simulation for the duration of the entire 
printing process is done by means of a predefined field at 
each simulation step. Material input parameter for the heat 
transfer simulation are the curing kinetics model 
parameter, the heat capacity and the thermal conductivity. 
 

Surrounding resin and actual slicing: When printing 
small channels, cavities or overhanging structures, the 
penetration of the light through the current layer will cure 
resin filling the cavity and as a consequence lead to 
deviation of the actual geometry. This is also known as 
print through error. Due to computational limits, so far only 
the, to be printed, part is considered without the 
surrounding resin. Therefore, an optional addition was 
made to the framework to include also the uncured resin 
around the part. This optional method is limited to details 
of a part, as it is computational very demanding. In contrast 
to the main method, during the slicing in the pre-processing 
step the geometry data of each slice is saved into a separate 
subroutine for the verification of the illumination pattern. 
After the slicing, the geometry of the model is replaced by 
a block of resin material which is slightly larger in all 
dimensions. The new subroutine is then called in the main 
framework to check if the IP’s are beneath the actual light 
source. Therefore, for the IP’s beneath the light source a 
point in polygon algorithm is used to review if the current 
IP is inside the boundaries of the illuminated slice on the 
x-y plane. In the last step of the simulation all elements 
with a degree of cure beneath the gel point are deleted to 
create the finished part geometry. This additional module 
of the framework allows for the consideration of effects 
like the print through error as well as more realistic 
definition of the thermal boundary conditions. For a better 
distinction between the two approaches, the one with 
encompassing resin is labelled as “detailed method” and 
the one without as “global method”. 

 
Release force: In the actual DLP printing process, 

between the printing of each layer, removal from the 
illuminated surface is necessary to prepare for the curing 
of the next layer. This removal leads to a force on the 
unfinished part. To enable the possibility to account for this 
force, an additional step between each layer-build-step is 
generated. In this step a uniform load is then applied on the 
top surface of the last cured layer. At the moment this 
method can only give an estimate of the momentary stress 
in the unfinished part during this removal steps, due to the 
linear elastic material model without any plasticity or 
viscoelasticity effects.  

6. Material characterization 

Curing kinetics: The curing kinetic model of the 
framework was fitted with data based on photo-DSC 
experiments at different temperatures and irradiation 
intensities. The measurements were performed on a Photo-
DSC 204 F1 Phoenix from Netzsch (Erich NETZSCH 
GmbH & Co. Holding KG, Selb, Germany) coupled with 
the 200W high pressure mercury lamp Omnicure S2000 
(Lumen Dynamics Group Inc, Mississauga, Canada) 
equipped with a 400-500 nm Filter. For each measurement 
about 8mg of resin were used in open aluminium crucibles. 
The DSC measurements were performed under nitrogen 
atmosphere and the sequence was as followed: 

1. Heating to specified constant temperature 
2. 5 min holding at the temperature to reach 

equilibrium 
3. Start of measurement and 10 min illumination 

with given light intensity 
4. 5 min pause  
5. Again 10 min illumination with given light 

intensity to create reference curve for 
subtraction 

For the evaluation of the curing kinetics, the DSC heat flow 
output from step 5 was subtracted from step 2 to eliminate 
the influence of the cured material. Calculation of the 
curing rate ��  was done by relating the measured heat flow 
,-/,/ to the theoretical enthalpy -0123 of the curing 
reaction as expressed in Equation 6. 

 

�� � 4�
40 � 45/40

56789
           (6) 

 
The degree of cure was calculated by integrating the area 
beneath the curing rate curve. For characterizing the 
influence of the temperature during illumination on the 
curing kinetics, isothermal experiments at 25, 30, 40, 50, 
60, and 70°C at a constant light intensity of 50mW/cm2 
were performed. The effect of the light intensity on the 
curing rate was determined by measuring with 15, 20, 40, 
50, 60, 80mW/cm2 light intensity at 25 and 50°C.  
 

Intensity distribution: The decrease of light intensity in 
the material was determined by bottom exposure tests. 
Therefore, circles with 10mm diameter were printed 
without build platform and different illumination times. 
After printing, the thickness of each circle was measured. 
Three samples were printed for each illumination time. To 
create a correlation between the light intensity in the part 
and the thickness of the printed part, the Beer-Lambert law 
from Equation 4 is formulated in terms of energy dose and 
rewritten to express the thickness z (Equation 7-9) 

 

:��� � :� #(�)           (7) 

 

: � � ∗  /              (8) 
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� � � <
(=

� �>� :�  >� :(�        (9) 

 
with :� as the initial energy dose and :(  as the critical 
energy dose for gelation [22]. Parameters :(  and '� were 
then fitted with the experimental data from the bottom 
exposure tests. 
 

Rheology measurement: Rheology data was determined 
using a photo-rheometer from Anton Paar (Anton Paar 
GmbH, Graz, Austria), which was coupled with a light 
source to enable illumination during measurements. With 
this setup, the measurement of the evolution of the 
viscosity and complex shear modulus during curing is 
possible. The experiment was performed with a maximal 
shear deformation of 1% and an oscillation frequency of 
1Hz at 25°C. The light intensity of the illumination was set 
to 15,5mW/cm2 and was kept constant throughout the 
measurement. The initial gap between the plates was 
0.1mm and the Force between the plates was kept constant 
at 0.01N 

7. Results and discussion 

Fitting of the curing model: Based on the heat flow of 
the curing reaction, determined by photo-DSC, the curing 
rate and degree of cure were calculated as described in 
section 6. Therefor a theoretical enthalpy -0123 of 621 J/g 
was used for the reaction of the resin. As depicted in 
Figure 4 and Figure 5, the maximum heat flow is strongly 
affected by the temperature and light intensity. By 
elevating the temperature, the mobility of the species is 
enhanced, resulting in a positive impact on the curing rate. 
In addition, a stronger light intensity increases the 
monomer conversion due to the generation of more 
reactive radicals. 

 

Figure 4: Photo-DSC results at constant 50mW/cm2 and 

different temperatures 

 

 

Figure 5: Photo-DSC results at constant 25°C and 

different light intensities 

A least square method in combination with the LSOPT 
(Livermore Software Technology Corporation, Livermore, 
CA, USA) optimization tool was used to fit the parameters 
of the autocatalytic model described in section 4. 
Therefore, all six measurement at different Temperatures 
and constant light intensity together with the six 
measurements at different intensities and 25°C were used 
to fit the model parameters. The remaining six 
measurements at different intensities and 50°C were used 
to validate the model. The parameters used for the fitting 
as well as their values are listed in Table 1. The determined 
parameters allowed for a very good description of the 
temperature dependent behaviour of the curing rate and 
overall degree of cure in the measured temperature range, 
as shown in Figure 6. 

 

Figure 6: Comparison between Photo-DSC measurements 

and curing model for constant 50mW/cm2 and different 

temperatures 

The fitted model also achieved a good agreement for the 
intensity dependent behaviour down to 40mW/cm2. 
Beneath this intensity the model starts to underestimate the 
final degree of cure, but at the beginning until the 
maximum of the curing rate it still fits very well. This is 
due to the fact, that for light intensities under 40mW/cm2 
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the fitting parameter n is not independent of the light 
intensity any more. Comparisons between the model and 
the experiment for the intensity dependent behaviour are 
shown in Figure 7. Overall the fitted autocatalytic model 
was able to calculate the curing kinetic of the used material 
under illumination with reasonable accuracy. 

 

Figure 7: Comparison between Photo-DSC measurements 

and curing model for constant 50°C and different 

intensities 

Table 1: Parameter of the curing model determined by the 

fitting process 

Parameter Value 

n 1.44 
m 0.65 
A 0.33 ?#< 
�� 6524.84 @�A>#< 
� 0.48 

 
An absorption coefficient '� for the Beer-Lambert law of 
13.12 ��#< was determined by fitting of Equation 9 to the 
results of the bottom exposure test. The results of the 
calculated print thickness in comparison to the measured 
one is presented in Figure 8. 
 

 

Figure 8: Comparison of experiment and model for the 

bottom exposure tests 

Gel point and shrinkage: Gelation of a resin is defined 
as the point, when the molecular weight approaches the 
maximum during curing [31]. The gel point was evaluated 
as the point of the crossover between dynamic storage 
shear modulus and dynamic loss shear modulus in the 
rheology measurement [31]. For the tested resin the gel 
point occurred after about 16 seconds after the start of 
illumination at 60s, as is depicted in Figure 9. When 
correlated with the photo-DSC measurement with the 
corresponding light intensity, this led to an occurrence of 
gelation at the maximum of the curing rate and at a 
calculated degree of cure of 0.12. The shrinkage of the 
material was determined by observing the distance 
between the two plates at constant force during the 
measurement. During curing of the material, the gap 
decreased from 0.1mm to 0.093mm which corresponds to 
a maximal chemical shrinkage strain of 7% in the thickness 
direction.  

 

Figure 9: Shear loss and storage modulus over time with 

measurement starting at 60s 

Test simulations: For testing of the simulation 
framework capabilities to predict the stress evolution 
during printing and the possible warpage after printing, 
three different geometries (a beam, a bridge-like structure 
and a PCB-like structure) were simulated with the global 
method. In addition, one simulation with the local method 
was performed on a structure containing small channel 
geometries to test the prediction of effects like the print 
through error. All simulations were set up with a layer 
thickness of 0.05mm with layer illumination times between 
10 and 20 s. The process temperature was set to 35°C and 
the initial intensity of the light source was set to 
50mW/cm2. The parameters of the cure kinetics model, the 
value for the chemical shrinkage and the absorption 
coefficient were taken from the characterization in the 
sections above. The parameters for the material model 
were adopted from [29]. No release force and thermal 
simulations were considered due to the lack of 
experimental data. Each layer illumination was performed 
in a single step and the FE analysis is solved using C3D8 
brick elements and the Abaqus standard implicit solver. 
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For the first simulation a simple beam with dimension 
20x2x1mm (x-y-z), with printing in positive z direction, 
was set up with an overall mesh size of 0.25mm and one 
element per layer thickness. The layer illumination time 
was set to 10s and 20s respectively and to induce warpage 
at the end of printing, the last layer was illuminated 
additional 20s. For both simulations the additional 
illumination of the last layer led to an increase in degree of 
cure at the top of the beam resulting in warpage of the outer 
edges in positive z direction after printing, as depicted in 
Figure 10. 

 

Figure 10: Warpage in z direction along the x direction of 

the beam for 10s and 20s layer illumination time 

Comparing the two illumination times, the simulation with 
20s showed an overall increase in degree of cure and an 
increase of tension stress in x direction before removing the 
build platform boundary condition, as shown in Figure 11 
and Figure 12 respectively. On the other hand, simulations 
with 10s showed a larger difference in the degree of cure 
between the top layer and the layers beneath. In 
combination with the overall less degree of cure and 
thereof smaller Young’s modulus resulting in a more 
pronounced warpage for 10s illumination time. The overall 
simulated warpage behaviour of the beam is in good 
agreement with observations from previous studies [22]. 

 

Figure 11: Degree of cure after printing for a) 10s and b) 

20s of illumination time per layer 

 

Figure 12: Stress in x direction of left half of the beam 

before removing from the platform for a) 10s and b) 20s 

illumination time per layer 

The second geometry to test the capabilities of the 
framework regarding stress and warpage prediction was a 
simple bridge-like structure as depicted in Figure 13. The 
layers were again stacked in positive z direction and the 
overall mesh size was set to 0.1mm and one element per 
layer thickness. For this structure the illumination time was 
kept constant at 20s for all layers. 

 

Figure 13: Dimensions of the bridge-like structure 

Due to the geometry of the printed structure as well as the 
orientation during printing, a distinctive stress distribution, 
as shown in Figure 14a) developed before the build 
platform boundary condition was deactivated. At the top of 
the structure tensile stresses along the x direction were 
prominent, whereas on the surface between the pillars as 
well as on the side of the pillars compression stresses 
developed. Figure 14b) shows the resulting warpage of the 
structure based on the described stress distribution after the 
build platform boundary condition was deactivated. The 
overall deformation behaviour of this specific structure and 
print direction agrees well with results found in the 
literature [24]. 
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Figure 14: a) Residual stress in x direction bevor removing 

from the build platform b) warpage after removing from 

the build platform 

To show a possible application of the framework 
regarding DLP printing of microelectronic parts, a PCB-
like structure was set up to evaluate residual stresses and 
deformation after printing. The model is shown in 
Figure 15 and consists of a 10x5x0.5mm (x-y-z) plate with 
0.1mm deep lanes cut into the top. The layers were again 
stacked in positive z direction and the overall mesh size 
was set to 0.25mm and one element per layer thickness. 
Layer illumination time was set to 10s.  

 

Figure 15: Geometry of the PCB-like structure 

During actual DLP printing, the attachment of the part to 
the build platform is often improved by extending the 
illumination time of the first layer. In the simulation of the 
PCB-like structure this was considered by adding 20s to the 
illumination time of the first layer. The additional 
illumination time led to a gradient in degree of cure and 
thereby causing warpage of the structure. Figure 16 shows 
the deformed structure with a distinct increase of residual 
stress in x direction at the end of the simulation. The 
increased stresses mainly occurred at the surface of the 
lanes and at the bottom of the structure. In regard to multi 
material printing, the information about warpage and 
residual stresses could be used to evaluate the interface 
stress between conductive and non-conductive material 

and thereby assess the risk of delamination or detaching of 
conductive parts. 

 

Figure 16: Residual stresses in x direction in the deformed 

PCB-like structure after printing 

To test the capability of the presented framework to 
account for the print through effect, a simulation with a 
structure with a small circular and quadratic hole 
perpendicular to the print direction was set up. Figure 17 
shows the dimension of the structure. The layers were 
again stacked in positive z direction and the overall mesh 
size was set to 0.1mm and one element per layer thickness. 
Layer illumination time was set to 10s. 

 

Figure 17: Dimensions of the geometry with small 

rectangular and circular channel 

To account for the uncured resin surrounding the part, the 
local method described in section 5 was used. Looking at 
the resulting degree of cure and part geometry at the end of 
the simulation in Figure 18, a notable print through error 
can be seen. The rectangular channel as well as the circular 
channel decreased in height form 1.6mm to 1.37mm due to 
light penetration during printing of the layers on the topside 
of the channels. These results illustrate the capability of the 
framework to consider the effect of the print through error 
and are in good agreement with previous studies [24]. 

 

Figure 18: Degree of cure for the printed structure as well 

as a comparison between input geometry (black frame) and 

actual printed geometry 
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8. Conclusion 

3D printing of microelectronic parts enables combining 
and integrating of different functions in a single package 
with a complex geometrical structure. To ensure the 
accuracy and thereby the function of the parts in the early 
design process a method to assess the process dependent 
deformation and imprecisions is necessary. In this study a 
modular simulation framework for the DLP 3D printing 
process was presented. The cure kinetics of a customized 
resin were characterized for the implementation in the 
framework. The capabilities to predict warpage after 
printing and imprecisions due to print through effects were 
evaluated on simple test geometries. Within the simulation 
approach the distribution of the degree of cure based on the 
illumination time of each layer as well as the related 
residual stresses driven by the chemical shrinkage could be 
predicted and used to assess the induced warpage after 
printing. Using an additional detailed local method, the 
framework was also used to account for curing inside of 
designed cavities due to light penetration through printed 
layers. The presented simulations show that the presented 
modular approach has a high potential to support the 
development of 3D printed electronics. Further research 
will focus on additional toolbox features and a validation 
against printing experiments on a multi-material DLP 
printer. 
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Abstract 

Due to the steady development of conductive filled 
resins and multi-material techniques for the digital light 
processing (DLP) additive manufacturing technology, 
fabrication of complex conductive structures for 
microelectronic applications is becoming a potential use 
case for this technology. When processing electrically 
conductive systems, temperature effects are of special 
importance, as the highly filled systems often need 
elevated temperatures for an increase in reaction rate and 
to decrease viscosity to achieve printability. Thus, an 
accurate calculation of the temperature distribution during 
the process is needed for accurate process modeling. This 
study describes the thermomechanical material 
characterization and kinetic modelling including 
exothermic heat generation during curing for a thermal 
simulation as part of a DLP process simulation framework. 
The key properties for the simulation, such as specific heat 
capacity, thermal diffusivity and reaction enthalpy were 
characterized and compared between specifically 
developed conductive and non-conductive acrylic resins. 
In addition, the temperature dependent mechanical 
properties were studied and the electrical conductivity of 
the filled material was measured. A simulation was set up 
to calculate the heat generation due to the exothermic 
reaction during printing and the results were validated 
against measured data from printing trials with the non-
conductive material. The results of this work show the 
temperature dependence of important properties of unfilled 
and electrically conductive materials for the thermal DLP 
process simulation and the capabilities of the proposed 
simulation strategy to calculate the temperature 
distribution during the process. 

1. Introduction 

Digital light processing (DLP) is an additive 
manufacturing technic based on the light induced 
polymerization of photo sensitive resins [1]. The 
illumination of a complete layer at once in combination 
with high resolution projectors result in the possibility to 
print models with small details and fast print speeds [2]. 
Other additive manufacturing methods have already 
stepped into the field of microelectronic parts production 
[3–6] and due to the development of conductive fillers     
[7–9] and multi material printing [10, 11], also the DLP 
method has become a candidate for printing of 
microelectronic structures. As a result of the complex 
nature of the DLP method, finding optimal process 
parameters for a good print quality is often a challenging 
task. Process simulations help to decrease the number of 

trial and error iterations and improve the printed part 
quality. Few different frameworks have been developed so 
far [12–16]. As highly filled systems often need elevated 
temperatures for an increase in reaction rate and to 
decrease viscosity, knowledge of the thermal material 
properties and temperature distribution during the process 
are key factors for a reliable DLP simulation. 
Characterization of mechanical properties [17–21] and 
curing kinetics [22–27] of photosensitive resins have been 
discussed in the literature. Other works also cover thermal 
characterization and temperature development during 
curing [28, 29]. The proposed study tries to extend the 
current state of the art by performing thermomechanical 
characterization of electrically conductive and non-
conductive resins for modelling of a DLP process. 
Therefore, the specific heat capacity (cp), the thermal 
diffusivity (��) and exothermic heat generation were 
characterized for specifically developed electrically 
conductive and non-conductive acrylic resins. 
Furthermore, a curing kinetic model was fitted with photo 
DSC data and bottom exposure test data from the non-
conductive resin to complete the necessary input for the 
thermal DLP simulation. In addition, the electrical 
conductivity of the material was determined and the 
temperature dependent mechanical properties were 
studied. The acquired data was used to set up a thermal 
simulation framework for the curing process during a DLP 
process in the Finite Element Analysis (FEA) software 
Abaqus (Abaqus cae 2019 - Dassault Systèmes Simulia 
Corp). The framework includes the layer-by-layer buildup 
of the printed parts and an autocatalytic curing model to 
calculate the curing rate, the evolving degree of cure and 
the resulting exothermal heat generation. Validation of the 
thermal simulation was performed by comparing the 
results to temperature measurements taken from 3D 
printing experiments. 

2. Material and methods 

2.1. Material 
The basic unfilled resin used in this work was 

optimized for overall fast curing behavior and good 
printability in combination with conductive fillers. 
Therefore, the formulation composes of the photoinitiator 
bisacylphosphine oxide (BAPO; purchased from Sigma 
Aldrich), 1,6-hexanediole diacrylate (HDDA; obtained 
from Allnex GmbH) and a commercially available resin 
(LIQCREATE clear impact - Liqucreate). To achieve 
electrical conductivity, 10, 14 and 18 V% Ag-coated 
dendritic copper particles (purchased from GGP 
Metalpowder AG) and 0.025 wt% carbon nanotubes 
(provided by bto-epoxy GmbH) were added to the base 
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resin. The conductive material is referred to as filled and 
the non-conductive as unfilled. 

 
2.2. Specific heat capacity 

The cp of the fully cured systems was determined using 
a differential scanning calorimeter (DSC4000 -Perkin 
Elmer Instruments LLC) with a reference sapphire sample. 
The unfilled resin samples were cured in an UV oven with 
405nm (Form Cure - Formlabs GmbH) at 80°C for 1h. 
Curing of the filled material was done by activating the 
additional thermal initiator in the oven (T5042-Heraeus 
Noblelight GmbH) at 130°C for 3h. 30mg of the filled and 
unfilled resin were used respectively. The measurements 
were performed with a heating rate of 10K/min in a 
temperature range from 25°C and 95°C. 

 
2.3. Thermal diffusivity 

The diffusivity �� of the cured systems was measured 
using a laser flash analysis system (LFA 467 HyperFlash - 
NETZSCH-Gerätebau GmbH). Four measurement points 
between 25°C and 100 °C were evaluated under nitrogen 
atmosphere with a spot size of 3.7 mm and a laser pulse 
width of 0.05 ms. Samples of the unfilled material were 
prepared by 3D printing (Photon Mono - Shenzhen 
Anycubic Technology Co., Ltd.) 1 mm thick circles with a 
diameter of 25 mm and post curing them for 1h at 80°C in 
a UV oven with 405 nm (Form Cure - Formlabs GmbH). 
For the filled material, 25 mm x 25 mm x 1 mm squares 
were molded and curing was achieved by activating the 
additional thermal initiator in the oven (T5042-Heraeus 
Noblelight GmbH ) at 130°C for 3 h. Exemplary samples 
for both materials are shown in Figure 1. 
 

 

Figure 1: Exemplary samples of the (a) unfilled and (b) 

filled material for the LFA measurements. 

2.4. Mechanical properties 
The temperature dependent Young’s modulus was 

measured with a dynamical mechanical analyzer 
(DMA/SDTA861e – Mettler – Toledo GmbH). The tests 
were performed in tensile mode with a frequency of 1 Hz 
and a maximal amplitude of 10 µm in a temperature range 
from 20°C to 200°C with the heating rate set to 2 K/min. 
The higher end temperature compared to the other test 
methods was chosen to capture the glass transition. For 
both materials the sample geometry was a 
25 mm x 4 mm x 1 mm rectangle. Figure 2 shows an 
exemplary unfilled and filled sample. The unfilled samples 
were prepared by 3D printing (Photon Mono - Shenzhen 
Anycubic Technology Co., Ltd.) and post curing for 1h at 

80°C in a UV oven with 405nm (Form Cure - Formlabs 
GmbH). The samples of the filled material were prepared 
by molding and cured by activating the additional thermal 
initiator in the oven (T5042-Heraeus Noblelight GmbH) at 
130°C for 3h.  
 

 

Figure 2: Exemplary sample of the (a) unfilled and (b) 

filled material for DMA testing. 

2.5. Curing kinetics 
The reaction enthalpy of the unfilled and filled material 

was measured using a photo DSC (DSC 204 F1 Phoenix - 
Erich NETZSCH GmbH & Co. Holding KG) coupled with 
a 200 W high pressure mercury lamp (Omnicure S2000 - 
Lumen Dynamics Group Inc) equipped with a 400-500 nm 
filter. A sample mass of 8 mg was used in open aluminum 
crucibles. Experiments were performed at 25°C and 
35 mW/cm2. The measurements were performed under 
nitrogen atmosphere. The following sequence of heating 
and illumination steps was followed for each measurement: 

1. Heating to specified constant temperature 
2. 5 min holding at the temperature to reach 

equilibrium 
3. Start of measurement and 10 min illumination 

with given light intensity 
4. 5 min pause 
5. Again 10 min illumination with given light 

intensity to create reference curve for 
subtraction 

To eliminate the influence of the cured material during 
evaluation, the heat flow output from step 5 was subtracted 
from step 2. The curing rate ��  was calculated from the 
measured heat flow ��/�� and the maximal overall 
measured heat of reaction ��	
 with equation (1). 

 

�� � ��
�� �

��/��
��	


 (1) 

 
For the evaluation of the decrease of light intensity through 
the thickness of the material and to get data of the printing 
times per layer height, bottom exposure test results were 
used. Therefore, circles with a diameter of 10 mm were 
printed with 7.9 mW/cm2 at room temperature on a 3D 
printer without installed build platform (Dual Light 
Prototype 3D printer - W2P Engineering GmbH). Samples 
with various illumination times were produced and the 
thickness of each sample was measured. 
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2.6. Electrical conductivity 
The specific conductivity of the filled material was 

determined with four-point (force and sense) 
measurements, the spacing of the four needles was 1 mm. 
Since the contact resistance was comparatively high with 
respect to the sample resistance, the voltage difference 
between the sense needles was rather small. Nevertheless, 
to achieve a high accuracy, a semiconductor parameter 
analyzer with four independent source-measurement 
channels was used, allowing full control over the two force 
needles to ensure that the voltages appearing at the two 
sense needles were always in the measurement range with 
the highest resolution. The samples were prepared by 
molding and cured by activating the additional thermal 
initiator in the oven (T5042-Heraeus Noblelight GmbH) at 
130°C for 3h. The sample geometry was a 
25 mm x 4 mm x 1 mm rectangle. 

 
2.7. 3D printing for temperature validation 

The experiments to validate the simulated temperature 
rise during printing were performed on a custom 3D printer 
with multi material capabilities (Doppio 3D printer - W2P 
Engineering GmbH) equipped with a high-performance 
light engine (Firebird Light Engine - In-Vision 
Technologies AG). Ambient temperature in the build 
chamber was measured with three integrated temperature 
sensors. The temperature during the curing of the resin was 
measured via a K-type thermocouple connected to a 
MCP9600 converter on a computer (Raspberry Pi 3B - 
Raspberry Pi Ltd). The thermocouple was calibrated as 
stated in [30]. The thermocouple was placed at the bottom 
of the vat (refer to Figure 3) and the temperature of the 
resin during curing was measured at 0.1 s intervals without 
a build platform present.  

 

 

Figure 3: Setup for the validation measurements during 

printing with placement of the thermocouple inside the vat. 

3. Simulation methodology 

The thermal simulation approach, illustrated in this 
work, is part of a DLP process simulation framework 

developed in previous works [16]. The approach is based 
on the FE method with an included cure kinetics model to 
calculate the exothermic reaction enthalpy. In addition, a 
sequential element activation allows for the simulation of 
the layer-by-layer build up including evolving boundary 
conditions. The thermal simulation approach was 
implemented in the Abaqus FEA software and Figure 4 
depicts the general functioning of the approach. 
 

 

Figure 4: General workflow of the thermal part for the 

DLP process simulation framework. 

For each layer of a sliced model, the 
UEPACTIVATIONVOL subroutine of the framework 
uses the given process parameter, geometric data and 
slicing information to activate the necessary elements and 
move the simulated light source to the right position. 
During the light illumination phase, the curing rate and the 
arising heat flux are calculated inside the HETVAL 
subroutine based on the temperature information and the 
thermal and curing properties of the current material. Each 
layer is solved in a separate time step and the temperature 
distribution is calculated using a transient heat transfer step 
in Abaqus. 
 
3.1. Curing calculation 

To calculate the curing and the associated heat 
generation in each integration point, a temperature and 
intensity dependent autocatalytic model, based on the work 
of Sesták and Berggren [31], was used. With addition of an 
intensity term and normalization with the maximum 
attainable degree of cure, the model can be applied to 
photopolymerization reactions [23]. Equation (2) shows 
the used formulation of the autocatalytic model with α�  as 
the curing rate, α as the degree of cure, α����� as the 
intensity dependent maximal attainable degree of cure, 
������, �� as the reaction rate constant and with n and m 
being reaction order and the autocatalytic exponent 
respectively.  
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�� � ������, �� �1 � �
��	
����

�
� �
��	
����

�
 (2) 

 
The reaction rate constant describes the intensity and 
temperature dependent behavior of the reaction according 
to equation (3) and (4) respectively. Whereas equation (5) 
is used to describe the intensity dependence of the maximal 
attainable degree of cure α���I� with the fitting parameter 
a,   and !.  
 

������, �� � �"�������#  (3) 

 

�"��� � $ %&' ��(	)� � (4) 

 

��	
��� � * +  ∗ �1 � %&'��! ∗ �1000 �� (5) 

 
The absorption of the light and the accompanied reduction 
of light intensity inside the layers can be described with the 
Beer-Lambert law [12, 14, 23] as stated in equation (6). 
This allows to calculate the intensity ���� depending on the 
distance � travelled in a medium and the corresponding 
absorption coefficient !	.  
 

���� � �"%./01 (6) 

 
3.2. Boundary conditions 

Using equation (7) inside the HETVAL subroutine, the 
information of the current curing rate ��  ,the overall 
maximal reaction enthalpy H�� and the density ρ in each 
integration point is used to calculate the internal volumetric 
heat flux H� 4 which is caused by the curing reaction.  
 

��5
�� � ��5 � �� ∗ ��	
 ∗ 6 (7) 

 
To account for the surrounding resin around the printed 
part, a defined amount of additional “resin elements” 
around the printed part can be added. For the validation 
tests, no build platform is used, therefore on the sides and 
the top of model a fixed temperature boundary condition is 
applied to account for the temperature in the resin vat. At 
the bottom of the vat an anti-adhesion foil and a glass plate 
are located. They have been included with their respective 
specific heat, thermal conductivity and density values. 
Between the glass and the air in the chamber beneath the 
vat a surface film condition was used. The heat input 
caused by the light illumination was neglected due to its 
small influence compared to the heat input caused by the 
exothermic reaction. The used boundary conditions are 
presented in Figure 5. 

 

Figure 5: Boundary conditions for the validation 

simulations. 

4. Results 

4.1. Selection of filled system 
To choose the right amount of conductive fillers for the 

electrically conductive resin, the printability was evaluated 
with bottom exposure tests and the electrical performance 
was tested by performing conductivity measurements. 
Figure 6 shows the results of the bottom exposure test for 
the filled system with 10 V%, 14 V% and 18 V% of the 
conductive fillers respectively. Between 10 V% and 
14 V% only at 100 s illumination time a measurable 
difference in the resulting layer thickness was detected. 
Above 100 s there was no discernable difference between 
the materials with 10 V% and 14 V% regarding the 
measured thickness. The material with 18 V%, showed an 
overall lower thickness for all illumination times.  
 

 

Figure 6 :Resulting thickness at various illumination times 

for the filled system with 10 V%, 14 V% and 18 V% 

conductive filler. 

Figure 7 depicts the results of the electrical conductivity 
measurements. A clear trend for a decreasing conductivity 
with decreasing filler content is visible. Compared to other 
conductive resins in the literature, the proposed resin 
system has a higher conductivity than the reported resins 
with only carbon nanotubes used as fillers [8, 9] but lower 
conductivity values than a reported system with silver 
coated copper flakes [32]. To create the optimal 
compromise between printability and electrical 
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conductivity, the system with 14 V% filler content was 
chosen and used for the remaining part of this study. 
 

 

Figure 7: Results of the electrical conductivity 

measurements for the filled system with 10 V%, 14 V% and 

18 V% of conductive filler. 

4.2. Cure kinetics 
The heat flow, measured in photo DSC experiments, 

was used to gain information about the internal heat 
generation during the reaction as well as the overall curing 
speed. For the comparison between the filled and unfilled 
material, photo DSC measurements were performed with 
isothermal conditions at 25°C with 35 mW/cm2 light 
intensity for three filled and unfilled samples respectively. 
Figure 8 depicts a significant higher heat flow for the 
unfilled material than for the filled one. Regarding the 
printing process this means faster curing for the same layer 
height or a larger layer height in the same time for the 
unfilled material. It also signifies more heat generation 
during the printing. In the filled material, the fillers absorb 
or reflect light and thereby decrease the penetration depth 
of the light which leads to overall less material reacting or 
a slower reaction due to lower intensities. Furthermore, 
there is less reactive material in the same sample mass due 
to the additional fillers. 
 

 

Figure 8:Heat flow of photo DSC measurements at 25°C 

and 35mw/cm2 for filled and unfilled resin samples. 

4.3. Thermal properties 
The two major parameters for the proposed thermal 

simulation are the cp and the thermal conductivity λ. The cp 

was measured directly and the results are displayed in 
Figure 9. The cp values are higher for the filled material 
with a decrease in difference between filled and unfilled 
material with rising temperatures. This behaviour is 
contrary to the expected decrease of cp values for the filled 
system compared to the unfilled one [33]. In combination 
with the results of the DMA tests (refer to section 4.4) it is 
assumed that the samples were not fully cured and 
therefore exhibited the unexpected behaviour. λ was 
calculated via equation (8) and is depending on the thermal 
diffusivity ��, the cp and the density 6 of the material. 
Results of the measured values for �� and calculated λ are 
shown in Figure 10 and Figure 11 respectively. The 
addition of metallic fillers led to a significant increase in 
thermal diffusivity over the entire measured temperature 
range. Under consideration of the densities and 
equation (8), this leads to an overall higher thermal 
conductivity of the filled material. This is explained by the 
high thermal conductivity of the metal filler in comparison 
to the unfilled material, leading to increased heat transfer 
whilst exhibiting poor heat retention [33]. 

 

����� � λ ∗ !8��� ∗ 6 (8) 

 

 

Figure 9: Results of the specific heat capacity 

measurements for filled and unfilled samples from 25°C to 

95°C. 

 

Figure 10: Results of the thermal diffusivity measurements 

for filled and unfilled samples from 25°C to 100°C. 
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Figure 11: Results of the calculated thermal conductivity 

for filled and unfilled samples from 25°C to 95°C. 

4.4. Mechanical properties 
The mechanical properties themselves are not needed 

for the actual thermal simulation, but they are an important 
factor when choosing the material for an application. 
Furthermore, the thermomechanical properties act as input 
for the subsequent mechanical simulation which is 
described in [16]. Therefore, the results of DMA 
measurements were included in this study to show the 
effect of the conductive fillers on the thermomechanical 
properties and the corresponding data of the storage 
modulus (9 is displayed in Figure 12. Three filled and 
unfilled samples were measured. From the unfilled ones 
only one gave valid results, the other failed prematurely. 
Regarding the modulus, the filled material shows a high 
variance, due to inhomogeneous particle distributions and 
surface defects caused by the molding process. All filled 
samples exhibited a lower modulus than the unfilled 
material up until about 170°C. This behavior is contrary to 
other findings in the literature [34–36], which report an 
increase in modulus for polymers filled with hard and rigid 
particles. In combination with the measured increase in 
modulus after 150°C and the results of the cp measurements 
this leads to the assumption that the chosen curing 
procedure does not suffice to reach full cure. 

 

 

Figure 12: Storage modulus E´ over temperature from 

DMA measurements of the filled and unfilled material from 

25°C to 200°C. 

 

4.5. Thermal simulation of the printing process 
In addition to the characterization of the thermal 

properties, a cure kinetics model is needed for the thermal 
simulations of the printing process. Therefore, the 
autocatalytic model, described in section 3.1, was fitted 
with photo DSC measurements of the unfilled material at 
different temperatures and light intensities. For the 
temperature dependency, testing was done with 
35 mW/cm2 at 25, 30, 40, 50, 60 and 70°C. To evaluate the 
intensity dependency testing was done at 25°C with 5, 15, 
25, 35, and 45 mW/cm2. To reduce the influence of 
decreasing light intensity inside the material sample, the 
sample mass was reduced to 2mg for the photo DSC 
measurements. The detailed method of fitting is described 
in [16] and the fitted parameter of the curing model are 
listed in Table 1. The fitted data for the temperature 
dependency is shown in Figure 13 (for better visibility only 
three temperatures are plotted). 

Table 1: Fitted parameter for the autocatalytic curing 

model. 

Parameter Value 

n 2.62 
m 0.65 
A 0.40 :.; 
(	 45.94.84 <=>?.; 
@ 
a 
b 
c 
!	 

0.16 
0.48 
0.49 
243.27 !=A=B.; 
7.45mm-1 

 

 

Figure 13: Photo DSC data and fitted cure kinetics model 

for various temperatures at 35mW/cm2 for the unfilled 

material. 

At the measured intensity the material showed only a small 
temperature dependency with similar curing rate curves for 
all temperatures and a better fit of the curing model at 
higher temperatures. The results at different intensities 
showed only a noticeable change in the curing rate beneath 
15 mW/cm2 . The model has a good overall agreement with 
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a better fit for lower intensities, as is shown in Figure 14 
(for better visibility only three intensities are plotted). Due 
to the high reactivity of the developed material, the 
measured dependency of the curing rate on temperature 
and intensity is small compared to other work in the 
literature [37, 38]. To take the decrease of light intensity 
inside the material into account, the Beer-Lambert law 
(equation (6)) was fitted to bottom exposure tests. 
Figure 15 depicts the comparison between the bottom 
exposure tests and the fitted Beer-Lambert law for the 
thickness of the samples plotted over the illumination time. 
There is good agreement between model and 
measurements. The fitted absorption coefficient !	 is listed 
in Table 1. 
 

 

Figure 14: Photo DSC data and fitted cure kinetics model 

for various light intensities at 25°C for the unfilled 

material. 

 

Figure 15: Comparison between bottom exposure test 

results and fitted Beer-Lambert model for the unfilled 

material. 

To validate the proposed thermal modelling approach, a 
simulation for printing a simple 10 mm x 10 mm square 
without a build platform was set up. The model consists of 
a resin section, a foil section and a glass section and the 
boundary conditions are set as described in section 3.2. The 
model was meshed with an element side length of 0.5 mm 
in the X-Y plane and with 0.1 mm, 0.1 mm and 0.5 mm in 
Z direction in the resin, foil and glass sections respectively. 

The model and the used mesh are shown in Figure 16(a) 
and Figure 16(b) respectively. The thermal material 
properties for the glass and foil are known and were used 
as constants without temperature dependency. For the resin 
section the characterized temperature dependent properties 
were used. For the curing model the parameters from Table 
1 were used. The illumination was set to 35 mW/cm2 for 
10s. The averaged temperature along a path, representing 
the uninsulated part of the thermocouple inside the resin, 
was used to create the results for the comparison with the 
validation measurement from actual printing experiments. 
The position of the “virtual” thermocouple in the 
simulation model is shown in Figure 17. 
 

 

Figure 16: (a) Material sections and (b) mesh of the model 

for the validation simulation. 

 

 

Figure 17: Position of the "virtual" thermocouple for the 

evaluation of the temperature during the simulation 

superimposed on the temperature distribution after 10 s 

illumination. 

The height of the resin section was set to 3 mm based on a 
study with 5 different heights. The results are presented in 
Figure 18 and show the effect of the resin section height on 
the temperature evaluated along the specified path of the 
thermocouple during illumination. Above 3 mm thickness 
of the resin section, no influence of the boundary condition 
on the evaluated temperature could be seen. Using the 
stated parameter and model settings, the simulation was 
performed and the results were compared to the 
measurement of the actual printing process. The 
comparison between the simulation and the measurements 
is shown in Figure 19. One out of the three measurement 
curves deviate significantly from the other two at the end 
of the illumination. This was caused by extensive warping 
of the curing resin, which caused the thermocouple to be 
lifted slightly and therefore measuring lower temperatures. 
At the beginning of the illumination phase, the rise of 
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temperature in the simulation lagged behind the 
measurement. However, the maximal temperature at the 
end of the illumination was in good agreement with the 
measurement. The overall rise in temperature during the 
illumination of the printing tests could be modeled with 
sufficient accuracy considering the simplifications used 
during modelling. Therefore, the results of the comparison 
illustrate the capability of the proposed thermal simulation 
strategy to model the temperature distribution during 
printing inside a DLP process simulation framework. 
 

 

Figure 18: Averaged temperature along the virtual 

thermocouple during 10s illumination at 35mW/cm2 for 

different resin section heights. 

 

Figure 19: Comparison of the temperature development 

inside the unfilled resin for a 10s illumination period at 

35mW/cm2 between measurement and simulation. 

Conclusions 

Using the DLP method to manufacture microelectronic 
parts offers the possibility to integrate multiple functions 
into a single package using a single manufacturing step. To 
help with the complex design procedure, a reliable process 
simulation is necessary. One key parameter of printing and 
modelling highly filled electrically conductive resins is 
process temperature. In this study the thermomechanical 
and electrical material characterizations for selection and 
modelling of a specifically developed filled and unfilled 
3D printing resin were performed and a thermal modelling 
strategy proposed. Adding 14V% of the electrically 
conductive filler to the base resin lead to a conductivity of 
12.72 S/cm and a significant rise in thermal conductivity. 

Unexpected results for the mechanical properties as well as 
the cp measurements were caused by not fully cured 
samples. For the unfilled material a simulation model was 
set up using the proposed methodology and the resulting 
temperature development inside the resin was validated 
against temperature measurements taken during a 3D 
printing experiment. Comparison between simulation and 
experiment showed an overall good agreement with small 
deviations at the start of the illumination. The addition of 
cure depending thermal properties could improve the 
results of the simulation and will be the focus of further 
studies.  
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