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Abstract 

Precipitation-strengthened compositionally complex alloys (CCAs), which are 

derived from the novel material class of high-entropy alloys (HEAs), show high 

potential for demanding high-strength high-temperature applications, but some of 

their properties such as serrated plastic flow are peculiar. The local ordering 

phenomenon termed short-range order (SRO) of different elements such as Ni and Ti 

may explain these peculiar properties. One method for studying such local 

phenomena that has risen to remarkable importance over the past few years is X-ray 

total scattering (XTS), or pair distribution function (PDF) analysis. 

In the present thesis, first, a robust laboratory approach for PDF analysis devised at 

Materials Center Leoben Forschung GmbH (MCL) is presented and applied to 

Ni powder. The generated laboratory PDF data of Ni was validated with success 

against benchmark data generated with high-energy synchrotron radiation as well as 

data from literature. 

The second aim of the present thesis is the investigation of ordering phenomena, in 

particular SRO, in a Ni-11 wt.% Ti binary alloy and a precipitation-strengthened CCA 

manufactured at MCL using the total scattering approach. Using Rietveld refinement 

and PDF refinement of both laboratory and synchrotron data in combination with 

scanning electron microscopy (SEM) and energy-dispersive X-ray spectroscopy (EDX), 

the evolution of γ’ precipitation in the CCA was investigated in detail. The findings 

indicate that in the most rapidly quenched states of the CCA, early stages of 

γ’ precipitation can be observed in the form of SRO, extending over only a few 

nanometers and acting as a precursor for subsequent γ’ formation. In PDF analysis of 

laboratory and synchrotron data, indirect evidence of the transition from SRO to long-

range ordered (LRO) γ’ precipitation in the investigated CCA was found. 

Hence, the present thesis proves that the presented laboratory total scattering 

approach is a valuable tool for investigating the local atomic structure in 

polycrystalline materials of varying chemical complexity up to CCAs. 
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1. Introduction 

High-entropy alloys (HEAs) are novel structural materials that have sparked high 

research interest in the past two decades for their often exceptional combination of 

mechanical properties. These alloys are usually designed to form single solid solutions 

and belong to the broader class of compositionally complex alloys (CCA). In recent 

years, it was sought to further optimize the properties of HEAs by precipitation 

strengthening. Precipitation-strengthened CCAs show outstanding thermal stability 

and mechanical properties that can be retained to high temperatures, rivalling those 

of common Ni-based superalloys [1,2]. This makes them extraordinarily promising 

materials for high-temperature applications. 

While the origin of many peculiar properties of HEAs and CCAs can be attributed 

to effects stemming from the mixing of multiple elements with mismatching atomic 

sizes [1,3], established theories fail to describe phenomena such as serrated plastic 

flow [4], and local chemical ordering in solution-annealed (SA) states [5]. 

The local ordering phenomenon termed short-range order (SRO) may explain 

these phenomena and have significant effect on mechanical properties of the alloy. 

SRO describes the preferred formation of unlike atom pairs over few atomic lengths in 

an otherwise disordered structure. While studies on SRO in binary alloys have drawn 

quite some attention in the past decades [6–11], the research of SRO in compositionally 

more complex materials, especially in HEAs and CCAs, is still vague and in need of 

improvement. 

For the analysis of SRO, methods are necessary that allow insight into the local 

atomic environments in a crystal structure. One of these methods that has risen to 

remarkable importance is the total scattering method, or pair-distribution 

function (PDF) analysis method. Total scattering method means that both the Bragg 

scattering, resulting from the long-range average structure, as well as the diffuse 

scattering, containing information on local deviations from the average structure, are 

measured from a sample using X-rays or neutron radiation. The PDF can be calculated 

directly from the total scattering data and gives a histogram of atomic pairs in the 

investigated structure on an atomic length scale. 
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For a long time, the necessary accuracy of such measurements could only be achieved 

with high-energy radiation sources, e.g. synchrotron radiation sources or spallation 

neutron sources, at external research facilities. However, due to their technological 

improvement over the recent years, it is finally possible to also perform in-house 

laboratory total scattering and PDF analysis of high quality using laboratory 

diffractometers without the need to outsource experiments to research facilities.    

Hence, the first aim of this work is to present and assess a laboratory approach for 

PDF measurement at Materials Center Leoben (MCL) using a diffractometer D8 

Discover from Bruker AXS. Generated laboratory PDF data for standard Ni powder 

shall be assessed with respect to comparative synchrotron radiation PDF data as well 

as data from literature. 

Using the presented laboratory approach, the second aim is to investigate ordering 

effects, in particular possible SRO of Ni and Ti, both in a Ni-11 wt.% Ti binary alloy 

and a precipitation-strengthened CCA manufactured by MCL. For this, Rietveld and 

PDF analysis shall be used in combination with microstructural and chemical 

characterization methods. Finally, a valid argument shall be made about whether the 

determination of SRO in the investigated materials is possible using the PDF analysis 

method in combination with the laboratory approach.               
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2. Fundamentals 

In this chapter, the fundamental concepts underlying this work will be explored. 

First, the concept of HEAs and CCAs is presented, and their characteristic and peculiar 

properties are elucidated. In a next step, the term SRO is defined and a clear distinction 

is made between short-range and long-range order (LRO). Finally, the total scattering 

approach, its formalism used in the present work, the concept and interpretation of 

the PDF, as well as experimental limitations and requirements for PDF analysis are 

presented. 

2.1. High-entropy alloys and compositionally complex alloys 

HEAs are a novel class of CCAs that are composed of five or more principal 

elements, with the concentration of each element typically in the range from 

5 to 35 at.% [1–3,12–15]. First investigations of this alloy concept began in 1996, most 

notably resulting in two publications in 2004 by Yeh et al. [16] and Cantor et al. [17]. 

Originally, HEAs were designed with the goal of achieving single solid solution (SS) 

phases with simple crystal structures such as face-centered cubic (FCC) and body-

centered cubic (BCC) [1,3,12,18]. If the phase composition of HEAs deteriorates from 

the single-phase SS case, the term CCA is preferred [1,9]. The formation of stable single 

SS phases in HEAs is regarded to be favored by the high configurational entropy 

resulting from the complex compositions of these alloys [1,3,12,15]. 

The configurational entropy per mole of an ideal (i.e. random) n-component SS is 

given by 

∆Sconf  = − Rgas ∑ xi ln xi

n

i=1

 (2.1) 

where xi is the mole fraction of the ith component, and Rgas is the universal gas constant, 

8.314 J/K/mol. 
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In the equimolar case, i.e. xi ≡ 1/n, this expression yields 

∆Sconf = Rgas ln n (2.2) 

which shows that increasing the number of principal elements in an alloy leads to an 

increase in configurational entropy. For a five-component equimolar SS alloy,  

∆Sconf = 1.61Rgas. In line with this, an alternative definition of HEAs can be given where 

alloys are considered as HEAs when their ideal molar configurational 

entropy ∆Sconf > 1.5Rgas, which necessitates at least five principal elements [1,15]. 

The thermodynamic tendency of HEAs to form single SS phases can be inferred 

from the Gibbs free energy change upon mixing of multiple elements in an alloy: 

∆Gmix = ∆Hmix  −  T∆Smix (2.3) 

∆Hmix and ∆Smix are the enthalpy and entropy of mixing, respectively, and T denotes 

the absolute temperature. The enthalpy of mixing is governed by the nature and 

strength of the atomic interactions [12]. The entropy of mixing, on the other hand, is 

mainly constituted by the configurational entropy, although there are other minor 

contributions (such as vibrational, magnetic, and electronic entropy) [1]. Hence, it can 

be readily seen from equation (2.3) that in alloys with a high configurational entropy 

such as HEAs, the entropy of mixing may dominate the enthalpy of mixing even at 

ambient temperature, thus favoring the formation of single disordered SS phases over 

ordered intermetallic phases. 

While many single-phase HEAs such as CoCrFeMnNi and CoCrFeNi show 

outstanding toughness and ductility at cryogenic and ambient temperatures, their 

tensile strength, ductility, and fracture toughness at elevated temperatures are rather 

poor [19,20]. Hence, efforts have been made to apply strengthening methods known 

from traditional alloys to HEAs, where in particular precipitation-strengthening 

showed great effect [21–23]. 

Precipitation-strengthened CCAs are a class of materials derived from HEAs 

which combine the high-entropy concept with precipitation strengthening [24,25]. In 

these alloys, through specific alloying additions and targeted heat treatment, the 
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precipitation of ordered second-phase particles is achieved which are dispersed in a 

SS matrix and can result in different strengthening effects [26]. Among them, the 

coherent ordered L12-structured γ’ phase is known from Ni-based superalloys to be 

crucial for the high-temperature creep resistance of these alloys due to its prominent 

long-term microstructural and thermal stability [27]. 

Precipitation-strengthened CCAs with a microstructure of FCC γ matrix and γ’ 

precipitates were shown to possess superior mechanical properties at elevated 

temperature levels, especially exceptional creep resistance [24,25,28,29]. In particular, 

one γ’-strengthened CCA investigated by Chang et al. [30] with the nominal 

composition Al3.31Co27.27Cr18.18Fe18.18Ni27.27Ti5.78 was found to exhibit outstanding high-

temperature tensile properties with a yield strength of 126 MPa at 1000 °C at a strain 

rate of 10-3 s-1. Based on this alloy composition, a similar CCA was manufactured in a 

predecessor project at MCL via the powder-metallurgical (PM) route, which is 

investigated in this work. 

The outstanding properties of HEAs and CCAs such as the aforementioned 

exceptional combination of toughness and ductility [31], as well as high wear 

resistance [32,33], high hardness [34,35], and low diffusivity enhancing creep 

strength [1,3], can mainly be attributed to the mixing of multiple principal elements 

with different atomic radii, stabilizing single SS phases with severe lattice 

distortion [1,2,36,37]. In particular, the outstanding strength, ductility and toughness 

of FCC-based HEAs can be correlated with the stacking fault energy (SFE) of the 

material, reflecting the local interactions of dislocations with the atomic structure [38]. 

However, established theories fail to account for peculiar phenomena found in HEAs 

and CCAs such as serrated plastic flow [4] and solute clustering [5] in solution-

annealed states. Both of these phenomena have been linked to the atomic-scale 

ordering of certain atom types, which is collectively referred to as short-range 

order (SRO) [5,39]. 
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2.2. Short-range order 

2.2.1. Definition and distinction of short-range order 

In a disordered SS phase of an alloy containing multiple elements, the constituent 

atoms are distributed randomly on the sites of a single underlying lattice, e.g. an FCC 

lattice. However, the atomic-scale occupation of the sites is never perfectly random. 

Instead, the number of like and unlike atom pairs will always differ to some degree 

from the statistical average [40]. This is collectively referred to as SRO, the concept of 

which was proposed initially by Cowley in 1950 [41].  

The degree and type of pairwise SRO in a binary SS alloy of given composition 

AxAB1−xA can be quantified using the SRO parameters αlmn defined by 

Warren and Cowley [42]: 

αlmn = 1 − Nlmn
AB

xAxBClmnN (2.4) 

where the parameters lmn denote a particular coordination shell around an A atom at 

the origin, xA and xB = 1 − xA are the mole fractions of A and B atoms in the binary 

alloy, Nlmn
AB  is the number of A-B pairs that can be found in the coordination shell lmn 

around an A atom at the origin, Clmn is the coordination number of coordination shell 

lmn, and N is the total number of A and B atoms in the structure. 

Only for perfectly random occupation of the lattice sites with A and B atoms, α = 0. An 

SRO parameter of α > 0 indicates clustering of like atoms (predominance of A-A and 

B-B pairs), while α < 0 indicates ordering of unlike atoms (predominance of A-B pairs). 

For interatomic distances in the disordered phase extending a few atomic diameters 

(in the range of angstroms or a few nanometers), the SRO parameters tends to zero, 

hence the term ‘short-range’ order. In scattering experiments, SRO gives rise to low-

intensity modulations in the background between Bragg peaks (termed ‘diffuse 

scattering’) the magnitude of which is directly related to the values of the SRO 

parameters [40,43]. 
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Experimental results dating back to as early as the 1960s motivated the 

formulation of three principal models of SRO [44–46] which are shown in Figure 1 

(adopted from [46]). In line with the definition of Cowley, the statistical model (left) 

describes a homogeneous order throughout the structure where the probability of 

finding a B atom in a given coordination shell around any A atom differs from the 

nominal composition. In contrast, the disperse and the micro-domain model describe 

heterogeneous SRO confined to nanoscale coherent ordered regions within a 

disordered matrix. While in the disperse model (middle), the ordered regions have a 

different composition than the matrix, the regions in the micro-domain model (right) 

have the same composition as the matrix, and are only distinguished from the matrix 

by the change in the degree of order. All of these models share the fully coherent 

interface between SRO regions and disordered matrix. 

 

Figure 1: Examples of the three different models of SRO in a binary alloy as explained in the 

text (adopted from [46]). In the disperse and the micro-domain model, the SRO region is framed 

in blue. 

Contrary to this, in ordered alloy phases atoms are distributed on the sites of 

specific sublattices in an ordered manner, i.e. a superstructure exits, over larger 

interatomic distances, usually at least some ten or hundred nanometers [43]. This type 

of long-ranging atomic correlation is termed long-range order (LRO), and gives rise to 

sharp Bragg peaks associated with the superstructure. Additionally, LRO phases can 

and will likely be incoherent with respect to the disordered matrix phase. 

However, this distinction between SRO and LRO becomes blurred when the spatial 

extent of the two types of ordering becomes similar, e.g. when coherent particles, 
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exhibiting LRO in the sense of ordered distribution of atoms on sublattices, become 

nanosized and thus resemble the disperse SRO model. For lack of a clear quantitative 

distinction between what is ‘long’-range and ‘short’-range, there is an ongoing debate 

in literature as to whether such particles should be referred to as nanoscale LRO 

particles or SRO regions. In this work, however, such particles will be regarded as the 

latter, in line with the experimentally motivated SRO models above. 

2.2.2. Research on SRO in alloys: History and state-of-the-art 

Research on SRO in alloys commenced in the early 1960s, where diffuse scattering 

of X-rays was used to determine SRO in binary Cu-Al alloys in the Cu-rich 

composition range [44,47]. The SRO states of the investigated alloys were produced by 

slowly cooling, or by annealing after quenching from homogenization temperatures 

or deformation. Over time, evidence of SRO was also found in binary Ni-based alloys 

such as Ni-Mo alloys [11,48], Ni-Cr alloys [49–51] and Ni-Ti alloys [6,10] in the as-

quenched state after annealing above a critical ordering temperature.  

In more recent years, Ti-Al alloys such as Ti-6Al and Ti-6Al-4V were found to exhibit 

SRO from transmission electron microscopy (TEM), as well as atom probe 

tomography (APT) investigation [52–54]. SRO was also evident in Ti-6Al-4V alloy 

using in-situ straining experiments in TEM [55]. Similarly, in-situ TEM investigations 

revealed the interaction of SRO regions in the γ matrix phases of compositionally 

complex Ni-based superalloys with mobile dislocations [56,57]. Also, Monte 

Carlo (MC) simulations in combination with ab-initio calculations predicted SRO 

between Ni-Cr and Ni-Fe in equimolar ternary NiCrCo and quaternary NiCrCoFe 

model alloys [58]. 

With the development and rise of medium- (MEA) and high-entropy alloys, research 

effort in the field of SRO also branched into these novel classes of materials. Now, SRO 

has been widely reported in different types of MEAs and HEAs. For example, using 

energy-filtered TEM, Zhang et al. [59] were able to report structural features 

attributable to SRO in the NiCrCo MEA. Similarly, Chen et al. [60] used atomic-

resolution imaging and chemical mapping via TEM to directly observe SRO of V-Co 

and V-Ni in the VCoNi MEA. 
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In equimolar FCC NiCrCoFe HEA, the formation of ordered nanodomains predicted 

by ab-initio calculations was confirmed by scanning TEM [61]. Furthermore, SRO in the 

form of nanosized γ’ precipitates enriched in Ni, Al and Cu was found in two different 

FCC AlCoCrCuFeNi-based HEAs from scanning TEM combined with APT [62] and 

from extended X-ray absorption fine structure (EXAFS) analysis [63]. Finally, 

Biermair et al. [64] found nanosized (2-3 nm) enrichments of Ni and Ti in SA and 

water-quenched (WQ) state of the FCC-based cast CCA Al4.4Co26Cr19Fe18Ni27Ti5.6 with 

highly comparable composition to the CCA investigated in this work, possibly hinting 

at SRO of Ni and Ti in this alloy. 

2.2.3. Effects of SRO on material properties of HEAs and CCAs 

As (statistical) SRO reflects fluctuations in local atomic configurations, it can 

profoundly affect the interaction with dislocations, and hence the deformation 

mechanism [65]. For example, it was found from ab-initio calculations that from 

tailoring the local chemical order in NiCrCo MEA, the SFE can be tuned in a wide 

range from -43 to 30 mJ∙m-2 [66]. Improving on this, Zhang et al. [59] found that 

increasing SRO in thermomechanically processed NiCrCo MEA gave rise to both 

higher SFE and higher hardness of the alloy. Similarly, Neeraj and Mills [67] found 

that in Ti-6Al alloy, increase of SRO significantly increased creep strength, suggesting 

that the high creep resistance of HEAs may also partly be due to SRO. 

Also, the presence of SRO can appreciably increase the slip barrier of dislocations. As 

it is generally understood, the destruction of SRO upon dislocation movement leads 

to an increase of the resistance for dislocation glide [68]. Hence, SRO strengthening can 

be a major contribution to the total strength of the alloy. For example, from atomistic 

simulations, Schön [69] estimated an SRO-induced increase of 100 MPa and above for 

the critical resolved shear stress of the main gliding system a0
2
[111](01̅1) in the BCC 

HEAs VNbTaWAl and VNbWAl. 

In FCC SS alloys, a correlation between SRO degree and the glide plane softening effect 

was found [70]. Here, SRO-induced dislocation glide resistance inhibits cross slip of 

dislocations and promotes planar slip, which was already shown to play a decisive 

role for simultaneously improving strength and ductility in Ni-Cr and Cu-Mn 

alloys [71,72]. 



Fundamentals 

10 

The serrated plastic flow phenomenon refers to the occurrence of distinct serrations 

(i.e. steps) in the stress-strain curve during dynamic strain aging of a material in 

mechanical testing, and is usually regarded to be detrimental for the mechanical 

behavior of a material [4]. Besides some alloy classes such as Al alloys, Cu alloys, and 

steels, serrated flow has also been exhibited by various MEAs and HEAs containing 

small solute elements such as C [4], and was linked there to the SRO-induced 

dislocation glide resistance in combination with the interstitial ‘hopping’ of the small 

solute elements [39]. 

This brief review shall serve as an indication of the important, yet thus far neglected 

role of SRO in the mechanical properties of HEAs. Furthermore, by considering that 

through thermomechanical processing of the alloys, the degree of SRO can be tailored 

to some degree, this opens up new ways for tuning the mechanical behavior of 

HEAs [59]. 

2.3. Total scattering and pair distribution function analysis 

2.3.1. Scattering theory: Bragg and diffuse scattering 

Bragg scattering is the scattering arising from the periodic and discrete 

arrangement of atoms in a crystal structure, first described by Bragg [73]. According 

to Bragg’s law, for a crystalline structure, maxima in intensity in a scattering pattern 

occur at specific angles θ which satisfy the condition 

2dhkl sin θ = λ (2.5) 

where dhkl is the interplanar spacing of a diffracting set of lattice planes (hkl), λ is the 

wavelength of incident radiation probing the structure, and θ is half the scattering 

angle 2θ between incident and scattered wave vector. Inherently, Bragg scattering 

only contains information about the long-range average structure of the 

material [74,75]. Information on local deviations from the idealized average structure 

is lost in this analysis, however.  

Diffuse scattering comprises scattering contributions of any local deviations from 

the long-range average structure of a material, giving additional scattered intensity 
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that is distinct from Bragg scattering [41,74–77]. This must not be mistaken for 

background scattering coming from a sample’s environment. Much rather, diffuse 

scattering completes the Bragg scattering to give the total scattering of a sample, 

containing all structural information on the material accessible by means of scattering. 

However, unlike the Bragg scattering which is strongly confined at certain discrete 

scattering angles 2θ, diffuse scattering is widely spread over the 2θ range [74,75]. 

Therefore, the diffuse scattering intensity is considerably weaker than the Bragg 

scattering, and consequently can be lost in the noise of the background. 

The nature of diffuse scattering can perhaps most intuitively be understood from 

the attenuation of scattering caused by the thermal motion of particles, which was first 

described by Debye and Waller [78,79]. They found that, for a mean square 

displacement 〈u2〉 of atoms in the structure, the scattered intensity at a scattering vector 

Q is attenuated by the exponential Debye-Waller factor (DWF) of the form 

exp(−Q2〈u2〉/3), and that the ‘lost’ intensity goes into the diffuse background [75]. 

Around 1950, diffuse scattering theory was extended by at least three groups of 

researchers: Huang [80] linked static site displacement in dilute solid solutions, 

resulting from atomic substitution, to diffuse scattering peaks. Warren et al. [77] noted 

a modulation of diffuse scattering with atomic size. And Cowley [41,42] remarked that 

SRO in solid solutions also results in variations in the observed diffuse scattering. 

2.3.2. Definition and history 

In the 1930s, the desire to study the local structure of amorphous materials, which 

by definition lack any long-range order, led to the development of the total scattering 

technique, in which both the Bragg and diffuse scattering from a sample are measured 

and analyzed simultaneously. Hence, the total scattering technique is a tool for 

structural analysis that gives access to the local structure of materials. 

This becomes especially crucial for structural arrangements on the nanoscale, which is 

referred to as the ‘nanostructure problem’ [81]. The determination of nanostructures 

pushes standard crystallography to its limits since with increasingly smaller 

structures, the structural information evades into the diffuse scattering part. This 

necessitates more complex solutions than in the simple crystalline case, which only a 
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combination of the analysis of Bragg and diffuse scattering, i.e. the total scattering 

analysis, can give. 

Since its advent, the total scattering method has been tied to the pair distribution 

function (PDF) analysis. In their seminal paper from 1927, Zernike and Prins [82] 

introduced the idea of a function that represents the probability that, at a distance r 

from the center of one particle (e.g. atom of type A, or a molecule), another particle 

(e.g. atom of type B, or another molecule) may be found. This probability function is 

the predecessor of the PDF as it is known today. Most importantly, this function can 

be directly determined from the scattering pattern by means of the Fourier transform. 

The total scattering method, or, synonymously, the PDF analysis method, was first 

applied for structural studies of liquid and amorphous materials using X-rays. For 

example, liquid mercury was studied by Debye and Menke [83] in 1930, and liquid 

sodium by Tarasov and Warren [84] in 1936. In the following years, Warren and 

co-workers pushed forward the application of the method in local structure studies of 

silica glass, rhombic sulphur, carbon black, and water [85–88]. With the advent of 

spallation neutron sources in the late 1980s, the total scattering method was for the 

first time used to study disorder in quasi-crystalline [89,90] and 

crystalline materials [91]. In more recent years, the method has also been applied with 

some success to the study of phase transitions in perovskite materials, e.g. 

Ba1-xSrxTiO3 [92,93], and for the structural investigation of nanoparticles, e.g. Au 

nanoparticles [94], Au144(SR)60 nanoclusters [95,96], as well as PtPd [97], CdSe [98,99], 

and TiO2 nanoparticles [100–102].  

Only recently, it was begun to apply PDF analysis to CCAs and HEAs. For example, 

Guo et al. [103] used high-energy X-ray and neutron scattering to characterize the local 

atomic structure of BCC HEA ZrNbHf, while Owen et al. [104] used X-ray total 

scattering to investigate the local lattice strain in the FCC HEA CrCoFeMnNi. A few 

recent PDF studies on HEAs have also been aimed specifically at the investigation of 

possible SRO. For example, Zhang et al. [105] found no indication of SRO in a NiCoCr 

SS alloy from X-ray and neutron total scattering, but EXAFS revealed SRO between 

Cr-Ni and Cr-Co. In another attempt, Ma et al. [106] showed that a cluster-plus-glue 

atom model for SRO better approximated neutron total scattering data from 

quaternary HEAs containing Al, Co, Cr, Fe, and Ni than the average crystal structure, 
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indicating that SRO is present in these alloys. Still, PDF analysis using high-energy 

radiation, and much less in the laboratory, is far from an established method for 

investigation of SRO in HEAs. 

2.3.3. Definition of the pair distribution function and total scattering formalism 

The PDF G(r), as used in the present work, is related to the atomic structure 

through the relation 

 G(r) = 4πr [ρ(r) −  ρ0] (2.6) 

where ρ0 is the atomic number density of the structure, and ρ(r) is the atomic pair 

density, which gives the weighted density of neighbor atoms at a radial distance r from 

an atom at the origin [75,107–109]. The atomic pair density ρ(r) is given by 

 ρ(r) = 
1

4πr2N
∑∑ fi(Q) fj(Q)〈f(Q)〉2 δ(r − rij)

j≠ii

 (2.7) 

where the double sum over i and j goes over all atoms N in the structure; fi(Q) is the 

(X-ray) atomic scattering factor of atom i as a function of the magnitude of the 

scattering vector Q (described below); 〈f(Q)〉 is the average atomic scattering factor 

over all atom types in the structure; δ is the Dirac delta function; and rij is the distance 

between atoms i and j. Unless stated otherwise, the terms PDF and G(r) will 

subsequently be used synonymously in this work. 

As stated before, the PDF is directly obtained by Fourier transform of the total 

scattering pattern, i.e. 

 G(r) = 
2
π  ∫ Q[S(Q) − 1] sin(Qr)dQ

∞

0

 (2.8) 
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where again Q is the magnitude of the scattering vector, and S(Q) is the total scattering 

structure function. The scattering vector Q⃗⃗⃗  is the vector between incident and scattered 

wave vector. For coherent elastic scattering, its magnitude is given by 

Q = 4π sin θ
λ  (2.9) 

where, as before, θ is half the scattering angle 2θ, and λ is the wavelength of incident 

radiation. In total scattering, measured intensity data is generally described in Q-space 

(i.e. reciprocal space) before Fourier transforming the data into the PDF described in 

r-space (i.e. real space). 

The structure function S(Q) is by definition obtained from the coherently scattered 

intensity Icoh(Q) of a structure according to 

 S(Q) = Icoh(Q) − 〈f(Q)2〉 + 〈f(Q)〉2〈f(Q)〉2  (2.10) 

where f(Q) is the atomic scattering factor, and the brackets denote an average over all 

atom types in the structure. Since f(Q) and thus also 〈f(Q)〉2 decreases rapidly 

with Q [75,110], the scattered intensity in the high-Q region of S(Q) is naturally 

amplified with respect to the low-Q region. The mathematical limit of the S(Q) 

function for Q → ∞ is 1 (unity). 

The function Q[S(Q) ‒ 1] is often defined as the reduced total scattering structure 

function F(Q), i.e. 

 F(Q) = Q[S(Q) − 1] (2.11) 

which is then the direct Fourier transform of the PDF G(r). The mathematical limit of 

the F(Q) function for Q → ∞ is 0 (zero). 

In conclusion, the PDF gives a weighted histogram of the radial distances of atomic 

pairs in a structure, where the weight is given by the atomic scattering factors of each 

pair. As a reference for X-rays, the magnitude of the elemental scattering factors at low 

Q-values is approximately given by the atomic number Z of the element [110]. Hence, 



Fundamentals 

15 

for example, the contribution of Ni-Ni, Ni-Co, and Ni-Fe pairs to the X-ray PDF will 

be very similar (Z = 26, 27, 28 for Fe, Co, and Ni, respectively), but considerably 

different from the contributions of Ni-Al or Ni-Ti pairs (Z = 13, 22 for Al, and Ti, 

respectively). Importantly, this also means that X-ray PDFs will generally not give 

much contrast between elements with similar atomic number such as Ni, Co, and Fe, 

unless contrast is enhanced, e.g. by using radiation of tailored wavelength at the 

absorption edges for certain elements. Using neutron radiation is the easier option 

since the neutron scattering factors of elements are generally quite different from their 

X-ray counterparts. 

It should also be stated here for reasons of completeness, that besides the PDF 

nomenclature chosen in the present work (which is the PDFgui/PDFgetX3 

formalism [107,111]), various other total scattering formalisms and definitions of the 

PDF and related functions exist [108,109]. Moreover, generalizations of the PDF in 

higher dimensions have been formulated [75]. However, none of this will be further 

touched upon in this work. 

2.3.4. The experimental pair distribution function in practice: Influences and 

limitations 

The ideal PDF, as defined in equation (2.6), is only of theoretical nature. In practice, 

there will be several influences on the experimental PDF obtained from measured total 

scattering data, which will limit its accuracy, or will introduce errors to the PDF. While 

some influences can be mitigated by thoughtful experiment design or in subsequent 

data correction, others are inevitably entangled in the collected total scattering data, 

and a correction is hardly possible. Some important influences and possible error 

sources of experimental PDFs will be investigated in this section. As a visual aid, the 

effects of several structure- and instrument-related influences on the PDF mentioned 

in the text are shown in exemplary manner for simulated PDF data of Ni in Figure 2. 

2.3.4.1 Physical influences 

As mentioned before (section 2.3.1), the thermal (i.e. uncorrelated) motion of 

atoms in a structure gives rise to diffuse background in the scattering pattern. As a 

result, the ideal PDF (with Dirac delta peaks) is convoluted with a broadening 
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function, whose width is related to the mean square of the atomic displacement, 〈u2〉, 
which (in the isotropic case) is also called the (isotropic) atomic displacement 

parameter (ADP) [75]. Similarly, the correlated motion of atoms, e.g. lattice vibrations 

in crystalline structures, also leads to broadening of PDF peaks [75,107]. 

 

Figure 2: Overview of directly visible structure- and instrument-related effects on the PDF of 

Ni. Data was simulated with software PDFgui [107] using various built-in model parameters 

to account for the effects described in the text. 

2.3.4.2 Structure- and sample-related influences 

Structural coherence/crystallite size. Structural coherence in a material, described 

by the crystallite size in crystalline materials, is reflected both in the measured intensity 

data and in the PDF [112,113]. The renowned Scherrer formula relates the full width 

at half maximum FWHM(2θ) of a Bragg peak at scattering angle 2θ measured with 

X-rays of wavelength λ to the crystallite size D, FWHM(2θ) = λ/(D cosθ) [114], i.e. 

Bragg peaks become ever broader with smaller crystallite size. The effect of this on the 

PDF is a decay of the magnitude in the PDF with r, until the PDF practically vanishes 

for r > D, i.e. for distances above the crystallite size [75,81,115]. This finite particle size 

effect is especially important for nanoparticles, as is shown in the simulated PDF of 

theoretical Ni nanoparticles with size d = 10 Å in Figure 2. In practice, this can be 

utilized for size determination of nanoparticles, as demonstrated in several recent 

works [95,96,98–102]. 
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Microstrain. Microstrain can be caused in multi-phase alloys by lattice parameter 

mismatch between adjacent phases with semi- or incoherent interface such as the 

γ/γ’ interface in Ni-based superalloys [27]. Similar to decreasing crystallite size, 

increasing microstrain leads to broadening of Bragg peaks given by the formula 

FWHM(2θ) = 4e tan(θ), where e = Δa/a0 is the magnitude of the microstrain as a result 

of the lattice parameter mismatch Δa, and a0 is the un-strained lattice parameter [116]. 

The effect of microstrain on the PDF is a decrease of the PDF magnitude with r due to 

increased peak broadening [117]. 

Grain statistics. In PDF analysis, a high number of grains in diffracting position is 

crucial for achieving high statistical accuracy [118,119]. The statistical error due to 

grain statistics, σGS, can roughly be related to the number of diffracting crystallites in 

the sample, Ndiff, by σGS = √Ndiff/Ndiff [119]. For example, for the standard 

error, 2.3σGS, to be less than 5 %, Ndiff should be greater than 2120 grains. 

2.3.4.3 Instrument-related influences and error sources 

Tuning the instrument parameters in order to mitigate erroneous influences on the 

PDF is the most crucial aspect for obtaining high-quality PDF data. The four most 

important instrument-related error sources in total scattering data collection are data 

termination, instrument resolution, counting statistics, and background 

scattering [75,120,121]. 

Termination errors are related to the fact that, in practice, the total scattering 

structure function S(Q) cannot be collected up to a maximum Q-value of Qmax = ∞ as 

suggested by equation (2.6). Hence, for practical purposes, the equation for the 

experimental PDF G(r) must be rewritten as 

 G(r) = 
2
π  ∫ Q[S(Q) − 1] sin(Qr) dQ

Qmax

Qmin

 (2.12) 

where Qmin and Qmax are the lower and upper Q-limit, respectively, truncating the S(Q) 

data used in the Fourier transform. The effect of a finite Qmax is the convolution of the 

ideal PDF with the Fourier transform of the truncation step function, i.e. with 
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sinc(r) = sin(Qmaxr)/(Qmaxr) [75,121,122]. The termination error introduces spurious 

high-frequency oscillations into the PDF known as ‘termination ripples’ which are 

strongest at low r-values, and also leads to PDF peak broadening [74,75,120,123–132]. 

The ‘termination ripples’ are marked by arrows in Figure 2. With higher Qmax, the 

magnitude of the ‘ripples’ becomes ever smaller, which is why a high Qmax is always 

desired in PDF analysis. In theory, the termination error becomes negligibly small 

when S(Qmax) is sufficiently close to unity as a result of the attenuation due to the DWF, 

which is approximately the case for Qmax > 1 (3√〈u2〉)⁄  [75]. For example, for an 

isotropic ADP of 〈u2〉 = 0.0025 Å2, Qmax should be larger than 36 Å-1 for the termination 

error to be negligible. 

In practice, Qmax is limited by the energy, or wavelength, of the employed radiation, 

and the maximum scattering angle 2θ accessible in the instrument. Additionally, the 

naturally increased noise at higher Q-values [75,120,121] means that often a 

compromise must be made to terminate the experimentally obtained S(Q) data at an 

even lower Qmax value up to which the noise is still acceptable [75,121]. In order to 

maximize the Q-range in an X-ray total scattering experiment, radiation of high 

energy, or short wavelength, must be chosen. 

Instrument Q-resolution. The inability of diffraction instruments to resolve all 

details leads to an instrument-related broadening of Bragg peaks, i.e. the true shape of 

a Bragg peak at position Q0 is convoluted with an instrument resolution function, in 

the simplest case a Gaussian function with variance σG. As a result, the PDF is 

multiplied by an exponentially decaying envelope function exp (− 1
2

r2σG
2 ) [75,120,121]. 

Hence, the effect of the finite instrument resolution is the damping of the experimental 

PDF with increasing r so that the magnitude of the PDF eventually reaches zero. In 

practice, the instrument resolution depends on a number of factors such as detector 

pixel solid angle, incident beam divergence, and diffractometer misalignment [75]. As 

a measure for the Q-resolution, the ratio ΔQ/Q can be used, where ΔQ is the difference 

between successive data points in the integrated scattering data. 

Counting statistics. The estimated statistical error attributed to the observation of 

N counts of discrete scattering events is σCS = √N/N [75,118,121]. Thus, in order to 

achieve good counting statistics, a large number of discrete scattering events must be 

observed. In PDF analysis, this is especially crucial for the data region at high 
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Q-values as, due to normalization, this data region contributes with higher weight to 

the PDF [120,123,126,127,133] (see section 2.3.3). In laboratory total scattering 

measurements, this requirement can be tackled with a variable counting time (VCT) 

strategy as proposed by te Nijenhuis et al. [134], i.e. by increasing counting time 

gradually from low to highest 2θ angles. For commonly used Si strip detectors, this 

necessitates long data collection times in the range of several hours. However, 

synchrotron radiation and large area detectors may reduce the necessary data 

collection time to several minutes or even seconds [120,124,125]. 

Background scattering. In total scattering analysis, emphasis is put on eliminating 

scattering contributions from the sample’s environment (e.g. sample holder, air 

scattering) as they do not contain any structural information about the sample 

itself [75,100,120,123,126,127,132,133,135–137]. In transmission geometry, background 

scattering is usually eliminated by carrying out an independent scattering 

measurement without a sample (i.e. a measurement of the empty sample container) 

which only contains scattering from the apparatus and can then be subtracted from 

each subsequent measurement [75,121,126,129,133,134,136,138–140]. 

2.3.4.4 Data corrections 

By definition, S(Q) is related only to the coherently scattered intensity Icoh(Q). Thus, 

the measured scattered intensity must be corrected for incoherent and inelastic 

scattering (e.g. Compton scattering, fluorescence), multiple scattering, absorption, 

polarization, and so on [75,111,123,132]. Usually, numerical corrections are applied in 

software for diffraction data evaluation such as DIFFRAC.EVA [141], GudrunX [142], 

and PDFgetX3 [111]. Additionally, in order to mitigate the termination error, S(Qmax) 

must be sufficiently close to unity. To ensure this, S(Q) data can be normalized 

appropriately, as is the case in data reduction in PDFgetX3 [111]. 

2.3.5. Modelling and fitting of experimental pair distribution functions 

When the atomic structure (i.e. the arrangement of atoms in space) of a material 

and the atomic scattering factors f(Q) of all atom types in the structure are known, the 

ideal PDF of the material can readily be calculated from this information using 

equation (2.6). To account for the structure- and instrument-related influences 
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mentioned above, models exist which describe the deviations from the ideal PDF on a 

theoretical basis [75,107,117,121,129,143]. By using standard least-squares regression 

algorithms, the refinement of model structures through fitting of experimental PDF 

data is possible in software such as PDFgui [107] and DISCUS [115]. 

There, the effect of a finite Qmax is incorporated into the PDF calculation by convolving 

the ideal PDF with the box function, i.e. sinc(r) = sin(Qmaxr)/(Qmaxr) [122]. The damping 

effect of the finite instrument resolution is approximated by the multiplicative term 

exp( − Qdamp
 2 r2/2) with the damping parameter Qdamp. The total width of a PDF peak, 

σPDF, at an interatomic distance r is described using the model equation 

σPDF = σij√1 − δ1

r − δ2

r + Qbroad
 2 r2 (2.13) 

where σij is the peak width calculated from the combined ADPs of atoms i and j, 

δ1 and δ2 are the linear and quadratic atomic correlation factors describing the 

broadening due to correlated motion of atoms (i.e. lattice vibrations) at different 

temperatures (δ2 for low temperatures, δ1 for high temperatures), and Qbroad is a 

parameter describing the broadening due to the finite instrument Q-resolution [144]. 

In practice, the instrumental parameters Qdamp and Qbroad are usually obtained from 

fitting of the experimental PDF of a highly crystalline (standard) material such as LaB6 

or Ni, and then fixed for subsequent refinements of data collected with the same setup. 

2.3.6. Illustration of the pair distribution function of crystalline materials 

The thoughtful interpretation of a PDF is just as important as the data acquisition 

and correction. For this, the reader is referred to Figure 3 which illustrates the 

connection between crystal structure and the PDF for the case of FCC Ni. In Figure 3a, 

the (100) plane of Ni is visualized, with coordination shells marked in green. In 

Figure 3b, a three-dimensional model of the corresponding unit cell is depicted. 

Figure 3c shows PDF data for FCC Ni calculated with software PDFgui [107] over the 

range from 0 to 15 Å with set values for the lattice parameter of alat = 3.524 Å, and 
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isotropic ADP 〈u2〉 = 0.003 Å2. Instrument-related model parameters were set to 

Qmax = 30 Å-1, Qdamp = 0.01 Å-1 and Qbroad = 0.01 Å-1. 

As can be seen in Figure 3c, the PDF oscillates around zero, and shows peaks at certain 

interatomic distances r corresponding to the distances of atomic pairs in the structure 

visible in Figure 3a. For crystalline materials, these interatomic distances correspond 

to the radii of coordination shells around an atom at the origin and can be described 

by crystallographic directions [uvw]. For example, the peak at 2.50 Å corresponds 

exactly to the first coordination shell, i.e. the nearest-neighbor (NN) pairs, in the Ni 

structure. The equivalent crystallographic direction is [½ ½ 0]. In the same way, the 

peak at 3.52 Å corresponds to the second coordination shell, or the second-nearest-

neighbor (2NN) pairs, which is equivalent to the [100] direction. 

Structure-wise the height of a given peak in the PDF is determined by the coordination 

number for the corresponding coordination shell, and by the combined scattering 

factors of the atomic pairs of that shell. In the case of monatomic materials such as pure 

Ni, the scattering factor weight of each pair is the same. Additionally, as explained 

before, the magnitude of the PDF will be damped with increasing r as a result of the 

finite instrument resolution. This was accounted for in the calculation of the PDF by 

setting the damping parameter Qdamp to a moderate value of 0.01. As a result, the 

calculated PDF eventually reaches zero at an r-value of approximately 200 Å (not 

shown here). 

The width of the PDF peaks depends on several factors including the thermal (i.e. 

uncorrelated) and the correlated atomic motion in the structure at a given temperature, 

as well as the broadening due to the finite Qmax, i.e. the termination error. In this 

example, the peak width was tuned by setting values for the (isotropic) ADP 〈u2〉 and 

Qmax. 
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Figure 3: From crystalline structure to the PDF by the example of Ni. (a) (100) lattice plane of 

FCC Ni. (b) Three-dimensional model of FCC Ni unit cell. (c) PDF of Ni calculated with 

PDFgui from the model structure with Qmax = 30 Å-1, Qdamp = 0.01 Å-1 and Qbroad = 0.01 Å-1. 
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3. Experimental and computational methods 

The approach of this work can be summarized as a complementary analysis of 

X-ray total scattering (XTS) data both in reciprocal space, i.e. scattering intensity as a 

function of scattering angle 2θ, and in real space, i.e. PDF analysis. XTS experiments 

were performed with an in-house diffractometer and at a high-energy synchrotron 

radiation beamline on samples from three different materials. PDFs were calculated 

from the collected scattering data. The experimental PDFs were then analyzed and 

compared in order to validate the in-house laboratory measurement, and characterize 

the local structure of the investigated samples. Additionally, the microstructure and 

chemistry of the samples was characterized by means of scanning electron microscopy 

(SEM) and energy-dispersive X-ray (EDX) spectroscopy. 

3.1. Sample preparation 

Samples were prepared from three materials with increasing compositional 

complexity: starting from pure Ni powder, followed by a binary Ni-11 wt.% Ti alloy, 

and finally the CCA containing Al, Co, Cr, Fe, Ni, and Ti. 

The Ni-Ti alloy and the CCA were manufactured via the powder-metallurgical (PM) 

route from gas-atomized metallic powders using hot-isostatic pressing (HIP). Samples 

of different geometries (platelet, and cylindrical) were machined from the 

solution-annealed (SA) bulk material in both cases, and further heat treatment was 

conducted on these smaller samples. Using a quenching dilatometer DIL805L/A from 

BÄHR in vacuum with He as cooling gas, the cylindrical samples from Ni-Ti alloy and 

the CCA were SA at different temperatures for 30 min, and then quenched with 

distinct cooling times from 800 °C to 500 °C, t8/5, (t8/5 = 5, 10, 30, 100, 300 s). 

Additionally, one cylindrical sample of each material was quenched as fast as possible 

with no further constraints, where subsequent data analysis revealed that t8/5 was 

approximately 2.5 s in this case. The series of SA samples from Ni-Ti alloy and the 

CCA quenched with varying cooling times are subsequently referred to as ‘Ni-Ti 

series’ and ‘CCA series’, respectively. 

The solid samples from Ni-Ti alloy and CCA were then prepared for XTS analysis by 

conventional grinding. The cylindrical samples were grinded to half their original 
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diameter, i.e. to 2 mm thickness. For microstructural and chemical characterization, 

the samples were hot-mounted, and ground using up to 2500 grade SiC grit-paper. 

Polishing was done using 3 µm and 1 µm diamond suspensions as well as 0.25 µm 

silicon oxide suspension, before the sample surfaces were plasma-cleaned as a final 

step. 

An overview of specifications of the samples investigated in this work, showing their 

labels used in this thesis, their dimensions, and the state of the sample material 

achieved with heat treatment, is given in Table 2. A more specific description of 

sample preparation for each material is given in the dedicated sections to follow. 

3.1.1. Nickel powder 

Commercially available Ni powder with spherical grain shape, grain size below 

40 µm (d50 = 12.9 µm), and purity of > 99.8 % was obtained from Alfa Aesar, Thermo 

Fisher Scientific Inc., Germany. For laboratory XTS analysis, the metallic powder in the 

as-delivered state was distributed evenly in the platelet-shaped cavity with 

dimensions 70 x 25 x 1 mm3 of a sample holder made from glass, compressed by hand, 

and smoothened with a razor blade. 

3.1.2. Ni-Ti binary alloy 

For the binary Ni-Ti alloy with a nominal composition of 89 wt.% Ni and 11 wt.% Ti, 

metallic powder was Ar gas-atomized from the liquid phase with appropriate 

composition at NANOVAL GmbH & Co. KG, Germany. The smaller grain fraction 

with d50 = 19.0 µm was then consolidated by HIP (1140 °C, 6 h, 100 MPa) in a sealed, 

evacuated cylindrical capsule with a diameter of 40 mm and a length of 45 mm. 

A semi-cylindrical specimen was machined from the bulk material. From this 

specimen, smaller cylindrical samples (Ni-Ti SA 1200-X, X = Q, 5, 10, 30, 100, 300) with 

a diameter of 4 mm and a length of 40 mm were eroded and subsequently subjected to 

further heat treatment, as aforementioned. Additionally, a quarter-cylindrical 

specimen was machined from the bulk material and SA at 1200 °C for 30 min, followed 

by furnace cooling (FC) of the specimen with a cooling time of t8/5 = 19,560 s. From this 

second specimen, a platelet-shaped sample (Ni-Ti SA FC) was cut.  
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3.1.3. CCA investigated in this work 

The CCA investigated in this work was manufactured in a predecessor project at 

MCL via the PM route. The metallic powder was Ar gas-atomized from the liquid 

phase of suitable composition at NANOVAL GmbH & Co. KG, Germany, which 

yielded a powder with d50 = 33.4 µm. The powder was then consolidated by HIP 

(1140 °C, 6 h, 207 MPa) in a sealed, evacuated cylindrical capsule with a diameter of 

60 mm and a length of 200 mm, and the bulk material was homogenized. The chemical 

composition of the bulk alloy was determined by inductively coupled plasma-optical 

emission spectrometry (ICP-OES). The overall composition of the alloy, showing only 

the normalized atomic fractions of the main elements Al, Co, Cr, Fe, Ni, and Ti, is given 

in Table 1. 

 

Table 1: Chemical composition of the CCA investigated in this work in at.% determined by 

ICP-OES. Only main elements are shown. 

Element Al Co Cr Fe Ni Ti 

Atomic fractiona 

[at.%] 
3.29 27.38 18.05 18.13 27.29 5.87 

 

Cylindrical samples (CCA SA 1050-X, X = Q, 5, 10, 30, 100, 300) with a diameter of 

4 mm and a length of 40 mm were eroded from the bulk material and subjected to 

further heat treatment, as aforementioned. Additionally, a cylindrical specimen was 

machined from the bulk material, SA at 1050 °C for 30 min, followed by WQ and 

tempering at 750 °C for 50 h. From this quenched & aged (QA) specimen, a platelet-

shaped sample (CCA QA) was machined. 

  

                                                             
a Atomic fraction normalized with respect to sum of the measured fractions of elements in the table. 
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Table 2: Specifications of samples investigated in the present work 

Sample label 
Dimensions 

[mm3] 

Material state/ 

Heat treatment 

Cooling 

time t8/5 [s] 

Ni (powder in cavity) 70 x 25 x 1 ‒ ‒ 

Ni-11 wt.% Ti binary alloy 

Ni-Ti SA 1200-Q 40 x 4 x 2 SA 1200 °C/30 min + cooling ~2.5 

Ni-Ti SA 1200-5 “b “ 5 

Ni-Ti SA 1200-10 “ “ 10 

Ni-Ti SA 1200-30 “ “ 30 

Ni-Ti SA 1200-100 “ “ 100 

Ni-Ti SA 1200-300 “ “ 300 

Ni-Ti SA FC 40 x 15 x 2 Machined from bulk material 

SA 1200 °C/30 min + FC 

19,560 

CCA    

CCA SA 1050-Q 

 

40 x 4 x 2 SA 1050 °C/30 min + cooling ~2.5 

CCA SA 1050-5 “ “ 5 

CCA SA 1050-10  “ “ 10 

CCA SA 1050-30 “ “ 30 

CCA SA 1050-100 “ “ 100 

CCA SA 1050-300 “ “ 300 

CCA QA 40 x 15 x 2 Machined from bulk material 

SA 1050 °C/30 min + WQ + 

aged 750 °C/50 h 

‒ 

 

 

  

                                                             
b Sign “ indicates that value above it is repeated 
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3.2. Methods for microstructural and chemical characterization 

Microstructural characterization of selected Ni-Ti binary alloy and CCA samples 

was performed via SEM, and chemical characterization via EDX spectroscopy, both on 

a field-emission scanning electron microscope (FE-SEM) GeminiSEM 450 from ZEISS. 

For both Ni-Ti binary alloy and the CCA, selected samples were the cylindrical 

samples with maximum quenching rate (Q), and with cooling times t8/5 = 30 s and 

300 s. Additionally, the furnace-cooled Ni-Ti state (Ni-Ti SA FC) and the aged CCA 

state (CCA QA) were investigated.  

SEM was performed using two sets of parameters. Acceleration voltage was set to 

5 keV and 2 keV, sample current to 3 nA and 500 pA, and working distance to 8.5 mm 

and 3.3 mm, respectively. Resolutions ranged from 200 µm to 200 nm, and from 2 µm 

to 40 nm, respectively. With the first set of parameters, a secondary electron (SE) 

detector, back-scattered electron detectors (BSD), and an InLens-SE detector were 

applied. With the second set of parameters, the InLens-SE detector was used together 

with an InLens energy-selective BSD. For EDX spectroscopy, the first set of SEM 

parameters was used together with an Ultim Extreme silicon drift detector. Spectra 

were recorded for all identified phases of the microstructure. 

Linear intercept grain sizes of the bulk samples were evaluated from SEM images with 

software Stream Desktop 2.5 from OLYMPUS in compliance with standard test 

method ASTM E112-13 [145]. More than 1,000 intercepts were obtained for each image, 

hence the relative error of grain size measurement can be estimated to be ± 5 % [146]. 

Quantitative phase analysis of the CCA states SA 1050-300 and QA was also performed 

using the same software.  

3.3. X-ray total scattering (XTS) experiments 

XTS experiments were conducted at two different facilities: Laboratory XTS 

experiments were performed with an in-house diffractometer using two different 

experimental settings at MCL. Complementary to this, XTS experiments using high-

energy synchrotron radiation were performed at beamline P07B at the Deutsches 

Elektronen-Synchrotron (DESY) [147]. A synoptic comparison of the different 

experimental set-ups is given in Table 3.  
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3.3.1. Laboratory XTS experiments 

Laboratory XTS experiments were performed using a diffractometer 

D8 Discover A25 from Bruker AXS with a Mo anode as X-ray source. The radiation 

used was that of the MoKα1,2 peak doublet with wavelengths of 0.7093 Å and 0.7136 Å, 

respectively. A Goebel mirror was applied in primary beam optics for parallel beam 

geometry and filtering of MoKβ radiation. Experiments were performed in 

symmetrical θ-θ reflection geometry, with a primary goniometer radius of 350 mm. 

Secondary goniometer radius was different, depending on the detector, as specified 

below. Samples were mounted onto a platelet-shaped sample holder made from glass. 

The sample stage was oscillated horizontally with an amplitude of 8 mm and a 

frequency of 10/s during the experiment. 

On that basis, two different experimental settings were prepared, denoted as 

D8 Setting 1 (D8-1) and D8 Setting 2 (D8-2) subsequently. 

(1) D8 Setting 1 (D8-1): Scattering data was collected using a Si strip detector 

LYNXEYE XE-T from Bruker AXS in one-dimensional mode (opening angle 

2.348 °, 192 channels acting as receiving slits with 0.012 ° angular width each) 

with a 0.6 mm primary slit, and a secondary 2.5 ° axial Soller slit. Secondary 

goniometer radius was equal to the primary radius of 350 mm in this setting. 

Additionally, a Motorized Anti-Air Scatter Shield (MASS) from Bruker AXS 

was mounted above the sample to shield off air scattering at low 2θ angles. Data 

collection over the total angular range of 5 ° < 2θ < 150 ° was split into 

five subranges with varying counting time, 2θ step size, and shielding aperture 

of the MASS. As can be seen in Table 4 detailing the data collection strategy for 

setting D8-1, counting time was successively increased between the subranges 

from 0.75 to 12 s, while step size was increased from 0.01 to 0.06 °. Aperture of 

the MASS was gradually increased from 0.4 to 2.0 mm. 

(2) D8 Setting 2 (D8-2): Here, an area detector EIGER2 R 500K from Bruker AXS 

with 1024 x 512 pixels of pixel size 75 x 75 µm2 on a sensitive area of 

77.3 x 38.6 mm2 was used in azimuth-optimized modec. Primary beam was 

collimated two times with a 1 mm pinhole slit and a 1 mm snout-pinhole 

                                                             
c Azimuth-optimized mode: Detector was mounted so that the wider side of the sensitive area pointed in the 

direction of the azimuthal angle φ perpendicular to the 2θ scanning direction during scanning. 
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collimator to obtain a point focus. Secondary goniometer radius was decreased 

to 179.9 mm in this setting. The MASS had to be omitted in this setting. Scanning 

of the total angular range of 0 ° < 2θ < 155 ° was split into six (overlapping) 

subranges. As shown in Table 5, the detector was moved along the goniometer 

circle first in steps of 1.25 ° up to 40 °, then 2.5 ° from 40 ° to the end, and the 

counting time per step was increased from 25 to 200 s between subranges. 

Setting D8-2 was used for XTS measurements on all samples. In contrast, setting D8-1 

was only used for comparative measurements on Ni powder, due to the inability in 

this setting to confine the lateral spot size of the beam onto the slimmer Ni-Ti binary 

alloy and CCA samples of 4 mm width. 

For data evaluation, the software DIFFRAC.EVA version 6.0.0.7 from Bruker AXS was 

used. For setting D8-1, data from the individual subranges was combined and 

normalized to give the scattering intensity in counts per second. For setting D8-2, the 

collected two-dimensional frames were merged and the resulting data was integrated 

with a full cursor over the angular range of 3 ° < 2θ < 150 ° with a step size of 0.01 °.    

3.3.2. Synchrotron XTS experiments 

Synchrotron XTS experiments were conducted in ambient atmosphere at beamline 

P07B at DESY [147] with high-energy synchrotron radiation of wavelength 0.14235 Å 

in transmission geometry. Due to missing harmonic rejection optics at this beamline, 

the radiation also contained a low amount of the second-order harmonic component 

with half the primary wavelength, i.e. with wavelength 0.07115 Å.  

Ni powder was measured inside a plastic capsule. Additionally, a measurement of 

only the apparatus was done. The sample-to-detector distance (SDD) was refined to 

375.3 mm using Ni as a calibrant [148]. 

Full Debye-Scherrer rings were recorded, with data collected over the angular range 

of 0 ° < 2θ < 37.6 ° using a Perkin Elmer XRD 1621 Flat Panel detector with 2048 x 2048 

pixels of size 200 x 200 µm2 on a sensitive area of 409.6 x 409.6 mm2. Spot size of the 

beam on the samples was set to the maximum value of 1.0 mm x 1.0 mm by opening 

the horizontal and vertical beam slits as wide as possible. Exposure time was 0.1 s per 

image, and 10 images were summed up for each measurement. 
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Azimuthal integration of the collected two-dimensional image data along the Debye-

Scherrer azimuthal angle φ was performed using the software DIOPTAS version 

0.54 [149]. Measured data of the apparatus was subtracted from every measurement. 

Table 3: Overview of experimental settings for XTS measurements used in the present work 

 Laboratory settings Synchrotron set. 

D8-1 D8-2 P07B 

Device/facility Diffractometer D8 Discover A25 

(Bruker AXS) 

Beamline P07B at 

DESY 

Radiation MoKα1/2 Synchrotron 

Wavelength [Å] 0.7093 (MoKα1), 0.7136 (MoKα2) 0.14235, 0.071175d 

Energy [keV] 17.5 87.1 

Geometry Symmetrical θ-θ reflection Transmission 

Angular range (2θ) 

[°] 
5-150 0-155 0-37.4 

Maximum 

Q-value [Å-1] 
17.1 17.1 28.5 

Detector system Si strip detector 

LYNXEYE XE-T 

(Bruker AXS) 

Area detector 

EIGER2 R 500K 

(Bruker AXS) 

Area detector 

Perkin Elmer 

XRD 1621 
 

Table 4: Data collection specifications of setting D8-1 

D8-1 Subranges 1 2 3 4 5 

Angular range 

[°] 

5-15 15-49 49-103 103-122 122-150 

Step size [°] 0.01 0.015 0.02 0.04 0.06 

Counting time     

per step [s] 
1.5 0.75 3 6 12 

MASS aper-

ture [mm] 
0.4 0.4 0.5 0.9 2 

                                                             
d This is the second harmonic component of the synchrotron radiation at beamline P07B. 
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Table 5: Data collection specifications of setting D8-2 

D8-2 

Subranges 

1 2 3 4 5 6 

Angular range 

[°] 
0-15 6.25-45 37.5-80 72.5-110 102.5-125 

117.5-

155 

Step size of 

detector [°] 
1.25 1.25 2.5 2.5 2.5 2.5 

Counting time     

per step [s] 
25 25 50 100 200 400 

 

To quantify the particle statistics in the laboratory measurements of solid samples, 

the number of grains in the irradiated sample volume as a function of the scattering 

angle 2θ was estimated. For this, the irradiated sample volume as a function of 2θ was 

approximated as a cuboid with the length given by the beam footprint on the sample 

calculated from geometrical considerations (height of the beam was 0.6 mm), a 

constant width of 1 mm, and the depth approximated by the penetration depth of the 

used radiation (MoKα) in solid Ni. The penetration depth, i.e. the depth corresponding 

to 90 % attenuation of the incident intensity, as a function of 2θ was calculated with 

software AbsorbX from Bruker AXS. Also, the additional length component of 8 mm 

due to the oscillation of the sample was taken into account. 

3.4. Computational methods 

3.4.1. Analysis of XTS data 

Fitting of selected peaks in the collected XTS data of Ni-Ti binary alloy and CCA 

samples was conducted to quantify peak height, relative peak intensities, and full 

width at half maximum (FWHM) of the peaks. In the case of laboratory XTS data, the 

presence of both MoKα1 and MoKα2 radiation was considered with the theoretically 

expected peak intensity ratio of 2:1. 

Boundaries of the fitting range for each peak were automatically determined using a 

difference of Gaussians algorithm [150] on the scattering data. A linear background 
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was subtracted from the data in each fitting window. Peak shape was fit using a 

Pseudo-Voigt fit function, i.e. a linear combination of a Gaussian (G) and a Lorentzian 

component (L) [151–153], given by 

 pV(2θ; 2θ0, A, σ, η) = (1 − η) A
σG√2π

 exp [− (2θ − 2θ0)2

2σG
2 ] 

+ η Aπ  σ(2θ − 2θ0)2 + σ2 

(3.1) 

where 2θ0 denotes the center position of the peak, A is the amplitude, σ is the width 

parameter (σG = σ/√2 ln(2)), and η (0 < η < 1) determines the weight of the components. 

The parameters 2θ0, A, σ, and η were refined in the peak fitting process. 

Following the definition above, the FWHM of a fitted peak can be approximated 

by [154] 

FWHM ≅ 0.5346σ + √0.2166σ2 + σG
 2 (3.2) 

 

The peak height was defined as the maximum intensity of the fitted peak profile with 

respect to the linear background in the fitting range of the peak. 

In addition to this, Rietveld refinement of the collected XTS data was peformed 

using the software MAUD version 2.992 [155]. The structural data for η phase and TiC 

identified in certain Ni-Ti states from SEM and EDX analysis were retrieved from the 

Crystallography Open Database [156]. For lack of structural data from the literature, 

the γ matrix phase in case of Ni-Ti binary alloy was modelled as a disordered SS phase 

with FCC structure (space group Fm3̅m) and the nominal composition of the alloy, i.e. 

86.8 at.% Ni, and 13.2 at.% Ti. Similarly, for structural refinement of the CCA data, two 

crystalline phases, one for the disordered γ matrix with FCC structure (space group 

Fm3̅m) and one for possibly present L12-ordered γ’ phase (space group Pm3̅m), were 

created. The composition of the γ phase was modelled after the normalized atomic 

fractions of the main elements Al, Co, Cr, Fe, Ni, and Ti obtained from ICP-OES of the 

homogenized bulk material. The composition of γ’ phase was modelled after data for 
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actual γ’ phase present in the QA state of a similar CCA obtained from APT 

reconstructions in a predecessor project at MCL [64]. 

The background of the scattering data was interpolated between manually set and 

approximately linearly spaced data points. Sample-related peak broadening from 

crystallite size was considered. Crystallite orientation was assumed to be randomly 

distributed, i.e. no texture was considered. 

Instrument-related peak broadening was accounted for by refinement of the Caglioti 

parameters U, V and W commonly used in Rietveld refinement, which describe the 

angular dependence of the FWHM of a diffraction peak at angle θ as [157,158] 

FWHM(θ) = U tan2θ + V tanθ + W (3.3) 

The goodness of Rietveld fits of the measured data was quantified using the well-

established (weighted) profile R-factor given by [159] 

 R2 = 
∑ wi (ycalc,i − yobs,i)2

i ∑ wi (yobs,i)2
i

 (3.4) 

where the index i goes over all datapoints, wi is the weight of datapoint i, and ycalc,i 

and yobs,i are the calculated and observed (i.e. measured) value, respectively. In the 

present work, wi was uniformly set to 1, i.e. all datapoints were ascribed equal weight. 

3.4.2. Calculation and analysis of experimental pair distribution functions 

Experimental PDFs were calculated from the collected scattering data in the range 

from 0 to 300 Å using software PDFgetX3 version 1.1.2 [111]. F(Q) data to include in 

the Fourier transform was truncated at Qmax = 16.9 Å-1 and Qmax = 25.8 Å-1 for the 

laboratory settings, and the synchrotron setting, respectively. This way, spurious and 

noisy signal at high Q-values was excluded and it was ensured that F(Qmax) was close 

to zero. In both cases, the cut-off value for the data range of the F(Q) correction 

polynomial, i.e. Qmaxinst, was set to the same value as Qmax. The limit value rpoly, which, 

together with Qmaxinst, controls the degree of the correction polynomial, was 



Experimental and computational methods 

34 

subsequently set to yield a polynomial of degree 8 in both cases. The set values for the 

parameters, as listed in Table 6, were hereafter held constant for all evaluations within 

each XTS data set, i.e. laboratory or synchrotron data, respectively. 

Table 6: Set parameter values for calculation of experimental PDFs with PDFgetX3 

Experimental setting PDFgetX3 parameters [111] 

 Qmax [Å-1] Qmaxinst [Å-1] rpoly [Å] 

Laboratory settings            

(D8-1, D8-2) 
16.9 16.9 1.48 

Synchrotron setting (P07B) 25.8 25.8 0.97 
 

Experimental PDF data from settings D8-2 and P07B of Ni, the Ni-Ti binary alloy 

and the CCA investigated in this work was analyzed with respect to peak positions, 

peak height, and peak width in the range from r = 0 Å to 15 Å using software 

Origin Pro version 2023. Using the same software, upper and lower envelope curves 

were calculated for each dataset with 300 smoothing points in order to visualize the 

general decay of the experimental PDFs with increasing r-value. 

Additionally, the experimental PDF data from all three investigated materials was 

fitted with software PDFgui version 1.0 [107]. Fitting was conducted over the range 

from 0 to 30 Å in case of Ni-Ti and CCA data, and 0 to 50 Å in case of Ni. In refinement 

of Ni data, the refined parameters were the lattice parameter, the isotropic ADP 〈u2〉, 
and the quadratic atomic correlation factor δ2, as well as the instrumental parameters 

Qdamp and Qbroad. 

In refinement of Ni-Ti binary alloy and CCA data, structural models for the different 

phases, i.e. γ phase, η phase, and TiC in Ni-Ti binary alloy, and γ and γ’ phase in the 

CCA, were taken over from Rietveld refinement. The refined values for Qdamp, Qbroad, 〈u2〉, and δ2 were taken over from the Ni refinement, and only the lattice parameters 

and scale factors (i.e. phase fractions) of all considered phases were refined. 

When comparing experimental PDF data to fitted PDF data, or to other experimental 

PDF data, the R-factor, as defined above in equation (3.4), was used as a measure for 

the goodness of fit, or the discrepancy, respectively.  
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4. Results 

4.1. Microstructural and chemical characterization of Ni-Ti binary 

alloy and the CCA samples 

The microstructures of selected states of Ni-Ti binary alloy (states Q and FC) and 

the CCA (states Q, 300 and QA) are shown in SEM images in Figure 4 and Figure 5, 

respectively. Grain size analysis of SEM images revealed linear intercept grain sizes of 

12.24 µm ± 5 % and 12.70 µm ± 5 % for the Ni-Ti Q and FC states, respectively. Grain 

size was significantly higher in the CCA states Q and QA, where values of 

23.18 µm ± 5 % and 15.99 µm ± 10 % were found, respectively. 

In Figure 4a-c, the microstructure of Ni-Ti SA 1200-Q is shown to consist of equiaxed 

grains, with circular and vermicular black phases segregated at the former grain 

boundaries of powder particles, which were identified from EDX spectroscopy to be 

largely TiC and TiN (marked by cyan-colored arrows in Figure 4b, c, e and f). In the 

Ni-Ti SA FC state, shown in Figure 4d-f, grain size and the appearance of segregated 

carbides and nitrides are similar to the Q state. However, in Figure 4f, also cuboid-

shaped precipitates of the η phase phase with sizes below approximately 100 nm can 

be identified as darker grey particles dispersed in the lighter grey FCC γ matrix 

(marked by pink arrows in Figure 4f). 

The microstructure of CCA SA 1050-Q state is shown in Figure 5a to consist of 

equiaxed grains of the FCC γ matrix phase. SEM revealed no secondary phases in this 

state and neither the CCA state 30. On the contrary, in both CCA states 300 and QA 

depicted in Figure 5b-e, spherical precipitates of ordered γ’ phase with sizes of 

approximately 10 to 20 nm (bright particles marked by red arrows) were found to be 

dispersed homogeneously in the γ matrix. Furthermore, in the grain boundary regions 

of the QA state shown in Figure 5d, elliptical γ’ precipitates with lengths of several 

100 nm and widths of approximately 50 to 100 nm could be found (also marked by red 

arrows). This shape of γ’ phase results from discontinuous precipitation [160].  

The volume fraction of γ’ phase in the CCA SA 1050-300 state was estimated from 

several SEM images to be 18.2 ± 3.3 vol.%. In the QA state, a higher γ’ phase fraction 

of 31.8 ± 4.8 vol.% was estimate. 
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Figure 4: SEM images of Ni-Ti states SA 1200-Q (a, b, c) and SA FC (d, e, f) show micrometer-

sized equiaxed grains. In both states, vermicular TiC and TiN phases (cyan) have segregated to 

former powder particle boundaries. In the FC state, cuboid-shaped η particles (pink) with sizes 

below 100 nm were identified. 

 

Figure 5: SEM images of the CCA states SA 1050-Q (a), SA 1050-300 (b, c), and QA (d, e) 

show micrometer-sized equiaxed grains. No secondary phases were identified in the Q state. In 

the 300 and QA states, spherical and elliptical γ’ precipitates (red) with sizes between 10 and 

20 nm were identified. 
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4.2. Methodological aspects of laboratory and synchrotron XTS 

experiments 

4.2.1. Particle statistics in laboratory setting D8-2 

 The oscillation of samples during the XTS experiments has a significant effect on 

the irradiated sample volume and hence the particle statistics. This is shown in Figure 

6, where the calculated irradiated sample volume is plotted as a function of the 

scattering angle 2θ with (blue curve) and without (red curve) sample oscillation with 

an amplitude of 4 mm as in the laboratory setting.  

In the case of static sample (red), the dependence of the footprint and the penetration 

depth on 2θ cancel out exactly, giving constant irradiated volume of 1.66∙107 µm3. 

When the sample is oscillated as specified instead, the irradiated sample volume 

increases from 1.66∙107 µm3 for 2θ = 0 ° to 2.33∙108 µm3 for 2θ = 155 °, i.e. an increase of 

more than one order of magnitude. 

 

Figure 6: Estimated irradiated sample volume of solid samples in laboratory XTS 

measurements as a function of scattering angle 2θ with and without sample oscillation 

The irradiated volume was then divided by the cubed mean grain sizes of the 

maximally quenched (Q) states of Ni-Ti binary alloy and CCA determined from SEM 

images to obtain the mean number of irradiated grains in the Ni-Ti and the CCA 

samples. In the Ni-Ti SA 1200-Q state, the mean grain size was 12.24 µm, hence the 
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number of irradiated grains was estimated as 9,000 without oscillation, and up to 

125,000 at 2θ = 155 ° with oscillation, which is almost 13 times as high. 

4.2.2. Analysis and comparison of two-dimensional XTS data from laboratory 

and synchrotron setting 

Preliminary to analyzing and comparing integrated scattering data, the 

two-dimensional detector frames from laboratory setting D8-2 and synchrotron setting 

P07B shall be investigated. 

In Figure 7, recorded sections of the (111) and (200) Debye-Scherrer rings at 

scattering angles 2θ = 20 ° and 23 °, respectively, from laboratory measurements are 

shown for three selected samples, i.e. Ni powder (Figure 7a), Ni-Ti 

SA 1200-100 (Figure 7b), and CCA SA 1050-30 (Figure 7c). The directions of the 

scattering angle 2θ and the azimuthal angle φ are marked with arrows in the legend 

graph. It can be seen from Figure 7 that the diffraction rings become broader with 

increasing azimuthal angle φ in all measurements. Image analysis was used to 

determine the full width of the (111) diffraction ring, i.e. FWHM(2θ,φ), in the center, 

i.e. at φ = 0 °, and at the edge of the detector frame. For the measurement of Ni, 

FWHM(2θ,φ) increased from 0.29 ° at φ = 0 ° to 0.77 ° at φ = 32 ° (shown by measure 

bars in Figure 7a). Other laboratory measurements produced similar values. However, 

while the rings in the measurement of Ni powder appear uniform in brightness, this 

is not the case for the solid samples from Ni-Ti binary alloy and the 

CCA (Figure 7e and f). For these samples, the rings are much rather riddled with many 

secluded bright spots, i.e. they show a distinct ‘spotiness’. 

In line with this, Figure 8 compares the scattering intensity of diffraction peak (200) as 

a function of the azimuthal angle φ from laboratory measurements of Ni (red) and 

Ni-Ti SA 1200-100 (blue). It can be seen that the variation of the azimuthal intensity 

distribution is higher for the Ni-Ti binary alloy sample compared to Ni powder, and 

that there are several prominent peaks in the intensity distribution for the Ni-Ti 

sample (marked with arrows). The standard deviation of the (200) intensity 

distribution in the measurement of Ni is 17 counts, whereas in the measurement of 

Ni-Ti SA 1200-100 it is 24 counts. 
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Figure 7: Recorded sections of (111) and (200) diffraction rings in laboratory setting D8-2 for 

(a) Ni, (b) Ni-Ti SA 1200-100, and (c) CCA SA 1050-30. Ring width increases with azimuthal 

angle φ from center to edge of the frames (measure bars in cyan in (a)). Diffraction rings of 

Ni-Ti and the CCA sample show distinct 'spotiness' compared to Ni. 

 

Figure 8: Intensity of (200) diffraction ring as function of azimuthal angle φ for Ni (blue) and 

Ni-Ti SA 1200-100 (red). Date from the Ni-Ti sample shows larger variation and visible spikes 

compared to data from Ni. 
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4.3. Analysis of XTS data from Ni powder 

4.3.1. Comparison of XTS data from Ni powder generated with laboratory and 

synchrotron settings 

Scattered intensity data from Ni powder as a function of Q, i.e. I(Q), measured 

with the three experimental settings used in the present work, i.e. the two laboratory 

settings D8-1 and D8-2, as well as the synchrotron setting P07B, is depicted in Figure 9. 

The square root of the relative intensity (relative to intensity of (111) peak) is plotted 

as a solid line for D8-1 (black), D8-2 (red), and P07B (green), respectively. The full range 

of I(Q) data is shown in Figure 9a, with selected subranges of the full data depicted in 

Figure 9b-e for better visual comparison. In Figure 9c, the position of diffraction peaks 

is marked by vertical lines. 

The higher value of Qmax achieved with the synchrotron setting (25.8 Å-1) compared 

to the laboratory settings (16.9 Å-1) can easily be inferred from Figure 9a and b. On the 

other hand, the synchrotron data shows lower instrumental resolution in reciprocal 

space compared to the laboratory data. This is evident in Figure 9c and d, which show 

broader diffraction peaks for setting P07B compared to settings D8-2 and D8-1 both in 

the low- and high-Q region, respectively. Further illustrating this, the width 

parameters σ in units of Q, i.e. Å-1, extracted from Pseudo-Voigt fits of the (111), (331), 

and (533) peaks positioned at approximately Q = 3.1 Å-1, 7.8 Å-1, and 11.7 Å-1, 

respectively, are displayed in Table 7 for all three experimental settings. As can be 

seen, setting D8-1 produced the sharpest Bragg peaks, closely followed by setting 

D8-2. Setting P07B, however, generated much broader peaks, where the ratio of 

σ-values from setting P07B to D8-1 varies between 5.22:1 for the (111) peak and 7.57:1 

for the (533) peak. 

Data from both laboratory settings shows visible diffraction peak splitting (see 

Figure 9b, d and e) as a result of Kα1 and Kα2 components in the employed Mo 

radiation. In the synchrotron data in Figure 9c, on the other hand, harmonic diffraction 

peaks of the (111) and (200) peak at approximately Q = 1.5 Å-1 are visible. 

Comparison of the data in the Q-range below 2.5 Å-1, shown in Figure 9e, reveals 

different background intensity between the three settings. Setting D8-2 brought the 

highest increase in background intensity for Q-values below 2.5 Å-1 compared to 
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higher Q-values, while D8-1 produced lower change, and data from P07B shows 

lowest intensity in this range. 

In Figure 10, the relative peak heights of diffraction peaks (relative to (111) peak) 

extracted from Pseudo-Voigt fits of the I(Q) data measured with settings D8-1 (black 

squares), D8-2 (red circles), and P07B (green triangles) are compared. It can be seen 

that the relative peak heights obtained with settings D8-1 are in general lower 

compared to setting D8-2, with setting P07B producing intermediate values. For 

example, the relative height of the (200) peak varies between 42.34 % and 47.39 % (ratio 

of 1.12:1) for setting D8-1 and D8-2, respectively, while for the (311) peak the variation 

is between 23.35 % and 30.79 % (ratio of 1.32:1), and for the (600) peak between 1.16 % 

and 1.93 % (1.66:1). 

The signal-to-noise ratio is satisfactory in data from both settings D8-1 and D8-2, 

with estimated values above 10 (i.e. signal is 10 times as high as noise), also in the 

high-Q region above 10 Å-1. An indication of this can be seen in Figure 9d and e. Apart 

from this, the instrumental Q-resolution, ΔQ/Q, was in the order of 0.01 % for both 

laboratory settings D8-1 and D8-2, compared to 0.1 % for the synchrotron setting P07B. 
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Figure 9: Scattered intensity data from Ni powder as a function of Q collected with laboratory 

settings D8-1 (black), and D8-2 (red), and synchrotron setting P07B (green). Full range of data 

is shown in (a), with subranges plotted in (b)-(e). The higher Qmax (25.8 Å-1) but lower 

instrumental Q-resolution achieved with setting P07B  compared to the laboratory settings 

(16.9 Å-1) can be seen. 
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Table 7: Values of width parameter σ extracted from Pseudo-Voigt fits of diffraction peaks (111), 

(331), and (533) measured with the three different settings D8-1, D8-2, and P07B. While 

setting D8-1 produced the sharpest Bragg peaks before D8-2, setting P07B generated much 

broader peaks than the laboratory settings, indicating poorer reciprocal-space resolution. 

Experimental setting Width parameter σ 

from Pseudo-Voigt fits of diffraction peaks [Å-1] 

 (111) (331) (533) 

Laboratory settings 

D8-1 

D8-2 

 

0.00846 

0.0164 

 

0.00933 

0.01226 

 

0.01097 

0.01257 

Synchrotron setting 

P07B 

 

0.04415 

 

0.06248 

 

0.08304 

 

 

Figure 10: Relative peak height of diffraction peaks (relative to (111) peak) from settings D8-1 

(black squares), D8-2 (red circles), and P07B (green triangles). Peak heights were extracted 

from Pseudo-Voigt fits of measured data. Considerable differences are apparent between the 

settings. 
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4.3.2. Rietveld refinement of XTS data from Ni powder 

Rietveld refinement of measured intensity data from Ni powder was performed 

for all three experimental settings. Calculated (red solid line) and measured intensity 

data (blue open circles) as a function of scattering angle 2θ is plotted in Figure 11. For 

all three experimental settings, the difference (green solid line) is plotted with offset. 

The best fit was obtained for setting P07B with an R-factor of 2.67 %. The fitting 

results for both laboratory settings are worse, however the discrepancy between 

calculated and measured data in the full fitting range is still better for setting D8-2 

(R = 6.39 %) than for setting D8-1 (R = 11.11 %). The largest difference between 

calculated and measured data for setting D8-1 occurs for the (111) and (200) diffraction 

peaks, which is improved for setting D8-2. 

 

Figure 11: Calculated data (red solid line) from Rietveld refinement of measured intensity data 

(blue open circles) from Ni powder as a function of scattering angle 2θ obtained with settings 

(a) D8-1, (b) D8-2, and (c) P07B. Difference (green solid line) plotted with offset. Fit for setting 

P07B is excellent. Fit of first Bragg peaks is slightly better for setting D8-2 than D8-1. 
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While the refined Caglioti parameters U and V for the synchrotron setting P07B are in 

the same order of magnitude, albeit even slightly lower, compared to the laboratory 

settings D8-1 and D8-2, the third parameter W is significantly larger by one order of 

magnitude. The refined Caglioti parameters for Ni data, as listed in Table 8 together 

with the achieved R-factors, were then held constant for Rietveld analysis of Ni-Ti and 

the CCA states. 

Table 8: Results from Rietveld refinement of measured intensity data from Ni powder for all 

three experimental settings of the present work. 

Rietveld refinement 

parameter 

Experimental setting 

D8-1 D8-2 P07B 

R [%] 11.11 6.39 2.67 

Caglioti parameters [-] 

U 

V 

W 

 

1.49E-2 ± 2.3E-4 

-0.106 ± 1.3E-3 

0.140 ± 2.5E-3 

 

4.53E-2 ± 6.2E-5 

-0.138 ± 3.1E-4 

0.111 ± 4.1E-4 

 

1.01E-2 ± 1.4E-4 

-7.87E-2 ± 5.0E-3 

2.36 ± 0.04 

Structural parameters 

Lattice parameter [Å] 

Crystallite size [Å] 

 

3.5221 ± 5E-5 

484.9 ± 2.0 

 

3.5236 ± 1E-4 

467.9 ± 3.3 

 

3.5208 ± 8E-5 

412.0 ± 2.8 

4.4. Analysis of PDF data from Ni powder 

4.4.1. Fitting of measured PDF data from Ni powder 

The observed (blue open circles) and calculated PDFs (red solid line) of Ni from 

PDF refinement with software PDFgui [107] are plotted over the fitting range 

from 0 to 50 Å in Figure 12a, b, and c for settings D8-1, D8-2, and P07B, respectively. 

The difference (green solid line) is plotted in each case with a vertical offset. The 

refined values for the employed fit parameters, i.e. a multiplicative scale factor, Qdamp, 

Qbroad, alat, 〈u2〉, and δ2, are given for each fit in Table 9 together with the achieved 

R-factor. 
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As can be seen from Figure 12, the best agreement of the calculated Ni PDFs with the 

observed data was obtained for synchrotron setting P07B (R = 9.26 %), with the 

laboratory settings ranking considerably lower (R = 16.63 % and R = 15.95 % for 

settings D8-1 and D8-2, respectively). The largest differences between calculated and 

observed data can generally be found in the low-r region from 0 to 15 Å, but for the 

laboratory PDFs, the difference increases again above approximately 40 Å. 

 

Figure 12: Calculated (red solid line) and observed Ni PDF data (blue open circles) from 

settings (a) D8-1, (b) D8-2, and (c) P07B in the fitting range from 0 to 50 Å. Data was fitted 

using software PDFgui [107]. Difference (green solid line) is plotted with offset. Best fit was 

obtained for setting P07B with R = 9.26 %, with settings D8-1 and D8-2 both yielding higher, 

i.e. worse R-factors. 

For the laboratory settings D8-1 and D8-2, Qmax only made up for 47.5 % and 45.7 % of 

the threshold, respectively, while for the synchrotron setting P07B at least a 59.1 % 

fulfilment was reached. This is also reflected in the refined values of damping 

parameter Qdamp in Table 9, which are an order of magnitude lower in the laboratory 

settings than in the synchrotron setting. 
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Table 9: Refined values for employed parameters in fitting of Ni PDF data from the three 

experimental settings of this work 

Fit parameter Experimental setting 

 D8-1 D8-2 P07B 

R [%] 16.63 15.52 9.26 

Instrumental parameters 

Scale factor [-] 

Qdamp [Å-1] 

Qbroad [Å-1] 

 

0.188 ± 0.01 

0.0081 ± 0.008 

0.033 ± 0.004 

 

0.234 ± 0.01 

0.0136 ± 0.004 

0.032 ± 0.003 

 

0.376 ± 0.01 

0.035 ± 0.002 

0.053 ± 0.004 

Structural parameters 

Lattice parameter [Å] 〈u2〉 [Å2] 

3 √〈u2〉⁄  [Å-1] 

δ2 [-] 

 

3.5190 ± 6E-4 

7.1E-3 ± 0.7E-3 

35.6 ± 1.8 

1.76 ± 1.3 

 

3.5169 ± 5E-3 

6.6E-3 ± 0.5E-3 

37.0 ± 1.5 

1.82 ± 1.0  

 

3.5214 ± 5E-4 

4.7E-3 ± 0.3E-3 

43.6 ± 1.3 

2.27 ± 0.5 
 

The fit parameters determining the PDF peak width, i.e. Qbroad, δ2, and 〈u2〉, are 

different between the synchrotron setting and the laboratory settings. The refined 

value for Qbroad is significantly higher for the synchrotron setting than for the 

laboratory settings (0.053 Å-1 compared to 0.033 Å-1). On the other hand, the refined 

values for 〈u2〉 and δ2 are both lower for the synchrotron setting.    

4.4.2. Comparison of laboratory, synchrotron and literature PDF data from Ni 

powder 

 Experimental Ni PDFs obtained with the three experimental settings in the 

present work, i.e. D8-1, D8-2, and P07B, were compared with literature data used as a 

benchmark. The reference data was collected at beamline 6-ID-D at the Advanced 

Photon Source (APS) by Juhas et al. (Juhas2013) [111], and at beamline ID15A at the 

European Synchrotron Radiation Facility (ESRF) by Zea-Garcia et al. (subsequently 

referred to as Zea-Garcia2019) [125], respectively. The truncation value Qmax used for 

PDF calculation in the reference works is comparable to that used for the synchrotron 

XTS data in the present work (26 Å-1 compared to 25.8 Å-1). 
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Figure 13 shows the Ni PDF data obtained in this work in comparison to the 

reference data. Relative magnitude of the PDF, i.e. G(r), (relative to magnitude of the 

Ni-Ni peak at 2.50 Å) is plotted as a function of the real-space interatomic 

distance r in Å in different colors for settings D8-1 (black), D8-2 (red), P07B (green), 

and the reference works by Juhas2013 [111] (blue), and Zea-Garcia2019 [125] (cyan). 

The full computed range of the PDFs from 0 to 250 Å is shown in Figure 13a, with 

subranges of 0-15 Å, 15-30 Å, and 30-100 Å displayed in Figure 13b-d, respectively. In 

Figure 13b, additionally, positions of theoretical Ni-Ni peaks of a model FCC structure 

are marked by vertical lines. 

Focusing first on the full range of the Ni PDFs shown in Figure 13a, major 

differences become apparent between the laboratory and the synchrotron PDFs, both 

from this work and from the literature, in the damping of the peak magnitudes with 

increasing r-value. While in the synchrotron PDFs, the magnitudes virtually reach zero 

at 100 Å at the most (in case of the PDF from Zea-Garcia2019 [125]), rather already at 

60 to 70 Å (PDFs from this work and Juhas2013 [111]) they still significantly differ 

from zero up to 200 Å in the laboratory PDFs. 

The synchrotron PDF obtained at beamline P07B in the present work, and the 

reference PDF obtained by Juhas2013 appear to be quite similar over the range 

from 0 to 100 Å in Figure 13a and subsequent graphs b, c and d,. Contradicting this, 

the R-factors between the two datasets for the subranges 0-15 Å, 15-30 Å, and 30-100 Å 

are rather high at 12.47 %, 23.11 %, and 60.11 %, respectively, indicating larger 

differences in the details of the two PDFs. 

Inspecting the low-r range from 0 to 15 Å depicted in Figure 13b, it can be seen 

that the measured positions of Ni-Ni peaks in this range agree well with the theoretical 

peak positions for an FCC structure in all compared PDFs. From comparison of the 

laboratory (black, red) and synchrotron data (green, blue, cyan) in this figure, it can be 

said that, qualitatively, the laboratory PDFs are similar to the synchrotron PDF 

obtained with setting P07B in the low-r range. 

As can be seen, position, magnitude, and shape of peaks in this range of the PDFs are 

largely comparable between laboratory and synchrotron setting. Still, the R-factor 

between the laboratory PDF from setting D8-2 (red) and the synchrotron PDF from 

setting P07B (green) in the range from 0 to 15 Å is quite high with 32.39 %. 
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The two laboratory PDFs (black, red) are very similar in the low-r region, yet the 

difference increases with r. Quantifying this, the R-factors in the ranges 0-15 Å, 

15-30 Å, 30-100 Å, and 100-300 Å are 7.86 %, 13.81 %, 36.63 %, and 70.79 %, 

respectively. The nature of these differences between the laboratory PDFs, which is 

that of a low-frequency curve in r, reflects the intensity differences at low Q-values 

found in the reciprocal-space data. 

From the comparison of the laboratory and synchrotron PDFs, it can be seen that 

some theoretically expected peaks are less prominent or completely missing in the 

laboratory PDFs as compared to the synchrotron PDF, e.g. the [111] peak at 6.08 Å, the 

[211] peak at 8.62 Å, and the [220] peak at 9.92 Å. Also, peak widths at low r-values are 

larger in the laboratory PDFs as compared to the synchrotron PDF from the present 

work. The FWHM of the Ni-Ni peaks at 2.50 Å, 3.52 Å, and 4.31 Å, corresponding to 

the NN, 2NN, and 3NN Ni-Ni pairs, respectively, is given in Table 10 for the three 

experimental settings. It can be seen that the FWHM of the considered peaks is on 

average between 15.4 % (2NN) and 41.0 % (NN) higher in the laboratory PDFs 

compared to the synchrotron PDF. Finally, the termination ripples in the range 

from 0 to approximately 4 Å are more prominent in the laboratory PDFs compared to 

the synchrotron PDFs. 
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Figure 13: PDFs of Ni obtained from XTS measurements in the present work with laboratory 

settings D8-1 (black), D8-2 (red), and synchrotron setting P07B (green) in comparison with 

reference synchrotron data from literature [111] (blue), and [125] (cyan). Full range of data 

plotted in (a), subranges 0-15 Å, 15-30 Å, and 30-100 Å plotted in (b)-(d). In (b), theoretical 

Ni-Ni peaks are marked by vertical lines. The substantially larger spatial extent of the 

laboratory PDFs up to 200 Å as opposed to the synchrotron PDFs (60-70 Å) can be seen. 
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Table 10: FWHM of first three Ni-Ni peaks (NN, 2NN, 3NN) in the PDFs from the three 

experimental settings of the present work 

Experimental setting FWHM of Ni-Ni peaks in the PDF [Å] (position) 

 NN (2.50 Å) 2NN (3.52 Å) 3NN (4.31 Å) 

D8-1 

D8-2 

0.30352 

0.29235 

0.29072 

0.33421 

0.29307 

0.29693 

P07B 0.20737 0.27088 0.23202 

4.5. Analysis of XTS and PDF data from Ni-Ti binary alloy 

4.5.1. Analysis of laboratory XTS data from Ni-Ti binary alloy samples 

In Figure 14, the scattering patterns of the Ni-Ti samples are shown as a function 

of the scattering angle 2θ. Patterns are scaled relative to the (111) peak and are plotted 

with offset. Line colors gradually change from green for the maximally quenched Ni-Ti 

state (Q) to red-orange for the Ni-Ti state with t8/5 = 300 s, and red for the Ni-Ti SA FC 

state. Full angular 2θ range of the data is shown in Figure 14a, with subranges depicted 

in Figure 14b-d. Visible Bragg peaks of all identified phases from Rietveld quantitative 

phase analysis are marked by vertical lines, with each phase ascribed its own color 

(grey, cyan, or magenta). 

The scattering patterns of all considered Ni-Ti states show the regular FCC peaks 

reflecting the basic FCC crystal structure of the matrix in the Ni-Ti binary alloy. From 

comparison of the high-2θ region of the data in Figure 14d, it can be seen that the Bragg 

peaks tend to become broader with increasing cooling time. For example, the FWHM 

of the (620) peak at a scattering angle 2θ ≅ 78 ° increases from 0.57 ° for the Q state to 

0.75 ° for the 300 state, and 0.84 ° for the FC state. 

Apart from this, some considerable systematic differences in relative peak intensities 

were found in the laboratory Ni-Ti data. This can for example be seen in Figure 14b, 

where there is a drastic drop in relative peak height of the (200), (220), (311), and (222) 

peaks for the Ni-Ti SA 1200-100 state (orange) compared to the other states. For 

example, compared to the Q state, the relative peak height of the (200) peak at a 

scattering angle 2θ ≅ 23 ° decreases from 47.4 % to 44.3 % in the 100 state, and that of 
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the (222) peak decreases from 9.8 % to 7.1 %. In the 300 and the FC state, the relative 

peak intensities in the 300 and the FC state appear to be generally lower than in other 

states. For the 300 state, the relative difference in relative peak height increases from 

2.3 % for the (200) peak at 2θ ≅ 23 ° to 42.2 % for the (622) peak 2θ ≅ 83 ° compared to 

the Q state. Similarly, for the FC state, there is a comparable increase from 9.0 % for 

the (200) peak to 46.6 % for the (622) peak. 

In Rietveld refinement of the laboratory Ni-Ti data, the refined lattice parameter 

for the FCC γ matrix phase was found to decrease from 3.5670 ± 3E-5 Å for the Q state 

to 3.5648 ± 4E-5 Å for the 300 state, and 3.5616 ± 4E-5 Å for the FC state. On the 

contrary, in refinement of synchrotron data, the γ lattice parameter first increased from 

3.5590 ± 3E-4 Å in the Q state to 3.5616 ± 3E-4 Å in the 300 state, before dropping to 

3.5547 ± 3E-4 Å in the FC state. Apart from the matrix phase, TiC and η phase were 

identified from Rietveld analysis of the laboratory and synchrotron Ni-Ti XTS data, in 

compliance with the results from SEM and EDX analysis (see section 4.1). In 

Figure 14c, the visible peaks in the laboratory XTS data ascribed to each secondary 

phase are marked by vertical lines and arrows in pink and cyan for TiC and η phase, 

respectively. While TiC was identified in all Ni-Ti states with similar phase fractions 

ranging between 3.59 ± 8E-4 at.% and 4.11 ± 9E-4 at.% (weighted mean 

value: 3.81 at.%), the η phase was only identified from Rietveld analysis in the FC state. 

Here, a refined η phase fraction of 6.65 ± 5E-4 at.% was found. 

4.5.2. Comparison of laboratory PDF data from Ni-Ti binary alloy samples 

Laboratory PDF data from samples of the Ni-Ti series and the FC state obtained 

with setting D8-2 are shown in Figure 15. The PDFs are normalized with respect to the 

[1/2 1/2 0] peak at 2.52 Å. Full range of the PDFs from 0 to 300 Å is plotted in Figure 15a, 

and subranges of 0-15 Å, 15-30 Å, and 30-100 Å in Figure 15b, c and d, respectively. 

Line color of the PDF curves changes gradually with material state from green (Q) to 

red-orange (300), and finally red (FC). In Figure 15b, the position and corresponding 

crystallographic direction of theoretical PDF peaks in the range 0-15 Å is marked by 

vertical lines. Differences of the PDFs with respect to the PDF of the Q state are plotted 

as superimposed curves in lighter colors. 
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From comparison of the low-r region in Figure 15b, it can be seen that the positions 

and shapes of the peaks in the PDF are similar between the considered Ni-Ti alloys 

due to the average FCC structure of the Ni-Ti binary alloy. However, with increasing 

r-value, as depicted in Figure 15c and d, differences with respect to the Q state 

systematically increase with cooling time up to the FC state, where they are largest. 

This can be attributed to an increasing shifting of PDF peaks towards smaller r-values 

with cooling time. 

4.5.3. Fitting of PDF data from Ni-Ti binary alloy samples 

In fitting of laboratory PDF data, fit quality was generally good with weighted 

profile R-factors between 13.1 % and 15.0 %. A significantly worse result was obtained 

solely for the Ni-Ti SA 1200-100 state with R = 20.7 %. The refined phase fraction of TiC 

was negligibly small for all Ni-Ti states, but with a high degree of uncertainty 

(weighted mean value: 0.03 ± 3.75 at.%). The refined phase fraction of η phase 

significantly differed from zero in the Ni-Ti states Q to 300, with a weighted mean 

value of 4.25 ± 1.12 at.%, before rising to 11.63 ± 2.50 at.% in the FC state. This is in 

contrast to the results from SEM and EDX analysis (see section 4.1) as well as Rietveld 

refinement (see section 4.5.1), where no indication of η phase was found in the 

quenched Ni-Ti states, except for the FC state. Hence, the elevated η phase fractions 

from PDF refinement of laboratory data must be dismissed as implausible. 

In contrast to this, the refinement of synchrotron PDF data (R between 14.1 % for 

FC state and 18.9 % for Q state) yielded refined phase fractions of η phase and TiC 

consistent with the results from SEM and EDX as well as Rietveld analysis. In all states 

except the FC state, the refined η phase fraction was virtually zero (in the order of 10-

3 %), but with high uncertainties (about 1 %), and that of TiC varied between 5.45 and 

9.95 at.% (weighted mean value: 8.26 ± 1.02 at.%). In the FC state, an η phase fraction 

of 3.33 ± 1.7 at.% was found.  

Additionally, in the refinement of laboratory data, a decrease of the refined lattice 

parameter of the γ matrix from 3.5634 ± 6E-4 Å in the Q state to 3.5555 ± 6E-4 Å in the 

FC state was found. 
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Figure 14: Scattered intensity patterns of Ni-Ti SA 1200 samples measured with laboratory 

setting D8-2. Full data range in (a), low- and high-2θ region in (b)-(d). Bragg peaks of all 

identified phases (matrix, TiC, and η phase) are marked by vertical lines and arrows. TiC peaks 

(pink) were identified in patterns of all Ni-Ti states, while η peaks (cyan) were identified only 

in the FC state. Regular Bragg peaks of the matrix become broader with cooling time from the 

Q state to the FC state.  
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Figure 15: Laboratory PDF data from Ni-Ti SA 1200 samples obtained with setting D8-2. Full 

computed data (0-300 Å) in (a), subranges 0-15 Å, 15-30 Å, 30-100 Å in (b)-(d). Differences 

with respect to the PDF of the Q state are plotted superimposed on PDF data in lighter colors. 

In (b), theoretically expected PDF peaks for the matrix structure are marked by vertical lines. 
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4.6. Analysis of XTS and PDF data from CCA samples 

4.6.1. Analysis of XTS data from CCA samples 

Similar to the Ni-Ti binary alloy, peak analysis and Rietveld refinement were 

performed on laboratory and synchrotron XTS data (collected with settings D8-2 and 

P07B, respectively) from samples of the CCA series, as well as the QA reference state. 

In Figure 16, the laboratory scattering patterns of the considered the CCA states are 

displayed as a function of the scattering angle 2θ. Patterns are scaled relative to the 

(111) peak and are plotted with offset. Line colors gradually change from green for the 

maximally quenched CCA state (Q) to red-orange for the CCA SA 1050-300 state, and 

red for the CCA QA state. Full angular 2θ range is shown in Figure 16a, with 

subranges depicted in Figure 16b-d. Peaks of all identified phases are marked by 

vertical lines. 

Again, the regular FCC Bragg peaks appear in the scattering patterns of all considered 

CCA states, as seen in Figure 16a. Still, as was the case for the laboratory Ni-Ti data, 

major irregular differences in relative peak height between the considered CCA states 

were revealed, especially for the peaks at scattering angles 2θ below approximately 

40 °. To further illustrate this, the evolution of relative peak height of the (h00) Bragg 

peaks (h = 2, 4, 6) with cooling time (and aged state as reference) is shown in Figure 17. 

As can be seen in this figure, the relative height of the (200) peak at 22.8 ° varies 

between 33.36 % for the CCA QA state and 46.87 % for the state with t8/5 = 30 s, with a 

considerable drop for the state with t8/5 = 10 s. Contrary to this, in the data for the (400) 

and the (600) peak, a drop in peak height occurs for the state with t8/5 = 5 s. 

Besides the regular FCC peaks, superstructure peaks of FCC type with varying 

height and width were identified in the laboratory XTS patterns of all considered CCA 

states. The observed superstructure peaks were (100) at a scattering angle 2θ of 11.3 °, 

(110) at 16.4 °, and (210) at 25.5 °. The evolution of superstructure peaks in the CCA as 

a function of material state is shown in Figure 16b and c, where they are marked by 

vertical lines and colored text labels (magenta for (100), green for (110), cyan for (210)). 

Calculated Pseudo-Voigt fit curves (dashed) of the same colors are superimposed as a 

guide to the eye. 
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It can be seen in Figure 16c that the superstructure peaks become less pronounced 

with decreasing cooling time down to the state with maximum quenching rate (Q), as 

compared to the aged reference state (QA). To illustrate this, relative peak heights and 

FWHM of the superstructure peaks in the CCA samples were extracted from the 

Pseudo-Voigt fit curves. In Figure 18a, relative peak height of the superstructure 

peaks, i.e. (100), (110), and (210), in percent is shown as a function of material state 

(represented by cooling time t8/5, with QA state as a reference). Figure 18b depicts the 

evolution of the fit FWHM of the superstructure peaks in degrees. 

It can be seen that the superstructure peak heights correlate positively with the cooling 

time from the maximally quenched to the aged CCA state. Despite considerably strong 

variations in the FWHM evolution from quenched to aged state, still a slight trend of 

decreasing peak width with increasing cooling time can be postulated. 

In Rietveld refinement of the synchrotron data, the average lattice parameter of 

the CCA γ matrix phase was found to decrease with cooling time by 0.43 % from 

3.5932 ± 2E-4 Å for the Q state to 3.5778 ± 2E-4 Å for the QA state. In the refinement of 

laboratory data, the decrease of the lattice parameter was similar, from 

3.5902 ± 3E-5 Å (Q) to 3.5820 ± 4E-5 Å (QA). At the same time, in refinement of 

synchrotron data, the γ’ lattice parameter was found to increase with cooling time by 

0.41 % from 3.5932 ± 2E-4 Å  (Q) to 3.6045 ± 4E-4 Å (300), followed by a slight decrease 

to 3.5996 ± 2E-4 Å (QA). From laboratory data, the refined γ’ lattice parameter for the 

Q state and QA state were 3.6002 ± 6E-3 Å and 3.5935 ± 6E-5 Å, respectively. 

From the refined lattice parameters of the matrix and the coherent γ’ phase, the 

coherency strain at the phase boundary was computed, where a steady increase of 

coherency strain from 0.10 ± 0.10 % for the Q state to 0.54 ± 0.01 % for the 300 state, and 

0.61 ± 0.01 % for the QA state was found from the synchrotron data, and a less 

significant increase from laboratory data (Q – 0.28 ± 0.15 %; 300 – 0.31 ± 0.01 %; 

QA – 0.32 ± 0.01 %). 
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Figure 16: Scattered intensity patterns of CCA SA 1050 samples measured with laboratory 

setting D8-2. Full data range in (a), low- and high-2θ region in (b)-(d). Bragg peaks are marked 

by vertical lines. Identified superstructure peaks (100), (110), and (210) are highlighted, for 

which Pseudo-Voigt fit curves are superimposed on the measured data. It can be seen that 

regular Bragg peaks become broader with cooling time from the Q state to QA state, while 

superstructure peaks become sharper. 
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Figure 17: Evolution of relative peak height (relative to (111) peak) of (h00) Bragg peaks 

(h = 2, 4, 6) in laboratory XTS data from CCA SA 1050 samples as a function of cooling time. 

The general trend of lower peak height with increased cooling time is corrupted by irregular 

drops in peak height. 

 

Figure 18: Evolution of superstructure peaks in CCA SA 1050 samples as a function of cooling 

time. (a) Relative peak height (relative to (111) peak) of superstructure peaks (100), (110), and 

(210), and (b) FWHM were extracted from Pseudo-Voigt fits. Uncertainties in the case of the 

FWHM are shown by error bars. There is a transition of the superstructure peaks from broad 

diffuse ‘bumps’ at short cooling times to sharp Bragg peaks (higher peak height, lower FWHM) 

at longer cooling times, and in the QA reference state. 
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From Rietveld refinement of the laboratory CCA data, the refined γ’ phase fraction 

was found to increase with cooling time from 0.76 ± 0.28 at.% for the Q state to 

31.98 ± 0.74 at.% for the 300 state, and 38.04 ± 0.50 at.% for the QA state. In refinement 

of the synchrotron data, an increase of 4.68 ± 0.54 at.% (Q) to 29.03 ± 0.79 at.% (300), 

and 35.06 ± 0.62 at.% (QA) was found. At the same time, the refined crystallite size of 

the γ’ phase was found to increase from 109.3 ± 2.1 Å for the Q state to 336.3 ± 9.4 Å 

for the 300 state, and 396.8 ± 1.0 Å for the QA state in laboratory data (synchrotron: Q 

– 196.6 ± 1.5 Å; 300 – 380.9 ± 0.2 Å; QA – 548.3 ± 0.2 Å). 

In advance, it shall be remarked here that graphical results from Rietveld refinement 

of laboratory and synchrotron XTS data from the CCA states will be given in Figure 

27 in section 4.6.3. 

4.6.2. Comparison of PDF data from the CCA samples 

Laboratory PDF data from samples of the CCA series and the QA state obtained 

with setting D8-2 is shown in Figure 19. The PDFs are normalized with respect to the 

[1/2 1/2 0] peak at 2.53 Å. Full range of the PDFs from 0 to 300 Å is plotted in Figure 19a, 

and subranges of 0-15 Å, 15-30 Å, and 30-100 Å are depicted in Figure 19b, c and d, 

respectively. Line color of the PDF curves changes gradually with material state from 

green (Q) to orange (300), and red (QA). In Figure 19b, theoretical PDF peaks in the 

range 0-15 Å are marked by vertical lines. Differences of the PDFs with respect to the 

PDF of the Q state are plotted as superimposed curves in lighter colors. 

Complementary to the laboratory PDFs, synchrotron PDF data of the investigated 

CCA states, i.e. Q, 30, 300, and QA, obtained with setting P07B is plotted in Figure 20. 

Here, the PDFs were only computed up to 100 Å, as their magnitude reaches zero at 

approximately 60 Å. Again, full data range is plotted in Figure 20a, with subranges 

plotted in Figure 20b-d. 

From comparison of the full PDF range depicted in Figure 19a and Figure 20a, as well 

as the higher-r regions (15-30 Å, and 30-100 Å) depicted in Figure 19c and d, and 

Figure 20c and d, respectively, it can be seen that in both laboratory and synchrotron 

data, the PDFs of CCA states with higher cooling time, and of the QA state are more 

damped than the PDFs of states with lowest cooling times.  
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Figure 19: Laboratory PDF data from CCA SA 1050 samples obtained with setting D8-2. Full 

computed data (0-300 Å) in (a), subranges 0-15 Å, 15-30 Å, 30-100 Å in (b)-(d). Differences 

with respect to the PDF of the Q state are plotted superimposed on PDF data in lighter colors. 

In (b), theoretically expected PDF peaks for the matrix structure are marked by vertical lines. 
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Figure 20: Synchrotron PDF data from CCA SA 1050 samples obtained at beamline P07B. Full 

computed data (0-100 Å) in (a), subranges 0-15 Å, 15-30 Å, 30-100 Å in (b)-(d). Differences 

with respect to the PDF of the quenched state (Q) are plotted superimposed on PDF data in 

lighter colors. In (b), theoretically expected PDF peaks for FCC structure are marked by vertical 

lines. 
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For example, in the laboratory PDF data, the magnitude of PDF oscillations in the 

region from 150 to 250 Å is substantially higher in the Q state (green) than in the 

300 (red-orange) and the QA state (red), where the oscillations already decrease to 

almost zero at approximately 150 Å (see Figure 19a). 

To confirm this visual impression, upper and lower envelope curves were calculated 

for the normalized laboratory and synchrotron PDF data of all considered CCA states 

and evaluated at r = 100 Å, and r = 30 Å, respectively. The upper and lower envelopes 

for the laboratory and synchrotron PDFs are shown in Figure 21a and b, respectively, 

using the same color code as above, with the PDFs themselves plotted superimposed 

in lighter colors. 

 

Figure 21: Calculated upper and lower envelope curves for (a) laboratory PDFs obtained with 

setting D8-2, and (b) synchrotron PDFs obtained with setting P07B, as a function of material 

state of the investigated CCA. The experimental PDFs themselves are plotted superimposed in 

lighter colors. It can be seen that the PDFs are damped more strongly with increasing cooling 

time from Q to QA state. 

The upper and lower envelope values extracted from laboratory and synchrotron 

PDFs at r = 100 Å, and r = 30 Å, respectively, are given as a function of material state 

of the investigated CCA in Figure 22a and b, respectively. It can be seen that both 

laboratory and synchrotron PDFs of the CCA states decay more rapidly with 

increasing cooling time from the Q to the QA state. For example, the upper envelope 

value of the laboratory PDFs at r = 100 Å decreases from 0.287 normalized units in the 
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Q state to 0.112 normalized units in the QA state, while the absolute value of the lower 

envelope also decreases from 0.264 (Q) to 0.066 (QA). Similarly, the absolute upper and 

lower envelope value of the synchrotron PDFs at r = 30 Å decrease from 0.380 (Q) to 

0.283 (QA), and from 0.384 (Q) to 0.285 (QA), respectively. 

 

Figure 22: Values of the upper (upwards triangle) and lower (downwards triangle) envelope of 

the laboratory PDFs of the CCA obtained with setting D8-2 (red) and the synchrotron PDFs 

of the CCA obtained with setting P07B (blue), evaluated at r = 100 Å, and r = 30 Å, 

respectively. It can be seen that the absolute value of upper and lower envelopes decreases with 

increasing cooling time of the CCA from Q to QA state, indicating stronger damping of both 

laboratory and synchrotron PDFs with material state. 

In the low-r region (0-15 Å) depicted in Figure 19b and Figure 20b, respectively, 

both laboratory and synchrotron PDFs of the considered CCA states are largely similar 

within each experimental setting, i.e. D8-2 or P07B. However, a more thorough 

analysis of selected PDF peaks revealed some differences. In the following, results are 

presented from analysis of the NN, 2NN, 3NN peaks, as well as the 13th and the 26th 

physical PDF peaks, situated at approximately r = 9.1 Å and r = 13.1 Å, and termed 

‘Peak 13’ and ‘Peak 26’, respectively. A detailed view of these peaks in the laboratory 

and the synchrotron PDFs of the investigated CCA states is given in Figure 23a and b, 

respectively, where the peaks are marked by arrows. 
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Figure 23: Detailed view of selected analyzed PDF peaks (NN, 2NN, 3NN; Peak 13 and 

Peak 26; marked by arrows) in (a) the laboratory PDF data, and (b) the synchrotron PDF data 

of the investigated CCA.  

Figure 24a and c depict the relative deviation of the PDF peak height from the mean 

for the NN (grey squares), 2NN (red circles), and 3NN (blue triangles) peaks as a 

function of material state of the investigated CCA extracted from laboratory and 

synchrotron PDF data, respectively. It should be noted that the relative deviation in 

the case of the laboratory data reached absolute values of up to 30 % for the 300 state, 

with other values between 0 and 10 %, while for synchrotron data, the deviation 

reached a maximum absolute value of approximately 3 % for the 300 state, and values 

between 0 and 1 % in the other states. Complementary, Figure 24b and d show the PDF 

peak width of these peaks as a function of CCA material state for laboratory and 
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synchrotron setting, respectively. It can be seen that for both laboratory and 

synchrotron data, there is no significant correlation between PDF peak shape of the 

NN, 2NN and 3NN peaks with material state of the CCA, neither with regard to peak 

height nor with regard to peak width. 

 

Figure 24: Dependence of (a, c) PDF peak height (relative deviation from mean), and (b, d) PDF 

peak width of NN (grey squares), 2NN (red circles), and 3NN (blue triangles) peaks on CCA 

material state in laboratory data from setting D8-2 (a, b), and synchrotron data from setting 

P07B (c, d). No clear correlation between PDF peak height or shape of the three peaks, and CCA 

material state can be seen. 

However, it was found for both laboratory and synchrotron PDF data that there is a 

significant positional shift of PDF peaks towards lower r-values with increasing 

cooling time of the investigated CCA from the Q to the QA state. This is shown in 

exemplary manner by Figure Aba and b, which depict the positions of Peak 13 (red 

squares), and Peak 26 (blue circles) as a function of the CCA material state for setting 

D8-2 (filled symbols) and setting P07B (open symbols), respectively. For example, 

Peak 26 was found to shift in the laboratory PDFs from r = 13.185 Å in the Q state to 
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r = 13.163 Å in the QA state. Similarly, the observed shift of Peak 26 in the synchrotron 

PDFs was from r = 13.205 Å (Q) to r = 13.178 Å (QA). 

 

Figure 25: Evolution of peak position of Peak 13 (red squares), and Peak 26 (blue circles) with 

CCA material state for laboratory data from setting D8-2 (filled symbols), and synchrotron 

data from setting P07B (open symbols). It can be seen that there is a shift of the PDF peaks 

towards lower r-values with increasing cooling time from Q to QA state. 

4.6.3. Fitting of laboratory and synchrotron PDF data from CCA samples 

Graphical results of the fitting of PDF data from the CCA samples are shown in 

Figure 26. Observed (blue open circles) and calculated (red solid line) data from CCA 

states Q, 30, 300 and QA are shown together with difference (green solid line) and the 

achieved R-factor for both laboratory (left column) and synchrotron (right column) 

PDF data. 

In the laboratory data, fit quality was generally acceptable with R between 

12.2 % (100 state) and 16.6 % (QA) except for the two states 5 and 300 with R = 22.5 % 

and 26.8 %, respectively. In the synchrotron data, good fits were obtained for all CCA 

states (R between 14.0 % for QA and 17.9 % for Q), however a systematic error in fitting 

of the PDF damping remained in all fits. 
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Refined values for the phase fraction of model γ’ phase and the lattice parameters 

of γ and γ’ phase were extracted from the fits of laboratory and synchrotron data. 

Figure 27 shows these results as a function of the CCA material state.  

 

Figure 26: Graphical results from PDF fitting of laboratory (left column) and 

synchrotron (right column) PDF data from CCA states Q (a, b), 30 (c, d), 300 (e, f) and 

QA (g, h). Observed (blue open circles) and calculated (red solid lines) data plotted together 

with difference (green solid lines) and achieved R-factors. 
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The evolution of the refined γ’ phase fraction is given in Figure 27a, while Figure 

27b and c show the evolution of the γ and γ’ lattice parameters, respectively. Results 

from PDF refinement (blue circles) are plotted in contrast to results from Rietveld 

refinement (red squares) of laboratory (full symbols) and synchrotron (open symbols) 

data reported earlier in section 4.6.1. Uncertainties are marked by error bars. 

In PDF refinement of synchrotron data, the γ’ phase fraction was found to increase 

from 0.7 ± 11 at.% in the Q state to 33.6 ± 1.3 at.% in the QA state. As can be seen in 

Figure 27a, the refinement of laboratory data yielded a similar trend with increasing 

cooling time for the CCA states 5 (γ’ phase fraction: 5.1 ± 1.8 at.%) to 

QA (32.4 ± 2.1 at.%). In the maximally quenched Q state, the γ’ phase fraction could 

not be determined due to insufficient separability of the γ and γ’ model structures in 

this state. 

Nonetheless, PDF refinement of both laboratory and synchrotron data revealed a 

trend of decreasing lattice parameter of the γ matrix phase with cooling time of the 

CCA states (see Figure 27b). While the γ lattice parameter was found from laboratory 

data to decrease from 3.5836 ± 0.013 Å in the Q state to 3.5729 ± 3E-4 Å in the QA state, 

the decrease found from synchrotron data was from 3.5932 ± 0.002 Å (Q) to 

3.5821 ± 0.001 Å (QA). 

Contrary to this, there is no clear trend with CCA material state in the evolution of the 

refined γ’ lattice parameter from either laboratory or synchrotron PDF data. From 

synchrotron PDF data, the refined γ’ lattice parameter was found to be similar between 

all considered the CCA states with a variation between 3.5896 ± 0.29 Å for the Q state 

to 3.5910 ± 0.003 Å for the QA state. From refinement of laboratory PDF data, however, 

the refined γ’ lattice parameter was found to fluctuate heavily with material state (see 

Figure 27c), taking values between 3.5837 ± 8E-4 Å (Q state) and 3.6703 ± 0.017 Å (10 

state). In particular, it has to be pointed out that the γ’ lattice parameters found from 

PDF refinement in the more rapidly quenched states 5, 10, and 30 are highly 

overestimated in comparison to results from Rietveld refinement. This discrepancy is 

moderated in the states with lower quenching rate, i.e. 100 and 300, as well as in the 

QA reference state. For example, the refined γ’ lattice parameter of 3.5929 ± 0.020 Å in 

the QA state found from laboratory PDF refinement does not significantly differ from 

the value of 3.5910 ± 0.003 Å for the same state found from Rietveld refinement. 
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Figure 27: Comparison of (a) refined values for γ’ phase fraction, and lattice parameters of 

(b) γ matrix, and (c) γ’ phase from Rietveld (red squares) and PDF (blue circles) refinement of 

laboratory (full symbols) and synchrotron (open symbols) data. 
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5. Discussion 

5.1. Assessment of laboratory XTS approach for PDF measurement 

The laboratory approach for XTS experiments shall be assessed regarding its 

suitability for PDF measurement of powdered crystalline materials in general. For this, 

both the methodology of data collection and processing, as well as the quality of 

obtained PDF data of powdered Ni is reviewed critically. Ultimately, however, the 

laboratory approach was aimed at PDF measurement of solid crystalline samples such 

as the investigated Ni-11 wt.% Ti binary alloy and the precipitation-strengthened 

CCA, which will be discussed in greater detail in section 5.2. 

5.1.1. Assessment of laboratory XTS data collection and processing 

Radiation choice and Q-range. To obtain high quality PDF data, the scanned 

Q-range must be maximized to collect as much structural information as possible. In 

the presented laboratory approach, this was attempted by exhausting the technically 

possible scanning range for the scattering angle 2θ in the diffractometer up to 

2θ = 150 °, as well as employing a Mo anode giving X-rays of short wavelength 

(MoKα = 0.71 Å). With this, a maximum Q-value, i.e. Qmax, of 16.9 Å-1 could be achieved 

in the laboratory setting. In practice, most experimental setups for laboratory PDF 

measurement use MoKα radiation (λMoKα = 0.71 Å) [102,125–127,129,161,162], or AgKα 

radiation (λAgKα = 0.56 Å) [100,101,126,135,136,163–165], which allow Qmax ≅ 17 Å-1 and 

Qmax ≅ 22 Å-1, respectively. Hence, by using an Ag anode instead of Mo, and for an 

otherwise identical setup, Qmax in the laboratory setting could have been increased to 

ideally 22 Å-1. On the other hand, the benefit of Mo radiation compared to Ag radiation 

is the higher flux and higher detection efficiency of commonly used Si strip 

detectors [100,136]. 

In general, Qmax values of above 22 Å-1 in XTS experiments can only be obtained with 

synchrotron radiation. In recent works, PDF measurements were conducted using 

synchrotron radiation at various beamlines (e.g. ID11, ID15, ID22 and ID31 at ESRF; 6-

ID-D, 11-ID-B and 11-ID-C at APS; A2 at CHESS; P02.1 at DESY) to achieve Qmax values 

between 18.5 Å-1 and, typically, 30 Å-1 [120,123–125,128,129,132,166–168]. In light of 



Discussion 

72 

this, it can be stated that with the laboratory approach of this work, the gap to the Qmax 

region of synchrotron approaches could be narrowed down to a difference of only 

1.6 Å-1. On the other hand, the Qmax value of 25.8 Å-1 reached in the synchrotron setting 

P07B of this work is situated in the typical range for synchrotron XTS experiments. 

The spectrum of the employed Mo radiation in the laboratory settings contained both 

Kα1 and Kα2 components. In this regard, no subsequent data corrections for separation 

of the components were applied in the present work. Some authors, however, 

explicitly performed numerical elimination of Kα2 contribution in laboratory PDF 

analysis [134,169], with Tsymbarenko et al. [169] finding that Kα2-stripping 

significantly improved the resolution and peak positions in the obtained PDF of LaB6 

standard for r > 35 Å. This suggests that in future laboratory PDF analysis, elimination 

of non-principal radiation contributions (e.g. Kα2 component) should be attempted 

and assessed with respect to the obtained PDF data. 

Instrument Q-resolution. As a result of the high sampling rates of the total 

angular 2θ scan range in the laboratory settings D8-1 and D8-2, the instrumental 

Q-resolutions, ΔQ/Q, achieved in the laboratory settings D8-1 and D8-2 significantly 

surpass the Q-resolution of the synchrotron setting P07B by an order of magnitude 

(see section 4.3). Corroborating this, Rietveld analysis of Ni data yielded higher refined 

values for Caglioti parameter W for setting P07B compared to settings D8-1 and D8-2, 

indicating broader, less resolved Bragg peaks (see section 4.3.2).  

The higher Q-resolution in the laboratory settings is important for PDF measurement 

since lower resolution leads to increased decay of the PDF peak magnitude with 

increasing r, and to increased PDF peak broadening (see section 2.3.4.3). For example, 

Thomae et al. [100] found substantially decreased damping in laboratory PDF data of 

TiO2 nanoparticles compared to synchrotron PDF data. To the knowledge of the 

author, in the field of PDF measurement, the instrumental resolutions obtainable with 

laboratory diffractometers are unrivaled by synchrotron data collection systems where 

such high resolutions can typically only be achieved at the cost of critically decreased 

Qmax.  

Detector choice. To achieve higher counting statistics in the laboratory 

measurements, it was opted to employ an area detector EIGER2 R 500K with Si sensor 

in azimuth-optimized mode in setting D8-2 as compared to the Si strip detector 
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LYNXEYE XE-T used in setting D8-1. In recent works, both line 

detectors [101,102,125,135,136,162] and area detectors [100,126,129,164] have been 

successfully used for laboratory PDF measurement, with area detectors having the 

benefit of faster scanning rate compared to strip detectors. Furthermore, several works 

prove the potential of diffractometers from Bruker AXS, such as the diffractometer 

D8 Discover used in this work, for total scattering studies [126,162,164]. 

Statistics and data collection time. Using a VCT strategy and long data collection 

times of several hours in the laboratory settings, XTS data was collected with high 

instrumental Q-resolution and good signal-to-noise ratio, even at high Q-values up to 

Qmax (see section 4.2). The good signal-to-noise ratio at high Q-values must be 

emphasized as a strength of the laboratory XTS approach. This is because the 

sufficiently low noise component at high Q-values made it possible to almost use the 

full range of the collected data (data was collected up to Q = 17.11 Å-1) in the PDF 

calculation. The marginal amount of F(Q) data from 16.9 Å-1 to 17.11 Å-1 was trimmed 

to ensure that F(Qmax) data reached a value close to unity in order to minimize the 

termination error in the PDF. Also, since the high-Q region of S(Q) and F(Q) is 

amplified due to normalization (see section 2.3.3), the high quality of collected high-Q 

data translates into the PDF with a high weight. 

In contrast to the laboratory measurements, in the synchrotron measurements 

conducted with setting P07B, an overall data acquisition time of only 0.1 s per image 

was used (plus summation of 10 single images per total image), which is low compared 

to data acquisition times of 8 s and 27 s used by Zea-Garcia et al. [125] for PDF analysis 

at beamlines ID15A and ID22 at ESRF, respectively. In mitigation, it was found there 

that increasing the acquisition time above these values did not yield significantly better 

PDF data. Still, it is suggested that for future synchrotron PDF measurement, the effect 

of data acquisition time in the order of 1 s and below on the quality of PDF data should 

be critically investigated. 

Scattering from sample’s environment. The increased background scattering 

intensity at scattering angles 2θ below 10 ° in laboratory setting D8-2 with respect to 

settings D8-1 and P07B (see section 4.3) is a result of undesired air scattering. In setting 

D8-1, the air scattering was shielded off with a blade-shaped MASS. For setting D8-2, 

however, the application of the MASS was found to coincide with critical 
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normalization errors in the integrated intensity data, giving rise to distorted low-r 

peaks in the obtained PDF data. The origin of these errors remains unclear at the time 

of writing this thesis. Hence, it was opted to omit the MASS in setting D8-2, 

purposefully neglecting the elimination of air scattering. This can potentially be 

detrimental for PDF analysis. For example, the spurious increased background 

scattering at low 2θ angles could compromise real coherent scattering from the sample 

at these angles that may contain crucial structural information, e.g. the superstructure 

peaks found in scattering patterns of the the CCA samples (see section 4.6.1). 

Additionally, in both laboratory settings, at scattering angles 2θ angles below 10 °, also 

the glass sample holder beneath the sample was irradiated to some amount due to the 

elliptical beam spot on the sample exceeding the sample length of 40 mm. Therefore, 

also diffuse scattering from the sample holder was measured. However, it was not 

possible to separate the scattering contribution of the sample holder from the total 

scattered intensity, hence why this could not be corrected in subsequent data 

processing. 

Data corrections. Collected data from the laboratory XTS measurements was not 

independently corrected for any inelastic and incoherent contributions such as 

Compton scattering before data processing with software PDFgetX3. Much rather, 

established empirical corrections for these contributions routinely implemented in 

software PDFgetX3 were exploited for this. While this undoubtedly facilitates the 

demanding data processing, it obviously takes away control and insight from the user 

regarding the exact applied data corrections, especially the treatment of background 

and diffuse scattering. 

5.1.2. Comparison of laboratory XTS data generated with settings D8-1 and 

D8-2 

In general, for both laboratory settings D8-1 and D8-2, agreement of collected and 

fitted XTS data of Ni was shown to be good from Rietveld refinement (see 

section 4.3.2). However, it was also seen there that considerable differences between 

measured and calculated scattering intensity remained for the major Bragg peaks (111) 

and (200) in data from setting D8-1, while these differences were smaller for setting 

D8-2. This indicates that the Bragg scattering model used in the Rietveld refinement 
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could not replicate the excessive scattering intensity for the first two Bragg peaks in 

setting D8-1. 

The origin of these considerable intensity differences between settings D8-1 and 

D8-2 must lie in the different data collection and processing strategies employed in the 

different settings, as outlined in section 3.3. Most noticeably, in setting D8-1, the 

scattered beam was collimated by a secondary Soller slit with angular width of 2.5 ° 

before reaching the Si strip detector (i.e. only a 2.5 ° section of each diffraction ring was 

actually detected). In this setting, the full angular range of the scattering pattern was 

obtained simply from normalization of the observed counts of scattering events over 

the entire scanning time to counts per second. On the contrary, in setting D8-2, the 

observed section of each diffraction ring on the sensitive detector area was much larger 

as a consequence of using a two-dimensional detector in optimized position, and the 

full observed diffraction ring sections were integrated and automatically corrected 

using the full frame cursor in software DIFFRAC.EVA. This means that also the small 

remaining axial divergence of the beam, despite employing a Goebel mirror for 

parallel beam geometry, was included in the azimuthal integration, resulting in the 

instrument-related broadening of diffraction rings with increasing azimuth (see 

section 4.2.2). Hence, due to the different data collection and reduction schemes of the 

two settings, also the comparability of the PDF data calculated from the XTS data 

collected with either laboratory setting is limited. In line with this, the discrepancy 

between the experimental Ni PDFs obtained with settings D8-1 and D8-2, respectively, 

considerably increased with r (see section 4.4.2). 

5.1.3. Assessment of quality of laboratory PDF data in comparison to 

synchrotron PDF data by the example of Ni 

The higher Q-resolution achieved in the laboratory settings as compared to the 

synchrotron enlarged the accessible range of structural information in the laboratory 

PDF (up to 200 Å) compared to the synchrotron PDF (60-70 Å) (see section 4.4.2). In 

particular, this means that large-r structural features could only be inferred from the 

laboratory PDFs without disruptive instrument-related limits. This surplus of 

structural information can be crucial for in-depth structural analysis and accurate size 

determination of nanoparticles or precipitates with sizes above approximately 5 nm, 
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which is comparable to the estimated size of the γ’ precipitates in the more rapidly 

quenched states of the CCA investigated in this work (a more detailed discussion in 

this regard is given in section 5.2.4). As an example from literature, Sommariva [101] 

and Thomae et al. [100] independently were able to determine particle sizes between 

7 and 9 nm for TiO2 nanoparticle samples by refinement of laboratory PDF data. 

The good agreement of the collected data with fitted data for a model FCC Ni 

structure (see section 4.4.1) further solidifies the high quality of the data and the 

laboratory approach. In the absence of comparable laboratory PDF data of Ni from 

literature, no validation of the measured data of this work with referential 

experimental data can be given. The closest reference is a laboratory PDF study on Ni 

conducted by Biswas et al. [135] using AgKα radiation, yet data there was only 

collected up to Qmax = 14.4 Å-1, and PDF data was only calculated up to r = 20 Å, as 

opposed to r = 50 Å in this work. In PDF fitting with software PDFgui, the authors 

there obtained a goodness of fit (i.e. weighted R-factor) of Rw = 9.52 % for the r-range 

from 0 to 20 Å. The R-factors achieved in the present work over the r-range 

from 1.0 to 50.0 Å (D8-1: 16.63 %; D8-2: 15.52 %) were slightly larger than this, 

however they compare well to R-factors obtained for laboratory PDFs of other 

crystalline materials in literature [100,111,129]. Hence, it can be confidently said that 

with the presented laboratory XTS approach, for the first time, PDF data of Ni was 

fitted with high accuracy up to an r-value of 50 Å. 

However, some shortcomings of the PDF data generated with laboratory setting 

D8-2 must be addressed. Firstly, undesired features contained in the laboratory XTS 

data, such as the unshielded background scattering from sample environment, most 

certainly leave spurious features in the PDF data. However, due to the vast difference 

in scattered intensity in comparison to Bragg scattering, it can be assumed that these 

effects are small in comparison to the features stemming from Bragg scattering. An 

exact quantification of the effect of these features on the PDF, however, is out of the 

scope of this work. 

Secondly, the lower Qmax achieved in the laboratory settings compared to the 

synchrotron setting gave rise to a larger termination error. For example, the 

termination ripples and the larger peak width of the NN, 2NN, and 3NN peaks in the 

laboratory PDFs of Ni (see section 4.4.2) point to this. However, in mitigation it should 
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be stated that the achieved Qmax values of both laboratory and synchrotron approach 

fall significantly short of the threshold for a negligible termination error, i.e. 3 √〈u2〉⁄  

(see sections 2.3.4.3), calculated from the results of PDF refinement (see section 4.4.1). 

Hence, both laboratory and synchrotron PDF data were affected by a significant 

termination error. The theoretically required Qmax values for negligible termination 

error, according to the results from PDF refinement (see section 4.4.1), would lie 

between 35.6 Å-1 and 43.6 Å-1 for settings D8-1 and P07B, respectively, which can 

hardly be reached in practice, even with synchrotron radiation sources.  

The absence of structural information in the laboratory PDFs contained in the high-Q 

region above 16.9 Å-1 likely resulted in some small theoretically expected peaks in the 

low-r range of the laboratory PDFs, i.e. up to r = 15 Å not being resolved sufficiently. 

These peaks could only be identified in the synchrotron PDF data of Ni (see 

section 4.4.2). However, in mitigation, the gain of structural information linked to 

these peaks can be described as rather small. Hence, despite the lower Qmax, the 

laboratory Ni PDFs in the range from 0 to 15 Å were found to be qualitatively similar 

to their synchrotron counterpart in large parts, and thus it can be said that the relevant 

structural data were well retained in the laboratory PDFs using the laboratory 

approach. 

Lastly, the structural fit parameters found from Rietveld and PDF refinement (see 

sections 4.3.2 and 4.4.1) shall be compared and assessed. While in Rietveld analysis, 

microstructural parameters such as phase fractions and the isotropic crystallite size 

could be refined, PDF analysis with PDFgui allowed insight into more atom-related 

parameters such as the isotropic ADPs (via fit parameter 〈u2〉), and the correlation of 

atomic motion (via parameter δ2). In both Rietveld and PDF analysis, the lattice 

parameter of the Ni structure could be refined with high accuracy (uncertainties in the 

range of 10-4 to 10-5 Å), but only in the case of the synchrotron data, the results from 

either analysis agree within the uncertainty. In both laboratory settings D8-1 and D8-2, 

the refined lattice parameters from PDF analysis are significantly lower than from 

Rietveld analysis with differences of 0.0031 Å and 0.0067 Å, respectively. No definitive 

explanation for this discrepancy can be given at the time of writing this thesis, as this 

would require an in-depth parameter study of the calculation and fitting parameters 

of software PDFgetX3 and PDFgui, respectively.  On the other hand, the refined values 
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for 〈u2〉 and δ2 from PDF refinement of laboratory and synchrotron Ni PDFs were in 

the same order of magnitude and hence comparable. This indicates that with the PDF 

analysis of laboratory data, the magnitude of the atomic vibrations and the correlation 

of atomic motion in the investigated structure could largely be reproduced with 

respect to the benchmark synchrotron data. 

5.2. Application of laboratory and synchrotron XTS approach for the 

study of atomic ordering in Ni-Ti binary alloy and CCA 

The second aim of this work was to investigate ordering phenomena, in particular 

SRO, and their evolution with material state, in the Ni-Ti binary alloy and the 

precipitation-strengthened CCA. This was accomplished by analysis of the collected 

XTS and PDF data by means of Rietveld and PDF refinement, respectively, in 

corroboration with microstructural and chemical characterization methods. 

The refinement of laboratory and synchrotron PDF data with software PDFgui, as 

used in the present work, is a ‘small-box’ modelling method, i.e. only structural 

parameters of one unit cell representing the entire structure are refined. In this aspect, 

it is comparable to the Rietveld refinement, which is also based on unit cell 

models [155,158]. This is opposed to ‘large-box’ modelling methods, as implemented 

in software such as RMCProfile [170] and DISCUS [115], in which the structure is 

refined atom by atom in larger volumes of typically several hundred unit cells. Hence, 

while the chosen method for PDF analysis is suited for the investigation of LRO phases 

such as the identified η and γ’ phases in the Ni-Ti binary alloy and the CCA, 

respectively, it cannot account for SRO directly. Still, the method allows to draw 

conclusions about SRO as an extreme case where the LRO model structures cannot 

describe the data in sufficient manner anymore. 

In this chapter, first the application of the laboratory XTS approach to solid 

samples from Ni-Ti binary alloy and the CCA shall be assessed with regard to sample 

preparation (section 5.2.1) as well as grain statistics and its influence on data 

quality (section 5.2.2). Then, the findings on ordered phases in Ni-Ti binary 

alloy (section 5.2.3) and CCA (section 5.2.4) are reviewed with a particular focus on 

indications of possible SRO. Finally, the suitability of the chosen method for PDF 
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analysis for the investigation of ordered phases in the two alloys of the present work 

is critically assessed. 

5.2.1. Remarks on solid sample preparation 

Using the laboratory XTS approach, total scattering of solid polycrystalline 

samples from Ni-Ti binary alloy and the CCA was measured. An important 

consideration reported in literature for PDF measurement in flat-plate reflection 

geometry, as in this work, is that the solid samples should be of uniform density with 

no macroscopic holes or cracks, have smooth surface, small and uniform grain 

sizes [75]. A uniform density is important to ensure that the atomic pair density 

encountered in the small irradiated volume is representative of the bulk material. If 

the surface is not smooth, X-ray absorption may reduce the intensity of peaks at low 

scattering angles 2θ. The grain size must be small to bring a high number of grains 

into diffracting position and thus enhance grain statistics. Egami & Billinge [75] 

mention that a mean grain size of solid samples below 40 µm is recommended for PDF 

analysis. This was achieved in the present work by processing the bulk Ni-Ti binary 

alloy and CCA from fine metallic powders, resulting in mean grain sizes of 

12.24 µm ± 5 % and 23.18 µm ± 5 % in the Q states, respectively. 

Secondly, texture formation in samples should be avoided by any means as it is 

not understood well how a pronounced texture quantitatively affects the 

PDF [171]. This was guaranteed in the present work by the manufacturing of samples 

via the PM route using HIP to minimize strain gradients in the materials that could 

lead to texture formation. 

Lastly, care must be taken that the beam footprint on the sample does not extend 

over the edge of the sample at very low scattering angles 2θ below approximately 5 ° 

to avoid undesired scattering contributions from the sample’s environment [75]. To 

achieve this in the present work, the sample length was defined to be at least 40 mm. 

However, the width of the heat-treated cylindrical samples was constrained to 4 mm 

by the geometrical requirements of the dilatometer employed for heat treatment. The 

particular length of 40 mm was inferred from calculations of the length of the elliptical 

beam footprint on the flat sample surface as a function of the scattering angle 2θ for 

the given primary goniometer radius of 350 mm. However, at lowest 2θ angles below 
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approximately 10 °, the beam footprint extending slightly over the sample edge could 

not be prevented, hence a low amount of undesired scattering from the glass sample 

holder was also included in the measured signal. 

5.2.2. The issue of grain statistics in laboratory XTS measurements of solid 

samples 

Due to the small required width of the cylindrical samples of only 4 mm, it was 

chosen in laboratory setting D8-2 to collimate the primary beam twice to ensure a 

width of the beam footprint on the sample surface of only approximately 1 mm. Of 

course, this severely limited the irradiated sample volume, and thus the grain 

statistics. However, the oscillation of the samples during the scans significantly 

mitigated this issue and increased particle statistics by approximately one order of 

magnitude (see section 4.2.1). This underscores the importance of sample oscillation 

for good particle statistics. 

Still, the distinct ‘spottiness’ of diffraction rings in the laboratory XTS 

measurements of the solid Ni-Ti binary alloy and the CCA samples with setting D8-2 

(see section 4.2.2) indicates that the achieved grain statistics were likely insufficient. 

Such an appearance of diffraction rings is a result of a low number of irradiated 

crystallites coming into diffracting position, resulting in fewer diffraction spots along 

the ring. 

The grain statistics in an XTS experiment depend mainly on two things. Firstly, the 

mean grain volume in the sample is important. For example, assuming equiaxed 

grains, if the grain size in one dimension is doubled, the number of irradiated grains 

is reduced to an eighth assuming constant sample volume. This is exactly what was 

seen from comparison of the particle statistics between the Q states of Ni-Ti binary 

alloy and the CCA (see section 4.2.1). The calculated number of irradiated grains in the 

the CCA SA 1050-Q state was almost 8 times lower compared to the 

Ni-Ti SA 1200-Q state due to the mean grain size of 23.18 µm of the the CCA state 

being almost double the mean grain size in the Ni-Ti state, which was 12.24 µm. This 

underscores the necessity to produce samples with fine grain sizes, ideally below 

approximately 10 µm, for sufficient particle statistics.  
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Secondly, on part of the measurement parameters, the irradiated sample volume and 

thus the number of irradiated crystallites depends on the measurement geometry, as 

well as the radiation wavelength affect the number of irradiated crystallites during the 

scan. For transmission geometry, high-energy X-rays, and large area detectors, as was 

the case in the synchrotron setting P07B, grain statistics are not an issue since the 

irradiated sample volume then extends over the entire sample thickness. However, for 

reflection geometry and, in comparison, lower-energy radiation, such as in both 

laboratory settings D8-1 and D8-2, the issue of particle statistics becomes critical as in 

this case only those particles with diffracting lattice planes parallel to the sample 

surface contribute to the measured intensity [119]. In laboratory setting D8-2 however, 

the diffraction condition was much less strict, owing to the two-dimensional 

measurement. Firstly, the large 2θ range of approximately 10 ° covered by the area 

detector in each frame allows for many more particles in diffracting positions. 

Additionally, in setting D8-2, an area detector was used in azimuth-optimized 

mode (see section 3.3.1) to maximize the number of recorded scattering events. This 

certainly immensely improved statistics, yet apparently still did not fully eliminate the 

issue. 

As a result of the insufficient grain statistics, it is likely that the number of 

crystallites in diffracting position significantly varied between otherwise comparable 

measurements of Ni-Ti binary alloy and the CCA samples. It is suspected that this led 

to the significant intensity differences between laboratory XTS data for these samples 

(see sections 4.5.1 and 4.6.1). In line with this, an effect of material state after HT and 

of texture formation on the observed intensity differences could largely be ruled out. 

First of all, no clear correlation between the intensity differences in the laboratory data 

with cooling time could be found for either the Ni-Ti states or the the CCA states. Also, 

texture formation in the samples was regarded to be very unlikely since all samples 

were machined from homogenized and HIPed bulk materials. Supporting this, the 

intensities of similar (h00) peaks (h = 2, 4, 6) in the scattering data from the CCA 

samples showed no indication for the presence of a texture in any of the the CCA 

samples (section 4.6.1). 

Furthermore, the poor particle statistics likely introduced considerable errors into the 

laboratory PDFs. This is why laboratory PDFs of some Ni-Ti and the CCA states 
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showed inexplicably large differences already in the low r-region compared to the 

other states with no correlation to material state, for example the Ni-Ti SA 1200-100 

state (see section 4.5.2) and the the CCA SA 1050-5 state (see section 4.6.2). This issue 

of course critically undermines the comparability of the laboratory PDFs, and 

complicates meaningful interpretation of the PDFs since the effect of poor particle 

statistics on the PDF cannot be well quantified or corrected [118,119]. 

5.2.3. Ordered phases in Ni-Ti binary alloy 

In Ni-Ti binary alloy, SEM and EDX analysis revealed the presence of the ordered 

hexagonal η phase in the FC state in the form of nano-sized cuboidal precipitates (see 

Figure 4e and f). The formation of η phase is thought to occur in Ni-based alloys by 

consuming γ’ phase or by direct precipitation from the matrix during cooling [172]. 

Hence, it is possible that during FC of the Ni-Ti binary alloy, there was first 

precipitation of γ’ phase, followed by transformation to the observed η phase. 

Refinement of laboratory PDFs yielded considerable η phase fractions in all quenched 

Ni-Ti states (weighted mean value: 4.25 ± 1.12 at.%), and an even higher phase fraction 

of 11.63 ± 2.50 at.% in the FC state, suggesting the presence of η phase in all considered 

Ni-Ti states. However, this was strongly contradicted by the results of Rietveld 

analysis of laboratory XTS data, where, in line with the results from SEM and EDX 

analysis, η phase was solely detected in the FC state with a refined phase fraction of 

6.65 ± 5E-4 at.% (see section 4.5.1). The refinement of the synchrotron PDFs yielded 

more concise results in this regard (see section 4.5.3), with the estimated η phase 

fraction of 3.33 ± 1.7 at.% in the same range as that obtained from Rietveld refinement. 

Hence, it can be said that while in relative terms, the PDF refinement of laboratory PDF 

data rightly reflected the change of the η phase fraction from quenched to FC state, the 

absolute phase fractions found there are falsely overestimated. It is assumed that the 

η phase fractions were overestimated by software PDFgui to compensate for the 

instrumental damping of the laboratory Ni-Ti PDFs described by fitting parameter 

Qdamp, which apparently could not be well reproduced with software PDFgui. Despite 

their nominally different crystal structure (FCC vs. hexagonal D024), the abundant γ 

matrix and the share multiple atomic positions with identical distances, i.e. they share 

multiple PDF peaks. Thus, by increasing the amount of η phase, certain PDF peaks 
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stemming also from the γ matrix could be better adjusted to the experimental damping 

of the laboratory PDFs, explaining the systematic overestimation. 

However, the formation of η phase in the investigated Ni-Ti binary alloy is also 

reflected in the significant decrease of the γ matrix lattice parameter from Ni-Ti state 

300 to FC found from Rietveld and PDF refinement of laboratory data (see 

sections 4.5.1 and 4.5.3). This is because η phase formation leads to a depletion of Ti in 

the γ matrix, resulting in a lower γ lattice parameter [172]. The decrease of the γ lattice 

parameter could also be inferred from the observed shift of PDF peaks in the 

laboratory Ni-Ti PDFs to lower r-values (see section 4.5.2). 

Additionally, TiC phase was identified in all Ni-Ti binary alloy samples (see 

section 4.1). This is likely due to suspected carburization of the compacted Ni-Ti binary 

alloy powder from the steel capsule during HIP. Rietveld refinement of laboratory XTS 

data, where distinct TiC peaks could be observed (see section 4.5.1) suggested similar 

TiC phase fractions in the considered Ni-Ti states with a weighted mean value of 

3.81 at.% (see section 4.5.3). However, in PDF refinement of laboratory PDF data, the 

TiC phase fractions was estimated to be negligibly small in all considered Ni-Ti states, 

while at the same time the η phase was overestimated compared to Rietveld 

refinement. This shows that the PDF analysis method in combination with laboratory 

PDF data for the Ni-Ti binary alloy was not sensitive to ordered phases present in low 

amounts in contrast to Rietveld refinement. 

5.2.4. Ordered phases in the CCA: Transition from LRO γ’ precipitation to 
suspected SRO 

SEM and EDX analysis revealed the presence of ordered coherent γ’ phase in the 

CCA 300 and QA state in the form of precipitates with sizes between 10 and 20 nm and 

phase fractions of 31 vol.% and 18 vol.%, respectively, while no indication of this 

ordered phase was found for the other quenched CCA states (see sections 4.1). In line 

with the results from SEM and EDX analysis of the aged state, Rietveld refinement of 

laboratory and synchrotron XTS data suggested γ’ phase fractions of 38.0 ± 0.5 at.% 

and 35.1 ± 0.6 at.%, respectively (see section 4.6.1). Similarly, PDF refinement of 

laboratory and synchrotron data suggested γ’ phase fractions in the QA state of 

32.4 ± 0.02 at.% and 33.6 ± 0.01 at.%, respectively (see section 4.6.3). 
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The precipitation of ordered γ’ phase in the CCA investigated in this work is in line 

with findings from literature for similar precipitation-strengthened CCAs. For 

example, Chang et al. [30] computed that the equilibrium phase constitution of the 

precipitation-strengthened CCA Al3.63Co27.27Cr18.18Fe18.18Ni27.27Ti5.45, from which the CCA 

investigated in this work is derived, is FCC γ matrix + L12-structured γ’ phase. SEM 

analysis of the 750 °C/50 h aged state of the CCA in that work suggested a γ’ phase 

fraction of approximately 28 vol.%. Corroborating this, Biermair et al. [64], who 

investigated a similar precipitation-strengthened CCA, found a γ’ phase fraction of 

approximately 35 vol.% from APT reconstructions of the same aged state. 

However, in analysis of laboratory and synchrotron XTS data, also the other 

quenched CCA samples were found to exhibit superstructure peaks at scattering 

angles 2θ below 30 ° (see section 4.6.1). Superstructure peaks arise from additional 

ordered structures superimposed on a higher-symmetry crystal structure such as the 

FCC structure in the case of the CCA. For a random or disordered SS alloy with FCC 

structure, which is an idealized state of the CCA after sufficient holding time in the SA 

temperature regime, these peaks are forbidden by symmetry. 

The origin of the specific observed superstructure peaks could be linked to the 

presence of γ’ phase also in the rapidly quenched CCA states. The γ’ superstructure 

peaks found in the scattering data of the CCA investigated in this work evolved from 

sharp peaks in the QA and the states with lower quenching rate (300, 100) to much 

more broadly diffuse ‘bumps’ in the states with higher quenching rate (Q, 5, 10). For 

the Q state, these ‘bumps’ seem to almost disappear in the background scattering (see 

section 4.6.1). This is also reflected in the evolution of the relative peak height and the 

FWHM of the superstructure peaks with material state (see section 4.6.1). The 

broadening of the γ’ superstructure peaks indicates a decrease in precipitate size and 

volume fraction of the (partially) ordered γ’ phase with increasingly rapid quenching 

rates. From comparison to the γ’ particle size observed in SEM analysis of the CCA QA 

state, which was between 10 and 20 nm (see Figure 5d and e), the size of the (partially) 

ordered regions in the maximally quenched states (Q, 5) can be assumed to be smaller 

than 5 nm. This is below the resolution limit reached in SEM, which is why no 

indication of the regions could be found in the SEM images. 
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The evolution of the γ’ superstructure peaks with increasing quenching rate from 

sharp Bragg peaks towards broad ‘bumps’ (see Figure 16d and Figure 18) is 

interpreted as a transition from LRO γ’ precipitation to suspected SRO extending over 

only a few nanometers in the investigated CCA. Strengthening this hypothesis, it is 

generally understood that SRO in crystalline materials gives rise to diffuse 

scattering (see section 2.3.1). In particular, if LRO structures are replaced by SRO 

regions, the Bragg peaks associated with the LRO structure become so broad that they 

appear as diffuse ‘bumps’ in the scattering pattern. For example, Proffen et al. [167] 

compared total scattering patterns from ordered and disordered Cu3Au, and found the 

sharp superstructure peaks (100) and (110) in the ordered state to be replaced by a 

broad ‘bump’ at 2θ ≅ 7 ° in the disordered state, indicating chemical SRO of Cu and 

Au in the latter. Furthermore, Biermair et al. [64] found small (approximately 3 nm 

sized) regions enriched in Ni and Ti in the WQ state of a similar CCA from APT 

reconstructions after homogenization (1150 °C/12 h/in air) and SA, hinting at possible 

SRO between Ni and Ti in this alloy. They also investigated material states after 10, 30 

and 50 h of aging, where growth of such regions, which were identified as γ’ 

precipitates in these states, was observed to average sizes of 11-14 nm. Hence, it can be 

assumed that in the maximally quenched states of the CCA investigated in this work, 

SRO of Ni and Ti is present as an early stage and precursor of γ’ precipitation. 

The presence of such SRO regions even in the maximally quenched CCA state (Q) 

shows the high ordering tendencies between different atom types, mainly between Ni, 

and Al and Ti, in the CCA. This leads to the assumption that this material can hardly 

be manufactured in a totally supersaturated state. The particular ordering between 

said elements, Ni, Al and Ti, is also plausible from thermodynamic considerations. The 

binary enthalpies of mixing between different pairs of elements in the Al-Co-Cr-Fe-

Ni-Ti system in the liquid state [173] are depicted in Figure 28. It can be seen that the 

binary enthalpies of mixing are the most negative for the pairs Ni and Al (-22 kJ/mol), 

and Ni and Ti (-35 kJ/mol), indicating a strong ordering tendency between these atom 

types. In this light, it may even seem plausible that SRO between Ni, Al and Ti is 

already present to some degree in the investigated CCA in the SA temperature regime, 

i.e. at 1050 °C. 
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Figure 28: Calculated binary enthalpies of mixing for elements in the Al-Co-Cr-Fe-Ni-Ti 

system in the liquid state [173] (figure adopted from [174]). Mixing enthalpies reach most 

negative values for Ni-Ti, Ni-Al, and Ti-Al pairs, indicating strong ordering tendency. 

The evolution towards increased γ’ precipitation with increasing cooling time of 

the investigated CCA states up to the QA state is evident from Rietveld refinement of 

both laboratory and synchrotron XTS data (see section 4.6.1). In Figure 27a, a 

consistent increase of γ’ phase fraction with cooling time of the CCA could be seen 

from 0.76 ± 0.28 at.% in the Q state to 38.04 ± 0.50 at.% in the QA state in the laboratory 

data, and from 4.68 ± 0.54 at.% (Q) to 35.06 ± 0.62 at.% (QA) in synchrotron data. 

Shown in the same graph, PDF refinement of both laboratory and synchrotron data 

yielded a similar trend of γ’ phase fraction with material state. Additionally, Rietveld 

refinement of laboratory and synchrotron XTS data showed a significant decrease of 

the γ lattice parameter with increasing cooling time from Q to QA state, while the 

refined γ’ lattice parameter remained largely constant, or slightly decreased with 

material state (see section 4.6.3). The decrease of the γ lattice parameter, which is 

caused by the depletion of Ti and Al in the matrix upon γ’ precipitation [64], could 

also be inferred directly from laboratory and synchrotron PDFs of the CCA. There, a 

shift of PDF peaks to lower r-values, i.e. smaller interatomic distances, with increasing 

cooling time was visible (see Figure 25). In line with this, PDF refinement of laboratory 

and synchrotron PDF data of the investigated CCA also showed a decrease of the 

γ lattice parameter with cooling time (see Figure 27). However, in laboratory PDF 

refinement, the refined γ’ lattice parameter was falsely overestimated in the more 
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rapidly quenched CCA states (5, 10) with refined values up to 3.67 Å, which is 

contradicted by the coherent nature of the γ’ phase in the investigated alloy. 

The observed increasing lattice parameter mismatch between γ and γ’ phase with 

cooling time indicates the accumulation of increasingly long-ranging microstrain at 

the γ-γ’ phase boundaries in the investigated CCA upon γ’ precipitation. The 

increased microstrain in the CCA samples resulted in a broadening of Bragg peaks 

with increasing cooling time from Q to QA state, which is visible in the high-2θ region 

of the laboratory XTS data shown in Figure 16d. This strain-induced Bragg peak 

broadening, in turn, led to a stronger damping of the PDFs with CCA material state, 

which was observed for both laboratory and synchrotron data (see Figure 22). The 

observed damping was more pronounced in the laboratory data than in the 

synchrotron data, which could stem partially from the larger spatial extent of the 

laboratory PDFs compared to the synchrotron PDFs, but could also be exaggerated to 

a certain degree due to measurement discrepancies with setting D8-2. 

Unfortunately, the presence of γ’ phase could not be directly inferred from either 

laboratory or synchrotron PDF data of the CCA investigated in this work. The local 

chemical deviations, particularly of Ni and Ti, between the γ matrix and the coherent 

γ’ phase or SRO regions apparently could not be resolved in either laboratory or 

synchrotron PDF data. This is evident by the evolution of PDF peak height and peak 

width of the NN, 2NN, and 3NN peaks (see Figure 24), which showed no significant 

correlation with material state of the investigated CCA. Theoretically, one might 

expect that the increased local chemical ordering with increasing cooling time would 

lead to different heights of PDF peaks, in particular those corresponding to the NN, 

2NN, and 3NN interactions, due to the difference in scattering power between 

different elements (see section 2.3.3). For example, Proffen et al. [167] observed 

significant differences in the first few PDF peaks between ordered and disordered 

Cu3Au. 

However, it must be stated that the PDF analysis of the early stages of γ’ precipitation 

in the investigated CCA was severely complicated from the beginning on the part of 

the material itself for two reasons. First, due to the coherent nature of the γ’ phase 

having the same principal atomic arrangement as the γ matrix, no significant change 

of the peak sequence in the PDF indicative of ordering was to be expected. Secondly, 
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due to the low amounts of γ’-forming elements Ti (5.87 at.%) and Al (3.29 at.%) in the 

CCA, the chemical differences between the γ matrix and the coherent SRO or LRO 

γ’-type regions were so marginal in terms of atomic scattering factors, that their effect 

on the low-r region of the laboratory and synchrotron PDFs was likely overshadowed 

by instrumental influences such as the termination error, as well as – in the case of 

laboratory setting D8-2 – the significant differences in scattered intensity resulting 

from pronounced ‘spotiness’ of the recorded diffractograms (see sections 4.2.2 and 

5.2.2). Hence, despite the aforementioned experimental shortcomings of the laboratory 

approach in setting D8-2 compared to setting P07B, it can be assumed that the direct 

observation of SRO between Ni and Ti in the investigated CCA from PDF analysis is 

hardly possible in general. 
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6. Conclusion & Outlook 

The first aim of the present work was to present and assess a laboratory approach 

for PDF measurement of crystalline materials. Two laboratory settings using a 

diffractometer D8 Discover from Bruker AXS in reflection geometry were presented in 

detail. Key requirements for PDF measurement, such as high Q-range, and sufficient 

counting statistics, were satisfied by using Mo radiation and utilizing a VCT strategy 

together with long data collection times of several hours, as well as using an area 

detector in setting D8-2. With this laboratory setup, a value of Qmax = 16.9 Å-1 could be 

achieved, which can be regarded as satisfactory in the scope of laboratory PDF 

measurement, but naturally falls short of the synchrotron setting at beamline P07B, 

where the achieved Qmax was 25.8 Å-1. 

From comparison of the generated laboratory PDF data for standard Ni powder with 

synchrotron data and data from literature, however, it can still be concluded that with 

the laboratory approach, high-quality PDFs of crystalline structures can be measured. 

Highlighting the strength of the laboratory approach, the high instrument 

Q-resolution reached in the laboratory settings produced structural information in the 

PDFs up to r = 200 Å or 20 nm, as opposed to only r = 70 Å or 7 nm in the synchrotron 

PDFs. This can be crucial for the structural investigation of nanoparticles with sizes 

above approximately 7 nm. 

However, the unresolved issue of eliminating undesired background scattering from 

air and sample holder at small scattering angles 2θ in laboratory setting D8-2 makes 

the presented approach objectionable, and must be addressed on all accounts in future 

work. One solution would be to perform a corrective measurement on a highly 

crystalline calibration sample of same geometry as the actual samples of interest which 

gives no diffraction peaks in the critical 2θ range below approximately 20 °, e.g. 

high-Miller index Si crystals. 

The second aim of the present work was the investigation of ordering effects, and 

in particular SRO, in solid polycrystalline samples from Ni-Ti binary alloy and a 

precipitation-strengthened CCA as a function of cooling time after SA. For this, 

Rietveld and PDF analysis of laboratory and synchrotron data from settings D8-2 and 



Conclusion & Outlook 

90 

P07B, respectively, were used in combination with microstructural and chemical 

characterization methods, i.e. SEM and EDX analysis. 

Requirements on samples for the laboratory PDF measurement in reflection geometry, 

such as uniform density, smooth surface, and negligible texture, were satisfied with 

the chosen preparation methods. In particular, HIP of the utilized material powders 

with small particle sizes below 25 µm guaranteed small to no sample texture. 

However, the crucial prerequisite for sufficient grain statistics in the laboratory 

measurement of the solid samples could not be met, and led to distinct ‘spotiness’ of 

recorded diffractograms for both Ni-Ti binary alloy and CCA samples in laboratory 

setting D8-2. As a result, considerable discrepancies in scattered intensity arose 

between different material states in the laboratory XTS data, which likely had a 

detrimental effect also on the PDFs. Hence, the improvement of grain statistics in 

laboratory PDF measurement must be addressed in future work. To this end, three 

reasonable suggestions can be made. Firstly, grain size of solid samples should be 

reduced to below approximately 10 µm. Also, care should be taken to avoid large grain 

growth during manufacturing and heat treatment of samples. Secondly, it would be 

desirable for samples to have larger width compared to the cylindrical samples in this 

work. This way, in future laboratory XTS experiments, the full beam width of 

approximately 12-15 mm could be used, thereby allowing for a much larger irradiated 

sample volume. Lastly, while the oscillation of the samples during the measurement 

significantly added to the grain statistics, further movement of samples is thinkable, 

e.g. rocking about the sample axis, to bring even more crystallites into diffraction.  

In the Ni-Ti binary alloy, the ordered hexagonal η phase was found after slow 

cooling in the FC state, with no indication of ordered phases in the quenched Ni-Ti 

states. In this regard, the findings from SEM and EDX analysis were corroborated by 

results from Rietveld refinement of the measured XTS data, but PDF refinement falsely 

overestimated the amount of η phase in the quenched Ni-Ti states. This showed that 

the chosen method for PDF analysis had trouble modelling the instrument-related 

effects in the case of laboratory PDFs, and to separate this from the influence of ordered 

phases with low amounts and similar atomic structure as the matrix. 

In the investigated CCA, γ’ phase with a phase fraction of approximately 30 vol.% 

was revealed in the QA state by SEM and EDX analysis, and γ’ superstructure peaks 
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found in the measured XTS data indicated the presence of an ordered coherent phase 

of γ’ type also in the rapidly quenched CCA states. The evolution of the superstructure 

peaks with increasing quenching rate from sharp Bragg peaks in the QA state to 

broadly ‘diffuse’ bumps in the maximally quenched CCA states was interpreted as a 

transition from LRO γ’ phase to smaller SRO regions enriched in Ni and Ti acting as 

precursors for γ’ formation in the investigated CCA. This hypothesis is supported by 

findings in literature, and would deepen the understanding of the formation 

mechanism of the strengthening γ’ phase not only in the CCA, but in general. The 

transition towards increased γ’ phase fraction in the CCA states with longer cooling 

time up to the aged state was shown not only from Rietveld refinement of laboratory 

and synchrotron XTS data, but also from PDF refinement of synchrotron data. 

Additionally, both Rietveld and PDF refinement revealed a simultaneous decrease of 

the γ lattice parameter and a stagnation, or slight increase of the γ’ lattice parameter 

with increasing cooling time of the CCA, indicating the accumulation of microstrain 

in the CCA samples upon γ’ precipitation. 

The evolution of γ’ precipitation in the CCA could be inferred indirectly from the 

shift of PDF peaks towards lower r-values with increasing cooling time, reflecting the 

decrease of the γ lattice parameter observed with other methods, as well as from an 

increased strain-induced damping of laboratory and synchrotron PDFs of the CCA. 

However, no direct evidence for γ’ or SRO in the CCA could be found from either 

laboratory or synchrotron PDFs. This can be attributed to instrument-related 

influences overshadowing the decisive small features in PDFs indicative of SRO. 

However, this was further complicated on part of the investigated material due to the 

coherent nature of the γ’ phase, and the low amounts of SRO- or γ’-forming elements 

Ti and Al in the CCA. Hence, a direct observation of SRO between Ni and Ti in the 

investigated CCA using PDF analysis is likely hardly possible in general. 

In this regard, two paths for future research can be sketched. On the methodological 

part, an optimized laboratory approach for PDF analysis could be tested on chemically 

simpler systems such as the extensively studied Cu3Au. On the material part, direct 

observation of SRO in the investigated precipitation-strengthened CCA would 

necessitate atomic resolution imaging techniques such as APT and HR-TEM, as were 

used for this with success in two recent works [53,60]. 
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In conclusion, this work proved that PDF analysis in combination with the 

presented laboratory approach for PDF measurement can be a valuable and 

comparably fast tool for investigation and characterization of the local structure of 

polycrystalline materials and also alloys with increased chemical complexity up to 

CCAs. This will pave the way to a more fundamental understanding of the effect of 

atomic-scale ordering on the material properties of CCAs designed for highly 

demanding applications in the future. 
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