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Abstract

The present thesis presents a systematic study of the influence of confinement on
structural properties of water at low temperatures. Mesoporous silica materials
with cylindrical pores on a two-dimensional hexagonal lattice (MCM-41 and SBA-
15) represent ideal model systems for analysing the phase behaviour of water in
nano-confinement. Using materials with seven different pore sizes ranging between
2 - 9 nm, the low-temperature behaviour of confined water was studied by means
of X-ray, neutron, and Raman scattering. The obtained results show that water
confined in silica mesopores represents an exceedingly complex system. The data
suggest a non-homogeneous water occupancy of the available confinement volume.
At least two spatially separated water phases exist in hydrophilic mesopores, i.e. a
non-freezable wall layer, and a structurally different water phase in the core of the
pores. The development of a distinct tetrahedral hydrogen-bonded water network
upon cooling was found only in the core part of the pores. This effect was found
to result in significantly different water density values attributed to the respective
phase. Moreover, the inner part of confined water was shown to undergo consider-
able structural changes with decreasing pore size. Additional cooling and heating
measurements revealed that the liquid-solid phase transition of the inner water is
accompanied by a density minimum situated at the freezing/melting temperature
which depends on confinement dimensions. This density minimum was interpreted
as the crossover between the anomalous density behaviour for liquid water and the
normal density change with temperature for ice. The observed temperature-induced
mesopore lattice deformation was described by a novel approach, introducing the
negative Laplace pressure as the pressure difference between the liquid and the solid
phase.

The influence of water on the mesoporous structure of the used materials was ana-
lysed within the first application of a newly developed laboratory apparatus allowing
long-term in situ phase transition studies by means of small-angle X-ray scattering.
This study revealed distinct silica matrix modification of SBA-15 material upon
repeated water sorption. The obtained data suggest that pore lattice deformation
occurring during water capillary condensation and evaporation irreversibly changes
the silica matrix by partially enclosing water within collapsed pore regions.
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Zusammenfassung

Die vorliegende Dissertation ist eine systematische Darstellung der Einflüsse der
geometrischen Begrenzung auf die strukturellen Eigenschaften von Wasser bei tie-
fen Temperaturen. Die bei den Untersuchungen verwendeten mesoporösen Silika-
Materialien MCM-41 und SBA-15 sind durch eine periodische Anordnung von zy-
lindrischen Poren auf einem zwei-dimensionalen hexagonalem Gitter gekennzeich-
net. Diese Materialien stellen ideale Modelle zur Analyse des Phasenverhaltens von
Wasser in Nano-Geometrie dar. Eingeschlossen in sieben verschieden Porengrößen
zwischen 2 - 9 nm wurde das Tieftemperaturverhalten von Wasser mittels Streuung
von Röntgenstrahlung, Neutronen und Licht (Raman-Streuung) untersucht. Die au-
ßerordentliche Komplexität des untersuchten Systems zeigte sich vor allem durch
die inhomogene Verteilung von Wassermolekülen innerhalb des Porenvolumens. Es
konnte gezeigt werden, dass in hydrophilen Mesoporen mindestens zwei räumlich ab-
gegrenzte Wasserphasen existieren. Dabei zeigt die nicht frierende Wasserschicht an
der Porenwand deutliche strukturelle Unterschiede zum restlichen Wasser in der Po-
renmitte auf. Beim Abkühlen ist der Aufbau einer tetraedrischen Bindungsstruktur
aus Wasserstoffbrücken nur für den Wasseranteil in der Porenmitte zu beobachten.
Es konnte gezeigt werden, dass dieser Effekt zu deutlich unterschiedlichen Werten
für die Dichte für die jeweilige Wasserphase führt. Darüber hinaus konnte ein sys-
tematischer Zusammenhang zwischen der Porengröße und der Struktur des Wassers
in der Porenmitte gezeigt werden. Die temperaturbedingte Dichteänderung des Po-
renwassers ist durch Minimalwerte genau an den Frier- und Schmelztemperaturen
gekennzeichnet, welche wiederum von der gewählten Porengröße abhängen. Diese
Eigenschaft wird durch den Übergang zwischen dem anomalen Temperaturverhal-
ten der Dichte für das flüssige Wasser und dem normalen für das Eis interpretiert.
Die temperaturbedingte Porengitterverzerrung wurde durch einen neuen Ansatz be-
schrieben. Dieser beinhaltet die Einführung des negativen Laplace-Drucks als die
Druckdifferenz zwischen der flüssigen und der festen Phase in teilweise gefrorenen
Mesoporen.

Der Einfluss von Wasser auf die mesoporöse Struktur der benutzten Materialien wur-
de mit Hilfe eines neu entwickelten Laborinstruments untersucht. Diese Apparatur
erlaubt in situ Langzeit-Untersuchungen von Phasenübergängen mittels Röntgen-
Kleinwinkelstreuung. Im Laufe wiederholter Sorptionszyklen von Wasser in SBA-
15 wurden deutliche Veränderungen des porösen Materials offenbart. Anhand der
Streudaten konnte die irreversible Modifikation der Porenmatrix durch die Verän-
derung der Porenoberfläche, sowie durch das Zurückbleiben von Wasser in teilweise
kollabierten Porenbereichen erklärt werden.
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1 Motivation

Studies of liquid water are essential for numerous scientific fields aiming at the un-
derstanding of the fundamentals of life. The unique structural behaviour of water is
regarded to be even more pronounced upon strong supercooling. A number of recent
computer simulation studies of liquid water suggest the existence of a liquid–liquid
phase transition between a low-density and a high-density water phase. Unfortu-
nately, homogeneous nucleation of ice prevents experimental studies of bulk liquid
water at temperatures below 235 K. Thus, no direct validation of this phenomenon
within the inaccessible temperature region, the so-called ‘‘no man’s land’’, are pos-
sible. Confining water into very narrow pores was shown to considerably extend the
temperature region for liquid water towards lower temperatures. The presence of
hydrophilic pore walls was shown to strongly modify the thermodynamic properties
of water, such as the condensation pressure, and the melting temperature. Thus,
confining water into nanopores is regarded as a ‘‘trick’’ to experimentally assess bulk
water properties within the inaccessible low-temperature region.

The aim of this thesis is to investigate the influence of confinement on the structure
and the density of water at low-temperatures. To this end, following experimental
approaches were performed:

• the bonding structure of water molecules confined in nanopores with diameters
ranging between 2 - 9 nm was studied as a function of temperature using the
inelastic scattering of light (Raman scattering)

• the corresponding water density values were extracted from additional small-
angle scattering experiments performed with X-rays (SAXS) and neutrons
(SANS)

• these small-angle experiments were corroborated by measurements of the water
ordering structure from independent wide-angle X-ray scattering experiment
(WAXS)

• beyond this, the reverse question about the influence of water on the structure
of the confining matrix was studied by the analysis of repeated water sorption
in SBA-15 material using a newly developed apparatus, which allows in situ
phase transition studies by means of SAXS
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Chapter 1 Motivation

The theoretical background of the fundamental concepts which are important for
the thesis is presented in chapter 2. An introduction of the basic water proper-
ties is given in section 2.1. This general description of water is accompanied by
the literature background summarising the current state of research in the fields
of glassy, supercooled, and confined water. A basic thermodynamic description of
phase transitions, introducing the concept of fluid sorption is provided in section 2.2.
The porous materials MCM-41 and SBA-15, which were used as confining matrices
are introduced in section 2.3. Fundamental concepts of the scattering theory, in-
cluding the elastic scattering of X-rays and neutrons, and the inelastic scattering of
light (Raman scattering) are given in section 2.4.

Chapter 3 presents details about the experimental conditions of the measurements
performed within this thesis. The setup conditions of the scattering experiments are
presented in section 3.1 (Raman scattering), and in section 3.2 (SAXS, SANS, and
WAXS). Section 3.3 describes the experimental setup for the study of repeated water
sorption in SBA-15. This section also includes a detailed presentation of the newly
developed apparatus for in situ SAXS studies of phase transitions in confinement.

Results from all experiments performed within this thesis are presented and dis-
cussed in chapter 4. The Raman scattering study of the binding structure of con-
fined water at different temperatures is presented and discussed in section 4.1. The
temperature behaviour of the density of confined water, obtained from the combined
data analysis of the performed SAXS, SANS, and WAXS experiments is presented
and discussed in section 4.2. Analysis of the observed temperature-induced pore lat-
tice deformation is presented and discussed in section 4.3. Results from the study
of repeated water sorption in SBA-15 are presented and discussed in section 4.4.

Chapter 5 contains a general summary and discussion of the obtained results, in-
cluding further suggestions of possible expansion of the performed studies.
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2 Fundamentals

2.1 Water

The important role of water for life on Earth is apparent. It is involved in all
components of the climate system, including the atmosphere, the hydrosphere, the
cryosphere, the land surface and the biosphere [Bates, 2008]. The majority of water
is located in oceans (97.3 %). The remaining water is located in glaciers (2.1 %),
ground water (0.6 %), and lakes and rivers (below 0.01%) [EET, 2012]. In general,
for the development of a living organism, a liquid medium is needed in order to
enable transport of molecules which are necessary for its existence [Impey, 2011].
For life on Earth, this liquid medium is water, it dissolves a wide variety of materials
and simultaneously assists molecular transport within the cells. Water can also act
as a protection shield against harmful ultraviolet (UV) radiation. In the history
of early Earth the first forms of life are regarded to have developed in deep water
[Impey, 2011]. The key role of water in human history is visible along the entire
time line including Egyptian, Greek, Roman, Chinese and other cultures. The
understanding of the unique properties of water has played a central role in science
since millenia [Franks, 2000]. Going back to Plato’s and Aristotle’s classical four
element theory, water has long time been regarded as a single element, even after
earth, fire and air had been recognised for what they actually were. Water science has
always been interdisciplinary. Its influence on developments in numerous scientific
fields is immense. In this way, water properties often constituted significant defining
parameters in history of new discoveries, such as in studies of optical science by
Roger Bacon, or in development of hydrostatics and fluid dynamics by Blaise Pascal
and later by Leonhard Euler, or in understanding of tides by Galileo Galilei and
Johannes Kepler, only mentioning some of them. A contemporary scientific point
of view about water properties can be found in Leonardo da Vinci’s “Del moto e
misura dell’acqua”. The image of water as a single element remained unchanged
until the end of the 18th century, when Antoine de Lavoisier and Joseph Priestley
demonstrated water to be a “mixture” of elements.
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Chapter 2 Fundamentals

2.1.1 General properties

104.5°

hydrogen bond

covalent bond

dipole moment
104.5°

non-bonding

electron pairs

+

-

+

-

Figure 2.1: Hydrogen-bonded
water molecules.

The key-role of water in shaping our living envir-
onment is based on its unique physical proper-
ties together with its essential influence in the
course of chemical reactions. Although water
is one of the most “common” substance in our
daily life, many of its properties are still re-
garded as unusual and counterintuitive. For in-
stance, liquid water expands if it is sufficiently
cold and becomes more compressible with fur-
ther cooling, and it gets less viscous by compres-
sion. There are more than 14 different forms of
crystalline ice which have been identified so far
[Petrenko & Whitworth, 1999]. At least nine of
those are stable over some range of temperat-
ure and pressure and other forms are metastable
[Debenedetti & Stanley, 2003].

In a water molecule the central oxygen atom is
covalently bound to each of the two hydrogen atoms by a shared pair of electrons
(see Figure 2.1). However, only two of the six outer-shell electrons of oxygen are
used for the covalent bonds, leaving two non-bonding electron pairs. In order to
minimise the repulsion, the two negative charged electron clouds together with the
hydrogen atom arrange themselves in a tetrahedral geometry with the oxygen atom
in the centre (Figure 2.2). The angle resulting from a tetrahedral structure is 109.5°.
However, for H2O the two non-bonding electron pairs exert a stronger repulsion
against the bonding ones, thus the two hydrogen atoms are closer together. This
leads to the distorted tetrahedral bond angle of 104.5° which is characteristic for
a water molecule. Although a water molecule is electrically neutral, the charge
distribution is not uniform. The negative charge of the oxygen atom on the one side
and the positive of the two hydrogen atoms on the other, generate an electric dipole
moment.

A partially positive hydrogen atom of the one water molecule is electrostatically
attracted to the partially negative oxygen atom of a neighbouring water molecule,
resulting in a so-called hydrogen bond (HB) (see Figure 2.1). The development of
large hydrogen bonded clusters into stable networks is responsible for some of the
anomalous characteristics of water at low temperatures. Remarkably, water is one
of the few known condensed matter systems whose solid form is less dense than
the liquid. The volume change of water in the temperature range between 200 -
320 K is shown in Figure 2.3. The large density decrease of about 9 % on freezing
explains why ice floats on water and why water-filled bottles burst when they freeze.
Ordinary hexagonal ice is characterised by fully developed tetrahedral HB network
lattice which implies larger atomic distances than for liquid water (see Figure 2.4).
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2.1 Water

Figure 2.2: Tetrahedral
structure of a water mo-
lecule. White spheres
indicate the hydrogen
atoms, red sphere is
the oxygen atom. Non-
bonding electron clouds
are shown in cyan.

At atmospheric pressure, the hexagonal ice is stable
between 72 and 273 K [Debenedetti, 1996]. How-
ever, water can also be found in its liquid phase in-
side the crystalline domain of stability. Liquid water
in this metastable state is called supercooled. Par-
ticularly, in this temperature region the unusual be-
haviour of water becomes most pronounced. Even
minor perturbations of this labile equilibrium trig-
ger the sudden transition into the stable crystalline
phase. Dissolved and suspended impurities or mech-
anical perturbations can lead to the spontaneous wa-
ter freezing. At ambient pressure, and without as-
sistance of impurities or surfaces the limit of wa-
ter supercooling, the so-called temperature of homo-
geneous ice nucleation, is around Th ≈ 231 K (see
subsection 2.2.3). Once frozen, the heating process
of ice does not exhibit any metastability in this tem-
perature region, thus at ambient pressure the melting
point of ice is a well-defined parameter and is situ-
ated at Tm = 273.16 K. For higher temperatures,
liquid water density first increases due to further distortion of the HB structure and
reaches a maximum at 4° C at ambient pressure (TDM - temperature of density
maximum). For temperatures above TDM the thermal expansion predominates and
the “normal” density change with temperature is observed.

2.1.2 Water polyamorphism

If water is cooled fast enough (cooling rates around 106 K/s), crystallisa-
tion can be avoided, and water then becomes an amorphous solid - a glass.
Glassy water is thought to be the most spread water form in the universe
[Debenedetti & Stanley, 2003]. It is observed as a frost on interstellar dust, con-
stitutes the bulk of matter in comets, and is thought to play an important role in
the phenomena associated with planetary activity [Jenniskens & Blake, 1994]. Al-
though glassy water is a solid, its structure exhibits a disordered liquid-like arrange-
ment [Mishima & Stanley, 1998]. Three forms of amorphous solid water have been
described so far. The existence of low-density amorphous ice (LDA) was reported 75
years ago for the first time by Burton and Oliver [Burton & Oliver, 1936]. Almost
50 years later a second kind of amorphous ice, high-density amorphous ice (HDA)
with ~ 25% higher density was discovered [Mishima, 1984, Heide, 1984]. A pressure-
induced fist-order transition between these two glassy water states was suggested one
year later [Mishima, 1985]. The nature and type of this transition is however ques-
tioned by several scientific groups until today [Tse, 1992, Sastry, 1996, Angell, 2008].
The LDA-HDA transition includes a rapid water compression up to several kbar

9



Chapter 2 Fundamentals

Figure 2.3: Water specific volume change with temperature. Data taken from
[Landolt & Boernstein, 1977, Hare & Sorensen, 1987].

Figure 2.4: Five-molecule HB structure of water. Bond types are indicated in
Figure 2.1. Figure adapted from [Walrafen, 1964].
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2.1 Water

at temperatures around 130 - 140 K [Mishima, 1994]. Recently, very-high-density
amorphous ice (VHDA) has been proposed as a third, distinct form of glassy wa-
ter [Loerting, 2001, Finney, 2002]. This multiplicity of different glassy water states
constitutes the so-called polyamorphism of water [Poole, 1995]. It implies different
structures and different bulk properties, such as the density for the tree glassy wa-
ter states. Figure 2.5 shows routes for the formation of LDA, HDA and VHDA,
respectively.

LDA HDA VHDA

Vapour Liquid Ice Ih

rapid 

cooling

compression

decompression

compression

+ rapid cooling

< 130 K compression

at 77 K

strong compression*

isochoric heating

Ice Ic
heatingheating

decompression ~ 127 K * ~19 kbar

Figure 2.5: Formation of low-density (LDA), high-density (HDA) and very-high-
density (VHDA) amorphous ice. Cubic and hexagonal ice are denoted as Ic and
Ih, respectively. Figure adapted from [Debenedetti & Stanley, 2003].

The exact value for the water glass transition temperature Tg is difficult to de-
termine experimentally. Only indirect extrapolation of the measured parameters,
such as the heat capacity cp obtained either at very low or at very high temper-
atures, gives hints about the water glass transition temperature. Thermodynamic
parameters like the thermal expansion coefficient (∂V/∂T )p or the isobaric heat
capacity (∂H/∂T )p change abruptly but continuously at Tg. Defining a glass trans-
ition from dynamic measurements implies an extrapolation of the characteristic
molecular relaxation time to the value of 100 s [Debenedetti & Stillinger, 2001].
For water the commonly accepted value at ambient pressure is Tg = 136 K
[Debenedetti & Stanley, 2003]. The working group around Angell observed in the
course of heating of LDA the beginning of the thermal relaxation at sufficiently
higher T/Tg values compared to other glass-forming liquids [Velikov, 2001]. Angell
and co-workers argue Tg = 165 K to be the true value. This reassignment is con-
troversial. Spontaneous crystallization of LDA into cubic ice Ic is found to occur
around 150 K [Debenedetti & Stanley, 2003]. A number of different experimental
parameters, such as sample preparation or the experimental heating rate, seem to
have considerable influence on the reported results [Angell, 2008]. This phenomenon
is visualised in Figure 2.6. At a slow heating rate the glass transition is observed at
a lower temperature than for faster heating rates. Thus, alternative values for the

11



Chapter 2 Fundamentals

transformation from LDA to crystalline cubic ice have been reported so far, ranging
between 132 K and 160 K [Handa & Klug, 1988, Angell, 2002, Kohl, 2005].

Temperature

liquid

crystal

glass

b
a

TmTgbTga

Figure 2.6: Temperature dependence of the volume or enthalpy of a (normal)
liquid at constant pressure. Tm is the melting temperature. Paths of slow
and fast heating rates are denoted by a and b, respectively. The corres-
ponding glass transition temperatures are Tga and Tgb. Figure adapted from
[Debenedetti & Stillinger, 2001].

These experiments illustrate that the exact temperature behaviour of water around
the temperatures of the glass transition Tg and around the temperature of homo-
geneous nucleation Th is difficult to probe experimentally. However, experimental
results reported on water around Tg and Th suggest singular behaviour of thermo-
dynamic parameters, such as heat capacity in Figure 2.7. Moreover, there is a gap
between Tg and Th, the so-called “no man’s land” [Debenedetti & Stanley, 2003],
where no direct data on bulk liquid water are available.

2.1.3 Supercooled water

Within the last two decades, a new scientific topic has found remarkable interest
within the worldwide water research community. In case that water would not form
an open tetrahedral HB network, as in crystalline ice, the development of liquid wa-
ter properties in the supercooled regime would significantly change [Angell, 2008].
The knowledge of how water behaves inside the no man’s land may give a bet-
ter understanding of the fundamental driving mechanisms for water outside of this
region [Soper, 2008]. Thus, entering the no man’s land has become a “challenge”
[Angell, 2008].

The general motivation implies the search of a coherent explanation for the following
experimentally observed phenomena [Debenedetti & Stanley, 2003]:

12



2.1 Water

Figure 2.7: Experimental heat capacity data of water in four different states.
Data taken from [Angell, 1982, Handa & Klug, 1988, Hofer, 1991, Tombari, 1999,
Kohl, 2005].

• the sharp increase in isothermal compressibility, the thermal expansion coeffi-
cient and the isobaric heat capacity upon supercooling (see Figure 2.7)

• the nature of transition between LDA and HDA

• the relationship between a number of similar properties of supercooled and
glassy water

The unusual behaviour of bulk water has already been described by
many “classic explanations” [Bernal & Fowler, 1933, Lennard-Jones & Pople, 1951,
Eisenberg & Kauzmann, 1969], including a simple two-state model dating back to
Röntgen [Roentgen, 1892]. Since direct measurements inside the no man’s land are
largely not feasible, only the application of thermodynamic principles on data meas-
ured on both edges of the gap is possible [Starr, 2003]. Four hypotheses are under
current discussion [Mishima & Stanley, 1998, Stanley, 2009, Stanley, 2011]:

1. The stability limit hypothesis: A continuous stability limit line ps(T ) within
the pressure-temperature phase diagram is defined by the thermodynamic con-
dition (∂p/∂V ) → 0 as p → ps(T ). Starting from the critical point at high
temperatures it bounds the superheated, stretched, and supercooled states.
The response functions (response of density ρ or entropy S to change in tem-
perature T or pressure p) diverge approaching the line of stability. Particularly,
the shape of the ps(T ) line is responsible for the thermodynamic anomalies of
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Chapter 2 Fundamentals

water. For more detailed information about the stability limit hypothesis see
Ref. [Speedy, 1982].

2. The singularity-free hypothesis considers the possibility that the observed
poly-amorphic water transitions are essentially relaxation phenomena resem-
bling a genuine first-order transition. Thus, the observed rapid rise of re-
sponse functions does not compulsory imply a singularity behaviour. In
terms of the percolation theory water is described as a locally structured
transient gel with water molecules forming the continuous phase linked by
the HB network [Stanley & Teixeira, 1980]. The number of HBs increase
with decreasing temperature locally forming “patches” or bonded subdomains
[Geiger & Stanley, 1982], and thus leading to enhanced fluctuations of specific
volume and entropy. The detailed description of this hypothesis is given in
Ref. [Sastry, 1996].

3. The liquid-liquid phase transition hypothesis is based on molecular dynamics
(MD) studies of water structure and of the equation of state of supercooled
water [Poole, 1992]. This hypothesis presumes a first-order phase transition
between LDA and HDA. These two vitreous water forms are claimed to be the
low-temperature expressions of two different phases of liquid water, i.e. low-
density liquid (LDL) and high-density liquid (HDL). The two water phases
are separated by a phase transition line ending in a second critical point (see
Figure 2.8). Similar to the situation near the known high-temperature critical
point (see subsection 2.2.1), bulk water near the liquid-liquid critical point is
described as a fluctuating mixture of the two different local structure phases.
While in the former case the two structures resemble the liquid and gas phases,
in the latter one the local water structures correspond to those of LDL and
HDL. The two particular phases are indistinguishable beyond the correspond-
ing critical point which is located around 1.4 kbar and 200 K in the water
phase diagram [Poole, 1992]. The dramatic increase in response functions ob-
served in supercooled bulk water is described in terms of critical fluctuation
arising beyond the second critical point [Debenedetti & Stanley, 2003].

4. The critical-point free hypothesis proposes an order-disorder transition, similar
to what happens in crystalline C60, with the possibility of a weak first-order
transition character between the two liquid water phases [Angell, 2008]. Sim-
ilar to the first hypothesis, this scenario effectively predicts a continuous locus
of stability limit. It does not exclude the possible existence of second critical
point, but it does not require it. How this most recent suggestion relates to
the full phase diagram of water remains to be determined [Soper, 2008].

The four scenarios predict fundamentally different water behaviour, although each
of them has been rationalised as a consequence of the same microscopic interaction,
namely the HB network [Stanley, 2011].

Particularly, the third hypothesis obtained considerable support from the expand-
ing computer simulation community [Ponyatovskii, 1994, Poole, 1994, Borick, 1995,

14



2.1 Water

T
h
(homogenous nucleation

temperature)

widom

line

T
g
(glass transition

temperature)

LDL

HDL

C´

gas

liquid

P
re

s
s
u

re

Temperature

1.4 kbar

200 K

1 bar

210 K

C

Figure 2.8: Schematic phase diagram of water adapted from
[Debenedetti & Stanley, 2003]. The axes are not linear. The critical point C is
situated at the end of the gas-liquid coexistence line (see also subsection 2.2.1).
The second critical point C’ is suggested to be situated at the end of the
HDL-LDL coexistence line.

Moynihan, 1997, Tejero & Baus, 1998, Poole, 2005, Paschek, 2005]. Development
in computational power has offered new opportunities in studying scientific is-
sues by computer simulations. The question about the configuration of wa-
ter molecules at very low temperatures has become “ideally suited to compu-
tational scrutiny and simulations” [Debenedetti & Stanley, 2003]. Various mod-
els of potentials for water molecules, such as ST2 [Stillinger & Rahman, 1974],
TIPS2, TIP3P, TIP4P, [Jorgensen, 1983], ST2RF, SPCE [Berendsen, 1987], TIP5P
[Mahoney & Jorgensen, 2000] or mW [Molinero & Moore, 2009] have been de-
veloped so far. In the simplest models, such as TIP3P and TIP4P H2O is treated
as a rigid molecule only relying on intermolecular forces. The Coulomb potential
is used for the electrostatic interaction and the Lennard-Jones potential is respons-
ible for the dispersion and repulsion forces [Stapleton, 1988]. The computational
effort largely increases with the number of interaction sites included in a water
model. Thus, “none of the existing empirical water models can adequately describe
the whole phase diagram of bulk water” [Brovchenko & Oleinikova, 2008].
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2.1.4 Confined water

The possible existence of a second critical point in the water phase diagram,
which is claimed to trigger a “liquid-liquid phase transition” has found support-
ing feedback not only from the theoretical and computational studies. Recent ex-
perimental studies demonstrated the possibility to enter the water no man’s land
by confining water into very narrow pores [Christenson, 2001]. In order to pre-
vent freezing, water is typically contained in thin, smooth walled silica capillar-
ies, such as Vycor glass [Zanotti, 2005] or micellar-templated MCM-41 and SBA-15
silica [Schreiber, 2001, Oguni, 2007, Jahnert, 2008b]. Also measurements of wa-
ter confined in carbon nanotubes [Mamontov, 2006] and in activated carbon pores
[Bellissent-Funel, 1996, Yamaguchi, 2006] have been reported. The possibility to su-
percool water below the temperature of homogeneous nucleation can be described by
the Gibbs-Thomson effect in confined geometry (see subsection 2.2.3). Thus, con-
fining water into very narrow pores with sizes of only few nanometers was regarded
as a “trick to enter the no man’s land” [Mallamace, 2007b].

Recently, with a series of publications in high impact journals, such as PNAS
or Nature Physics, two research groups from the Massachusetts Institute of
Technology (MIT) in the United States and from the University of Mess-
ina in Italy, showed the possibility to extract low-temperature properties of
bulk water from experimental studies on confined water [Xu, 2005, Chen, 2006b,
Chen, 2006a, Liu, 2007, Mallamace, 2007b, Mallamace, 2008, Xu, 2009]. Confin-
ing water into pores of less than about 2.5 nm is claimed to open new pos-
sibilities to experimentally validate computer simulation results of bulk water
within the inaccessible temperature region. The essential results from these
experiments is that “something happens approximately 10 K below the homo-
geneous nucleation temperature of bulk water” [Stanley, 2009]. The observed
phenomena are claimed to arise from the presence of a liquid-liquid critical
point, more precisely from crossing the widom line [Franzese & Stanley, 2007],
which is the extension of the proposed LDL-HDL coexistence line into
the one-phase region (see Figure 2.8) [Chen, 2006b, Chen, 2006a, Liu, 2005,
Liu, 2007, Liu, 2008, Mallamace, 2006, Mallamace, 2007b, Mallamace, 2007a,
Mallamace, 2008, Xu, 2005, Xu, 2009, Zanotti, 2005, Zhang, 2009]. However,
there is no general agreement on exactly how to interpret the observed results
[Stanley, 2009].

The above mentioned studies present a number of pioneering results in water re-
search. Particularly three distinct phenomena are found in experimental studies on
confined water:

• The transition between two distinct water phases which are characterised by
a different degree of HB network development, observed by Fourier-transform
infrared (FTIR) measurements [Mallamace, 2007b, Mallamace, 2007a].

• A water density minimum at about 210 K from the temperature-induced
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change of the small-angle neutron scattering (SANS) signal [Liu, 2007,
Liu, 2008, Zhang, 2009].

• A crossover in the temperature dependence of the characteristic relaxation
time of water molecules, including a “fragile-to-strong transition” and
the “violation of Stokes-Einstein relation”, observed by various experi-
mental techniques, such as high-resolution quasi-elastic neutron scattering
(QENS) [Faraone, 2003a, Faraone, 2003b, Liu, 2004, Liu, 2005, Zanotti, 2005,
Chen, 2006a, Swenson, 2005, Swenson, 2006, Hedstrom, 2007], nuclear-
magnetic resonance (NMR) [Chen, 2006b, Mallamace, 2006, Mallamace, 2008]
and neutron resonance spin-echo (NRSE) [Bellissent-Funel, 2000,
Swenson, 2001, Yoshida, 2008].

All above phenomena are assigned to the same temperature region of ~ 210 - 225
K at ambient pressure. The corresponding experimental data were measured on
water confined in pores of approximately 1.5 - 2.0 nm pore size. There is no ques-
tion concerning the existence of these phenomena. Their observation is doubtless.
However, the connection of these observations to the properties of bulk water is cur-
rently a matter of debate among the water community. Some scientists claim that
there should be no influence of confinement other than the stabilization of the liquid
phase at very low temperatures [Stanley, 2011]. Others doubt this statement, since
introducing water in strong confinement, in order to prevent freezing, progressively
makes water “less bulk-like, and water-substrate interactions start to influence both
the structure, dynamics and thermodynamic functions” [Soper, 2008, Johari, 2009].
Accordingly, it remains an open question about the real influence of confinement on
the reported water phenomena stated above.
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2.2 Thermodynamics

This chapter provides a basic thermodynamic description of a transition between
two phases. The difference between the two cases of a planar, and of a curved in-
terface is discussed. The derivation of the Kelvin equation is based on the identity
of the chemical potentials for a curved liquid and the vapour surrounding it. The
detailed analytical derivation is based on the Ref. [Powles, 1985]. The description
of melting point depression in confined geometry is presented by two different ap-
proaches. The first describes this process in terms of the classical nucleation theory
suggested by [Volmer & Weber, 1926]. An alternative approach suggests a curved
solid-liquid interface, and correlates the melting point depression with the reduced
liquid pressure in pores [Batchelor & Foster, 1944, Everett, 1961]. Both approaches
are shown to lead to the Gibbs-Thomson equation. Further, this chapter provides a
basic introduction of the phenomenology of the gas sorption mechanism. Hereby, the
context is oriented on general literature about gas sorption [Cohan, 1938, Sing, 1985,
Zhao, 1998, Rouquerol, 1999], and on some of recently published work in this field
[Schreiber, 2002, Wallacher, 2005b, Knorr, 2008, Erko, 2008].

2.2.1 Phase transition, critical point

Experience shows that many substances can exist in different phases. Some familiar
examples include the gaseous, the liquid, the solid, the paramagnetic, the ferro-
magnetic, or the superfluidic phases [McGraw-Hill, 2005]. A transition between two
phases can occur either discrete or continuously. For an arbitrary thermodynamic
path a first-order phase transition is defined by a non-analytic discontinuity in the
development of the first derivatives of the Gibbs’ potential, or the free enthalpy
G = G(p, T, N):

G(p, T, N) = U(S, V, N) + pV − TS, (2.1)

dG = −SdT + V dp, (2.2)

here U denotes the internal energy, T is the temperature, p is the pressure, V is the
volume, N is the particle number, and S is the entropy. For higher-order transitions
the old phase transforms into the new one in a continuous manner. Regarding the
example of water, both, gas-liquid and liquid-solid phase transitions are character-
ised by a dramatic change of its physical properties. A transformation from one
phase to another results in abrupt change in thermodynamic state functions, such
as density and enthalpy. The liquid-gas transition of water, for instance, results in
the 1600-fold density decrease [Dill & Bromberg, 2011].
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2.2 Thermodynamics

The equilibrium coexistence line determines points within the p − T diagram, where
the two different phases are stable at the same time. Hence, for a given temperature
a liquid is in equilibrium with its vapour state at the corresponding saturation pres-
sure. In analogy, for a given pressure a phase transition occurs at the corresponding
transition temperature. At a phase transition point the equilibrium condition re-
quires identity of the chemical potential µ for both phases:

µa(T, p) = µb(T, p), (2.3)

with µa and µb being the chemical potentials of phases a and b, respectively. The
total differential of the above equation can be written as:

(
∂µa

∂T
)pdT + (

∂µa

∂p
)T dp = (

∂µb

∂T
)pdT + (

∂µb

∂p
)T dp. (2.4)

Using the Gibbs-Duhem-Relation Ndµ = −SdT + V dp gives:

(Va − Vb)dp = (Sa − Sb)dT, (2.5)

and one obtains the so-called Clausius-Clapeyron equation, which describes the slope
of the equilibrium coexistence line:

dp

dT
=
1

T

∆H

∆V
. (2.6)

The quantities ∆H = T∆S and ∆V indicate the differences in enthalpy (latent
heat) and in volume for the two phases. As previously mentioned, the two de-
rivatives of the Gibbs potential, i.e. the Volume V = (∂G/∂p)T and the entropy
S = (∂G/∂T )p change discontinuously by crossing the phase transition line defined
in Equation 2.6. Approaching the critical point, the discontinuous change in volume
and entropy vanishes (∆V → 0 and ∆S → 0). Beyond the critical point the two
previously distinct phases become indistinguishable. The properties of these two
phases approach one another resulting in a single one. The position of the critical
point in the p-T diagram for water is T = 647 K and p = 218 bar [Tipler, 1994] (see
also Figure 2.8).
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2.2.2 The effect of curvature

The effect of a curved fluid surface is important for many thermodynamic systems.
Water droplets in clouds, for instance, are in equilibrium with the supersaturated
environment. Capillary condensation in mesopores takes place below the corres-
ponding saturation pressure of the bulk liquid. Both effects can be related to the
shape of the liquid-vapour interface.

For the case of a flat liquid-vapour interface, in equilibrium the pressure of the
liquid pl is equal to that of the vapour phase pv. This quantity is further denoted
as the bulk saturation pressure p0. For a thermodynamic system characterised by
a curved liquid-vapour interface, the equilibrium pressure of the liquid differs from
that of the vapour phase pl Ó= pv. For a spherical fluid droplet with radius R, the
pressure difference between the two phases is determined by the surface tension σlv,
representing the energy which is necessary in order to create a new unit surface
of the liquid, and the curvature of the interface 1/R. In equilibrium, a change of
the droplet volume energy pdV is compensated by the change of its surface energy
σlv ·dA , which corresponds to the energy balance (pl −pv) ·4πR2dR and σlv ·8πRdR,
respectively. Combining both quantities yields the pressure difference ∆p = pl − pv

for a curved fluid surface:

∆p ≡ Π = 2σlv

R
. (2.7)

Equation 2.7 is named after Thomas Young and Pierre-Simon Laplace who inde-
pendently derived this equation in 1805. For an arbitrary curved interface of two
arbitrary phases with the principle curvatures 1/R1 and 1/R2 the pressure difference
is calculated by:

Π = σlv(
1

R1

+
1

R2

) (2.8)

Note that the sign of Π depends on the shape of the curved interface. For convex
surfaces, as for a spherical fluid droplet, the pressure difference (pl − pv) is positive.
For concave interfaces Π is negative (see Figure 2.9).

The new saturation pressure resulting from the curved fluid-vapour interface can
be calculated applying the identity of the chemical potentials for the two phases in
equilibrium (see Equation 2.3). The corresponding physical quantities are assigned
by the index ∞ for the case of a flat surface with the infinite curvature radius. For
the case of a curved surface the assignment by the index R is performed:

µR
l − µ∞

l = µR
v − µ∞

v . (2.9)
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Figure 2.9: Young-Laplace pressure Π caused by a curved liquid surface. Planar
interface with an infinite curvature radius (left). Fluid droplet with a convex
surface (middle). Concave fluid meniscus in a mesopore (right). The liquid-
vapour interface is denoted by the dark blue line.

The phases a and b from Equation 2.3 now correspond to those of the liquid and
the vapour, assigned by the indices l and v, respectively. With the Gibbs-Duhem-
Relation for constant temperature Ndµ = V dp one obtains after the integration:

pR
l
ˆ

p∞

l

dp

ρl

=

pR
v
ˆ

p∞

v

dp

ρv

, (2.10)

here ρl and ρv denote the number density values of the two phases. As mentioned
at the very beginning of this subsection, the saturation pressure p0 for a flat fluid-
vapour interface is equal to those of the liquid and the vapour phases. Hence,
p∞

l = p∞

v = p0. Assuming the vapour phase to be an ideal gas p = ρvkT (assumption
I), with Equation 2.7 one obtains:

2σsl
R

+pR
v

ˆ

p0

1

ρl

dp =

pR
v
ˆ

p0

kT

p
dp, (2.11)

k is the Boltzmann constant and T is the temperature. For an incompressible liquid
(ρl(p) = ρl) at the coexistence point (assumption II), the integration gives:

1

ρl

(
2σlv

R
+ pR

v − p0) = kT ln(pR
v /p0). (2.12)

Thirdly it is assumed that the Young-Laplace pressure is much larger than the
pressure difference between the new saturation pressure pR

v and that of the bulk p0,
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2σlv/R ≫ (pR
v − p0) (assumption III). The result is the so-called Kelvin equation,

which gives the saturation pressure of a curved liquid:

pR
v = p0 · exp(

2σlv

R

1

ρlkT
) = p0 · exp(Π

V M
l

RGT
), (2.13)

where V M
l is the molar volume of the liquid phase, and RG is the gas constant.

Figure 2.10: The contact angle α
determines the surface wetting be-
haviour.

This equation shows an increase of the satur-
ation pressure for the case of convex liquid-
vapour interfaces, and its decrease for con-
cave interfaces, as compared to flat inter-
faces. For a system which is characterised
by a concave liquid-vapour interface, as for
a liquid in a mesopore Figure 2.9, the intro-
duction of the solid wall as a third phase is
necessary. A liquid droplet on a solid surface
is determined by three different specific en-
ergies of interaction (see Figure 2.10). The
actual shape of the droplet depends on the

particular magnitude of the values for σwl, σwv and σlv, representing the respect-
ive wall-liquid, wall-vapour and liquid-vapour specific interaction energies. The
strength of interaction of the solid wall with the liquid is usually described in terms
of the contact angle α. The relationship between the contact angle and the corres-
ponding specific surface energies of the three phases is given by the Young-equation
[Hunter, 2001]:

σwl + σlvcosα − σwv = 0. (2.14)

Good surface wetting implies σwl < σwv, giving a contact angle below π/2 (surface
coverage is favoured). For a perfectly wetting surface with α = 0 Equation 2.14
reduces to the so-called Antonow relationship σwv − σwl = σlv [Antonow, 1907]. In
contrast, for poorly or non-wetting surfaces with σwl > σwv (wall-vapour interface
is favoured) wetting angles between π/2 and π, are observed.

The mechanism of capillary condensation (i.e. the gas-liquid transition) in meso-
pores is described in terms of the formation of a hemispherical meniscus with a
concave liquid-vapour interface. The nature of phase transitions in confined geo-
metry is dependent on the interaction strength between the three phases, i.e. wall,
vapour and liquid. For non-perfect wetting systems in equilibrium the radius of the
curved fluid-vapour interface R is larger than that of the pore Rp, giving R = Rpcosα
(see Figure 2.11). The Kelvin-equation is often used for the purpose of determining
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R
Rp

α

R = Rp / cos α

wall

liquid vapour

α

Figure 2.11: Non-perfect fluid wetting behaviour in a pore with Radius Rp. The
wetting angle θ depends on the magnitudes of the different specific interface en-
ergies σi, determined by Equation 2.14.

the pore radius of a porous material. The equilibrium pressure pR
v in Equation 2.13

for the formation of a curved fluid meniscus in a cylindrical pore with radius Rp

leads to the following formula:

ln(
pR

v

p0

) =
2σlvcosα

Rp

V M
l

RGT
, (2.15)

where σlvcosα is regarded as the difference of the specific surface interface energies
(σwv − σwl) (see Equation 2.14). An important aspect can also be easily observed
in Equation 2.15. In hydrophilic confinement (α < π/2 ) the liquid-vapour phase
transition is shifted to lower pressures compared to the bulk saturation pressure
p0. Consequently, water in hydrophobic confinement (α > π/2) condensates at
pR

v /p0 > 1. Hence, the effect of fluid curvature in mesopores is already included by
the contact angle.

2.2.3 Homogeneous nucleation (Gibbs-Thomson effect)

Nucleation theory

The fist step of the vapour-liquid (or the liquid-solid) phase transition is character-
ised by an accumulation of gas molecules (or those of a liquid) to small droplets (or
clusters) of the new phase [Schmelzer, 2005]. In the classical theory this process is
described in terms of formation of a nucleus of the new phase. In analogy to the
previously derived effect of curvature one uses the argument that the change of the
free enthalpy (see Equation 2.1) is given by the energy balance between the spent
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surface energy and the gained volume energy [Volmer & Weber, 1926]:

∆G = Aσ − V GV , (2.16)

where σ and GV are the specific energies of the surface A and the volume V , re-
spectively. For a spherical nucleus, e.g. for a liquid droplet in vapour, one obtains:

∆G = 4πR2σ − 4πR3

3
GV , (2.17)

where σ = σlv (or σ = σsl) denotes the surface tension of the liquid (or the specific
solid-liquid interface energy) and R is the nucleus radius. The development of the
free enthalpy change∆G with the radius of the nucleus R is visualised in Figure 2.12.
It exhibits a maximum at a particular value which is the so-called critical radius R∗.

Figure 2.12: Energy balance from Equation 2.17 as a function of the nucleus radius
below the bulk phase transition point.

The value for the critical radius can be calculated from taking the derivative of the
energy balance in Equation 2.17. The result yields the size of the critical radius
which must be formed before a droplet (or a solid crystal) is stable and begins to
grow:

R∗ =
2σ

GV

. (2.18)

Note that both, the vapour-liquid phase transition (condensation) and the liquid-
solid phase transition (freezing) can be described in a similar way. Nuclei with the
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radius smaller than R∗ are not stable and evaporate (remain in liquid state). If the
nucleus radius exceeds the value of R∗, rapid growth of liquid droplets (solid clusters
occurs). Inserting the critical radius into Equation 2.17 leads to the barrier height
for a stable nucleus (activation energy):

∆G∗ =
16πσ3

3G2
V

. (2.19)

Combining the differential form of the free enthalpy (Equation 2.2) with the Gibbs-
Duhem relation for constant temperature Ndµ = V dp one obtains that the volume
energy GV is proportional to the difference of the chemical potentials of the two
phases. In equilibrium, this difference is zero, which gives infinite values for R∗ and
∆G∗ exactly at the bulk phase transition point.

Gibbs-Thomson equation

The radius R∗ of the stable spherical nucleus in supercooled regime can be calculated
using the definition of the free enthalpy in equilibrium:

GV = (∆H − T∆S)/V = 0. (2.20)

For the liquid-solid transition the change in volume V can be neglected. Hence,
one uses ∆S ≈ ∆S0 = ∆H/T0, with the bulk melting temperature T0.
From Equation 2.20 one obtains the volume energy for a supercooled fluid
[Christenson, 2001]:

GV ≈ ∆H
(T0 − T )

T0V
. (2.21)

This equation can be understood as the change of the chemical potential of the
liquid in the supercooled regime (GV ∝ (µ − µ0), with µ0 being the value at T0,
compare this also with Equation 2.9). Inserting this result into Equation 2.18 leads
to the so-called Gibbs-Thomson equation, which relates the size of the stable nucleus
to the corresponding degree of supercooling. Hence, the melting point suppression
∆Tm of a spherical crystal with the radius R∗ is given by:

∆Tm = T0 − Tm =
2σsl

R∗

V MT0

∆HM
. (2.22)
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liquid

phase

solid

phase

T = Tm

Tm < T < T0

T = T0

Figure 2.13: Overfilled pore with bulk solid outside and confined liquid within a
pore. The curvature of the liquid meniscus changes with the temperature. Figure
adapted from [Everett, 1961].

This effect is important for studies of freezing and melting processes of confined li-
quids. The depression of the water melting point was shown to follow Equation 2.22
by confining water into mesoporous MCM-41 and SBA-15 silica materials (see
section 2.3) [Schreiber, 2001, Jahnert, 2008b]. Due to the geometrical restriction
of a mesopore, a stable nucleus can only be formed at lower temperatures compared
with the bulk phase.

liquid

vapour

solid
Bulk

Confined

Temperature

Figure 2.14: Phase dia-
gram shift for water in
confinement. The two ar-
rows indicate two different
types of measurements,
i.e. isothermal pressure
change (vertical) and
isobaric temperature
change (horizontal).

An alternative expression for the melting
point depression in mesopores is given in
Refs. [Batchelor & Foster, 1944, Everett, 1961,
Rennie & Clifford, 1977, Christenson, 2001]. Sim-
ilar to the case of previously introduced reduced
saturation pressure in mesopores which is explained
by the Kelvin equation, the phenomenon of melting
point depression can be described aussuming the
exsistence of a hemispherical concave liquid-solid
meniscus.

If the liquid wets the pore walls in the presence of
the solid phase, the liquid will be thermodynam-
ically favoured in confinement [Christenson, 2001,
Denoyel & Pellenq, 2002]. Consequently, the liquid
phase in pores is in equilibrium with the bulk solid
also at temperatures below T0 (see Figure 2.13).
Growth of an ice crystal into the pore would in-
volve the formation of material having a higher
chemical potential than the bulk ice [Everett, 1961].
Freezing of pore water in equilibrium with the
bulk ice takes place by penetration of the bulk
phase into the pore building a hemispherical inter-
face [Handa, 1992, Brun, 1977, Enustun, 1978] (see
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Figure 2.13). The chemical potential values of the liquid and the solid states ap-
proach each other upon the growth of the solid-liquid meniscus. The equilibrium
condition is given by the generalised form of the Young-Laplace equation (repla-
cing σlv by σsl in Equation 2.7). The quantitative dependence of the melting point
depression ∆Tm on the pore radius Rp can be derived using the Kelvin equation
(Equation 2.15), or the Young-Laplace equation (Equation 2.8) to correlate the
pore size with the reduced saturation pressure (corresponding to the reduced chem-
ical potential by Equation 2.9). Hereby, the specific interface energies are in the
limit of complete wetting of the pore walls by the liquid phase σws − σwl = σsl

[Schreiber, 2001, Jahnert, 2008b]. The Clausius-Clapeyron equation (Equation 2.6)
is used to correlate this shift in the saturation pressure with the corresponding shift
in phase transition temperature [Batchelor & Foster, 1944, Everett, 1961]. Essen-
tially, this calculation follows the steps from Equation 2.18 to Equation 2.21, since
GV can be regarded as the pressure difference between the two phases (see the
derivation of Equation 2.8). In this manner one obtains the Gibbs-Thomson equa-
tion (Equation 2.22) expressing the melting point depression in a perfectly wet-
ting cylindrical mesopore with R∗ = Rp, where Rp is the radius of the mesopore
[Christenson, 2001]. The effects of confinement can be summarised by a shift of the
liquid-vapour and solid-vapour equilibrium lines a the bulk material towards lower
pressures and temperatures (see Figure 2.14) [Batchelor & Foster, 1944].

Again, regarding the Gibbs-Thomson effect, also an elevation of the liquid melting
point in confinement is possible. This case presumes that the pore walls prefer solid
rather than the liquid phase. Equation 2.22 then gives ∆Tm < 0, which is parallel
to the case of hydrophobic pore walls leading to pR

v /p0 > 1 in the Kelvin equation
(Equation 2.15). The effect of melting point elevation is reported from experimental
studies of organic fluids in nanoporous carbons [Alba-Simionesco, 2006, Xia, 2006].

2.2.4 Sorption

Basic concepts

The concept of adsorption generally describes an accumulation of one or more gas
components (adsorptive) on the surface of a solid (adsorbent). A general adsorption
process is characterised by enrichment of the adsorptive in the adsorption space.
Material in adsorbed state is called adsorbate. In case that the molecules of the
adsorptive penetrate through the surface layer and enter the bulk structure of the
solid, the term absorption is used. In most cases it is difficult to distinguish between
the two cases of adsorption and absorption. Hence, it is convenient to use the wider
term sorption which includes both phenomena. The derived terms sorbent, sorbate
and sorptive are then used. Within the present work the term adsorption is used to
denote the process in which adsorptive molecules accumulate within the interfacial
layer. Its counterpart, desorption, denotes the reverse process, in which the amount
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of adsorbed material decreases. Thus, the prefix denotes the direction of the studied
sorption process.

Depending on the interaction between sorptive and sorbent the process can be clas-
sified in two different types i.e. physisorption and chemisorption. Physisorption is
a general phenomenon, which occurs whenever gas molecules are mutually brought
into contact with the surface of a solid. It is characterised by intermolecular Van der
Waals forces giving binding energies in the order of only few kJ/mol (heat of con-
densation). The process of chemisorption is characterised also by strong (covalent)
bonding between gas and the solid surface, chemically modifying the latter. The
binding energies are thereby in the order of 50 - 500 kJ/mol, which is already in the
order of chemical reactions. While for physisorption the thickness of the adsorbed
film layer can reach several monolayers, chemisorption is generally regarded to be
limited to the first monolayer closest to the surface.

A soption isotherm implies a plot of the amount of adsorbed material versus the cor-
responding equilibrium pressure at a fixed temperature. Different types of isotherms
are discussed later within this chapter. Note, that a hysteresis arises when the ad-
sorption and desorption isotherm curves do not coincide. The origin of the pressure
hysteresis between filling and emptying can be attributed either to the metastability
of the adsorption branch [Saam & Cole, 1975], or it can be influenced by collective
phenomena such as cavitation and pore blocking [Thommes, 2006]. The third ex-
planation implies different mean curvatures of the fluid film for the beginning of the
processes of capillary condensation and evaporation, respectively [Cohan, 1938]. The
transition between the vapour and the liquid phases of the experimental fluid is ana-
lytically described by the classical Kelvin equation (see subsection 2.2.3). Thus, the
process of capillary condensation in hydrophilic pores takes place at a reduced vapour
pressure p/p0. Utilising an experimental sorption isotherm in order to determine the
pore radius Rp for open cylindrical pores, the desorption rather than the adsorption
branch, is usually used [Kruk, 2000, Kikkinides, 2003, Rigby & Fletcher, 2004]. In
this case one uses Equation 2.15. According to Cohan et al. [Cohan, 1938] one can
also use the adsorption branch for the determination of the pore radius replacing
Rp by Rp/2 in Equation 2.15.

For the determination of the surface area of a solid by means of a sorption process
it is necessary to distinguish between the external and the internal surface. The
external surface is usually regarded as the envelope surrounding discrete particles or
agglomerates. However, the external surface is difficult to define precisely because
solid surfaces are rarely smooth on the atomic scale. A suggested convention is that
the external surface includes all the prominences and also the surface of those cracks
which are wider than they are deep. The internal surface then comprises the walls
of all cracks, pores and cavities which are deeper than they are wide and which are
accessible to the adsorptive. Note that the accessibility of pores may also depend on
the size and shape of the gas molecules. Thus, the determined area and the volume
enclosed by the internal surface may change for different adsorptives.
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2.2 Thermodynamics

Within the context of physisorption the pores can be a classified according to their
size (see Table 2.1).

50 nm < d macropores
2 nm < d < 50 nm mesopores

d < 2 nm micropores
Table 2.1: Classification of pores by means of their size d.

The mechanism of pore filling depends on many parameters, including the shape of
the pores. It is strongly influenced by adsorptive properties and by the adsorbent-
adsorbate interactions. The limits in Table 2.1 are to some extent arbitrary. This
classification can be understood in terms of different filling mechanisms. The micro-
pore volume filling is distinct from the surface coverage which takes place on the walls
of open macropores or mesopores. Micropore filling may be regarded as a primary
physisorption process. On the other hand, physisorption in mesopores takes place
in two more or less distinct stages, i.e. monolayer multilayer adsorption and capil-
lary condensation (see Figure 2.15). Monolayer adsorption implies that all adsorbed
molecules are in direct contact with the adsorbent surface (Figure 2.15B). If more
than one layer of molecules is adsorbed, and not all adsorbed molecules are in direct
contact with the solid surface, multilayer adsorption has occurred (Figure 2.15C).
During capillary condensation the residual pore space is filled with condensate sep-
arated from the gas phase by a hemispherical concave meniscus (Figure 2.15D).
Further process of capillary condensation is characterised by the flattening of the
menisci (Figure 2.15E). As previously mentioned, the processes of capillary condens-
ation and evaporation are often shifted in pressure forming a hysteresis.

A B C D E F

Figure 2.15: Pore filling process. Empty and filled stages of mesopores are denoted
as A and F, respectively

Note that the term capillary condensation should not be used to describe micro-
pore filling. For pores smaller than approximately 2 nm the pore filling mechanism
does not proceed via the liquid-bridge formation (i.e., formation of meniscii), but
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rather via an axial filling mode [Grunberg, 2004]. A meniscus made up of only few
molecules is hard to be defined anyway. For the description of macropore filling
mechanism also gravitational effects have to be considered. Thus, the classification
according to Table 2.1 is not only due to nomenclature reasons but it also has its
physical basis.

The experimental methods for the determination of the adsorbed amount as a func-
tion of equilibrium pressure consists basically of two approaches which have been
developed within the last decades. The gravimetric method applies a direct mass
measurement of the adsorbed material by a proper weighting device during a sorp-
tion process. The volumetric method is based on determining the amount of gas
which disappears from the gas phase during an adsorption step. For a given con-
stant volume and temperature of the system the change of the gas pressure within
an adsorption step is directly proportional to the amount of adsorbed material. For
low pressures the calculation can be performed applying the equation of state for
an ideal gas:

pV = nRGT, (2.23)

where n denotes the amount of the ideal gas in moles. The amount of adsorbed
material can be calculated using Equation 2.23 which yields ∆n = ∆p · (V/RGT )
(see also subsection 3.3.1).

Types of isotherms

As previously mentioned, in order to visualise results of a sorption experiment the
measured amount of adsorbed material is plotted versus the corresponding relative
pressure p/p0. Here, p0 again indicates the saturation vapour pressure of the par-
ticular fluid at the given temperature. Additional normalisation of the adsorbed
gas amount to the value of the total sample capacity gives the filling fraction of
the sample. Most sorption isotherms can be classified into one of six categories (see
Figure 2.16).

• Type I isotherms are the so-called reversible Langmuir isotherms. These are
often characterising microporous solids which have relatively small external
surfaces (e.g. activated carbons, molecular sieve zeolites and certain porous
oxides). The micropore volume, rather than the internal surface area, governs
the limiting uptake.

• Type II reversible isotherms are characterising low-porous or macroporous ad-
sorbents. The shape represents a continuous monolayer-multilayer adsorption.
Point B indicates the beginning of the almost linear middle section of the iso-
therm. This point is often taken to indicate the stage at which monolayer
coverage is complete and multilayer adsorption is about to begin.
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Figure 2.16: Types of isotherms, adapted from [Rouquerol, 1999]. The values for
p/p0 range between 0 and 1. The adsorbed amount n starts at zero.

• Type III represents convex reversible isotherms for which no point B can be
identified. Similar as for the Type I the sorbent-sorbate interactions play an
important role. There is only a few number of systems, e.g. nitrogen on
polyethylene, for which isotherms of this type are observed.

• The hysteresis loop is the characteristic feature related to the isotherms of
Type IV. Since the initial part follows the same path as the corresponding
part of a Type II isotherm, it is attributed to monolayer-multilayer adsorption.
Capillary condensation taking place in mesopores, together with the limiting
uptake in the region of high relative pressures give its characteristic shape.
Type IV isotherms are observed by many mesoporous industrial sorbents.

• Isotherms of the Type V are related to the Type III isotherms. The shape of
the adsorption branch is going back to the weak sorbent-sorbate interaction.
This type of isotherms is observed only for certain porous systems.

• The stepwise multilayer adsorption on a uniform non-porous surface charac-
terises isotherms of Type VI. The step height gives the monolayer capacity
for each adsorbed layer. In the simplest case this quantity can remain nearly
constant for two or three adsorbed layers. The best examples for isotherms of
this type are those obtained with argon or krypton on graphitised carbon at
77 K.

For the purposes of this work it is necessary to understand the sorption behaviour of
water within mesoporpous materials. Isotherms of Type IV are those to be expected
for fluid sorption experiments using MCM-41 and SBA-15 materials (see section 2.3).
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2.3 Porous materials

In general, porous materials are characterised by a large surface area, compared to
the case of a homogeneous solid. Their application is manifold. Porous materials can
be applied for heterogeneous catalysis, sensor technology, gas storage and not least
for scientific studies of adsorption processes. The term porosity is often used for
the pore volume fraction of a material. It is important to distinguish between open
and closed pores, which determine accessible and inaccessible volumes, respectively.
In a sorption experiment only the ratio between the accessible pore volume and
the total sample volume is determined. The actual values can vary for different
adsorption gases (see subsection 2.2.4). In contrast to this, porosity values obtained
in a scattering experiment, with X-rays for instance, can also include the pore volume
which is inaccessible for the adsorption gas. First porosity studies of inorganic
materials were limited only to naturally occurring minerals. However, within the
last decades the chemical synthesis of ordered and disordered porous materials has
developed to an own scientific and technological sector. Particularly, the synthesis of
high-ordered porous materials on the basis of silica is described here in more detail.

A common aspect for all materials described in this chapter is the the presence
of template structures [Hoffmann, 2006]. For the case of zeolites, for instance, the
synthesis usually includes alumo-silicates in presence of alkylamines as template
molecules, resulting in pore sizes in the order of only few Ångströms (micropores).
These so-called molecular sieves are characterised by high-ordered pore structures
[Davis, 1988]. Another important synthesis mechanism implies so-called sol-gel-
processes which are applied for xerogels and high-porous aerogels. The drying pro-
cess of a gel made of poly-condensed water-glass mixture results in compression
of the silica-matrix by capillary forces giving porosity values of around 50 %. A
supercritical drying process (see subsection 2.2.1) allows synthesis of high porous
materials with porosity values reaching 99.8 % for aerogels [Burgess, 1989].

Self 

assembly
Calcination

550°C / 24 hSilicate

Micelle

Structure-directing Template
Surfactants or block-copolymers

Silicate source
Tetraethyl orthosilicate (TEOS)

Micelle 

rod
Cacination

800 K / 24 h

Figure 2.17: Illustration of the synthesis mechanism of MCM-41 and SBA-15 meso-
porous materials.

Since 1992, synthesis of ordered mesoporous silica materials is performed by a specific
template mechanism M41S [Kresge, 1992], which can be regarded as a combination
of the two synthesis types, for zeolits and aerogels, respectively [Beck, 1992]. The
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2.3 Porous materials

resulting materials consist of uniform pores which are perfectly ordered on a lattice.
The pores of few nanometers diameter are separated by amorphous silica walls. By
means of the M41S method a number of differently structured mesoporous materials
can be synthesised, including three-dimensional cubic (MCM-48), lamellar (MCM-
50) and hexagonally-arranged cylindrical (MCM-41) systems. The principle of the
synthesis by the template mechanism is visualised in Figure 2.17.

2.3.1 MCM-41

The name MCM is going back to Mobil Composition of Matter
[Ciesla & Schuth, 1999] or Mesoporous Crystalline Material. The basic re-
quirement for the synthesis process is the attractive interaction between the
template molecules and the silica precursor. The former ones are represented by
cationic surfactant molecules [Beck, 1992]. Particularly, the alkyl chain length of
the used tenside determines the pore width of the final material. The concentration
and the temperature are the determining parameters for the self-assembly of
micelles into a two-dimensional hexagonal arrangement of elongated cylinders.
These act as the template for the subsequently added tetraethyl orthosilicate
(TEOS). During the subsequent drying and calcination processes around 800 K the
initial surfactant molecules and water are extracted from the composite material
[Findenegg, 2008].

Figure 2.18: SEM (left) and TEM (right) pictures of MCM-41 materials, from
[Prass, 2011] and [Akcakayiran, 2005], respectively.

A number of important factors influence the actual pore structure in MCM-41, i.e.
the surfactant concentration, the pH-value of the solution, time of the synthesis
and that of the hydrothermal treatment [Broyer, 2002, Palmqvist, 2003]. The de-
velopment of optimised synthesis techniques is described in [Edler & White, 1997,
Cai, 1999, Sayari, 1999] in more detail. As the result, materials with pore sizes
ranging between 2 nm and 5 nm can be synthesised [Findenegg, 2008]. These
materials consist of elongated grains with dimensions around 0.3 nm x 10 µm.
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Each grain exhibits a two-dimensional hexagonal sturucture of cylindrical pores
(Figure 2.18). The pore surface is shown to be smooth and is almost free of
defects [Grunberg, 2004]. Within this work, MCM-41 materials with six differ-
ent pore sizes, ranging between 2.0 nm and 4.4 nm are used. They are de-
noted as MCM20, MCM25, MCM30, MCM34, MCM39 and MCM44, where the
numbers indicate the pore diameter (in Ångströms), determined by the improved
Kruk-Jaroniec-Sayari (iKJS) method, giving the maximum of the pore size dis-
tribution curve [Jaroniec & Solovyov, 2006]. All materials were synthesised by S.
Jähnert and D. Akcakayiran at the Berlin University of Technology using the
method of Grün and collaborators, which is described in [Grün, 1997] and in
[Jahnert, 2008b, Jahnert, 2008a, Akcakayiran, 2008], in more detail.

2.3.2 SBA-15

Figure 2.19: Illustration
of an idealised grain of
SBA-15 exhibiting a two-
dimensional hexagonal
pore structure.

In order to synthesise porous silica materials with
larger pore sizes than MCM-41, larger template mo-
lecules are needed. The replacement of surfact-
ant molecules by amphiphilic bloc-copolymers al-
lows synthesis of materials with pore sizes up to
10 nm [Findenegg, 2008]. The synthesis of such
new mesoporous materials with similar properties
as MCM, but with larger pore sizes, has first been
performed at the University of California in Santa
Barbara. The so-called SBA-15 materials (Santa
Barbara Amorphous type material) also exhibit a
two-dimensional hexagonal structure of cylindrical
pores with amorphous silica pore walls. However,
the relatively large roughness of the pore walls
[Ravikovitch & Neimark, 2001] and particularly the
existence of a low-density shell, the so-called micro-
porous corona [Imperor-Clerc, 2000, Zickler, 2006],
are the marking-off attributes for SBA-15 materi-
als. Moreover, the mesopore structure of SBA-15
seems to exhibit a system of interconnected channels
which even allowing the fabrication of carbon replica
materials CMK-3 (Carbon Mesostructures at Korea

Advanced Institute of Science and Technology) [Ryoo, 2001].

The detailed structure examination of SBA-15 is an ongoing field of re-
search [Kruk, 2000, Shin, 2001, Galarneau, 2003, Khodakov, 2005, Zickler, 2006,
Jahnert, 2008a, Muter, 2009, Findenegg, 2010]. Refined models of the pore struc-
ture have been evolved within extensive experimental and theoretical studies
[Hofmann, 2005, Jahnert, 2009, Muter, 2009]. However, the influence of the ad-
sorbate, particularly of water, on both, the mesopore and micropore structures is
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still not fully understood. Adsorption of water in ordered mesoporous silica rep-
resents a much more complex phenomenon, as the pore walls can be changed by
interaction with water (chemisorption). It is well-known that capillary condensa-
tion of water in freshly calcined samples of SBA-15 takes place only at, or even
slightly above the saturation vapour pressure [Erko, 2008, Erko, 2010], indicating a
hydrophobic nature of the pore walls. In subsequent sorption cycles, the capillary
condensation pressure shifts to lower values and eventually reaches some limiting
value. This observation indicates a gradual change of the surface properties of the
pore walls, possibly even an irreversible change of the silica surface structure through
the repeated adsorption and desorption of water. Similar changes of water isotherms
were also reported for other silica materials [Boissiere, 2005], but have not yet been
followed systematically.

The SBA-15 material used within this work has been synthesised by S. Jähnert from
Berlin Institute of Technology using the method of Zhao et al. [Zhao, 1998]. The
used material exhibits a uniform pore size of 8.9 nm (determined by the improved
Kruk-Jaroniec-Sayari (iKJS) method [Jaroniec & Solovyov, 2006]), and is therefore
denoted by SBA89.
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2.4 Scattering theory

Scattering of different types of radiation, such as electrons, photons or neutrons
are important experimental methods for the analysis of material properties, includ-
ing both, the structure and dynamics. Within this thesis analysis of the structural
properties of water together with those of silica mesopores was performed by means
of elastic scattering of X-rays and neutrons. Additionally, this thesis also includes
the analysis of water dynamics, preformed by means of inelastic scattering of visible
light (Raman scattering). The latter was performed by a qualitative comparison
of the experimental spectra with those reported in literature. This “fingerprint”
method does not include a quantitative calculation of the energy transfer between
a photon and a water molecule during a scattering process. Therefore, the fol-
lowing short description of the scattering theory is essentially limited to the case
of elastic scattering. Only the process of absorption of the incident beam, which
can be regarded as an inelastic scattering process, is discussed in more detail. The
general scattering theory in subsection 2.4.1 is based on the text book by P. Lind-
ner and T. Zemb. [Lindner & Zemb, 2002], in particular, on the chapter by P.N.
Pusey. subsection 2.4.2 describes scattering from ordered systems, such as crys-
tals, based on [Pecharsky & Zavalij, 2009]. The derived relations for a general scat-
tering process are applied for the case of scattering with X-rays and neutrons in
subsection 2.4.3. Important aspects for small- and wide-angle scattering are out-
lined in subsection 2.4.4. A basic introduction of Raman scattering is given in the
end of this chapter in subsection 2.4.5.

2.4.1 General description

elastic scattering

inelastic scattering

absorption
primary beam

Ei

Es=Ei

Es ≠ Ei

unscattered

radiation

SAMPLE

DETECTOR

Figure 2.20: A general process of radiation interaction with matter includes ab-
sorption, elastic scattering and inelastic scattering. If no interaction takes place,
the radiation waves do not change their initial trajectory.

Scattering implies a change of the trajectory of a wave in a course of interaction
with matter. Hereby, the composition, together with the arrangement of the scat-
tering centres determine the nature of the scattering process. Generally, a scattering
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process includes four different scenarios. 1) A certain proportion of primary waves
is absorbed within the sample. More details about absorption of different types of
radiation are given in subsection 2.4.3. The transmitted radiation is divided into
an 2) unscattered part, that of 3) elastically scattered, and finally the part of 4) in-
elastically scattered radiation. Figure 2.20 schematically shows the basic principles
of scattering.

ks

ki

q = ks - ki

2θ

Figure 2.21: The defin-
ition of the scattering
vector þq.

A scattering process is called elastic if the energy of the
scattered waves has the same value as that of the ini-
tial beam. However, if the energy changes in a course of
interaction with matter, this process is called inelastic.
For a wave with the initial energy of Ei = ~ω the corres-
ponding wave vector is given by þki = þei2π/λ, where þei

represents the unit vector in the direction of the incident
beam. Scattering by an angle 2θ leads to a change of the
scattering vector þq = þks − þki (see Figure 2.21). In case of
inelastic scattering, the length of the scattering vector þk
changes after the interaction with matter (| þks |Ó=| þki |).
The following analytical description of the scattering process assumes waves with
| þki |=| þks |= k for the absolute values of the scattering vector before and after
the interaction with matter. Moreover, the main part of the initial radiation pen-
etrates through the sample without interaction, and only a small part is scattered.
Multiple scattering processes, with even smaller probability of occurrence, are neg-
lected (Born approximation). A monochromatic plane wave is characterised by the
amplitude:

Ai(þr, t) = A0e
[i(þkiþr−ωt)]. (2.24)

The amplitude of the scattered wave As has the same angular frequency ω = 2πν
and wavelength λ = h/p, where p =| þp |=| ~þk | represents the momentum of the
wave. The scattering vector þq introduced in Figure 2.21 is related to the scattering
angle by:

q ≡| þq |= 4π
λ

sinθ. (2.25)

The interaction of a plane wave with N discrete scattering objects is described by
Huygens-Fresnel principle. According to that, each of the scattering objects emits
a spherical wave, which then coherently add up forming the scattering wave front.
Hence, the total scattering amplitude is the sum of the waves scattered by individual
scattering objects (e.g. atoms, molecules or clusters). In the context of Fraunhofer
(far field) approximation these waves can be treated as plane waves at the detector
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position. Combining both concepts, the measured scattering amplitude As at the
detector position þR is described in the following way:

As(þR, t) ≃ A0

R
ei(kR−ωt)

N
∑

j=1

aj(þq)e
−iþq þRj , (2.26)

j

j

Figure 2.22: A spa-
tially extended scat-
tering object.

where R is the sample-detector distance (being much lar-
ger than the sample size), and aj(þq) is the scattering amp-
litude of a single scattering object j (e.g. an atom, a mo-
lecule or a larger particle). The position of the particular
scattering object j within the entire scattering volume V
is given by the vector þRj (position of the centre of mass).

The local position of a scattering element (an electron
or a nucleus) within the object volume dVj(= d3r) is þr
(relative to the centre of mass position). The situation
of a spatially extended scattering object is visualised in
Figure 2.22. The scattering amplitude of a single scat-
tering element is the so-called scattering length b(þr) and,
in contrast to aj(þq), it does not depend on the scattering

vector þq. The sum in the scattering amplitude in Equation 2.26 is characterised by
the scattering amplitude aj(þq) of a single object j and a phase factor. The former
quantity gives by the distribution of the scattering elements within the object. The
latter one gives the spatial correlation of the objects within the entire sample. In
order to understand the scattering process it is helpful to start with the former
quantity. The scattering amplitude of a scattering object is given by:

aj(þq) =

ˆ

Vj

ρ(þr)e−iþqþrd3r, (2.27)

where ρ(þr) is the scattering length density (sld) of an element at þr. It can be under-
stood as the local density of the scattering elements, since the scattering magnitude
for each scattering element is determined by b(þr), and it depends on both, the type of
the scattering element and the type of radiation, respectively. The relation between
ρ and b is introduced later in subsection 2.4.3, where the differences of the scattering
processes of X-rays and neutrons will be discussed. There is no scattering in homo-
geneous media. The so-called scattering contrast ∆ρ is the difference between the
sld of the scattering element at þr and the mean value of the entire radiated sample
volume.
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Taking an example of a two-phase system consisting of homogeneous spherical scat-
tering objects in a liquid (∆ρ(þr) = ∆ρ), the amplitude from Equation 2.27 be-
comes [Pedersen, 1997]:

asphere(þq) = ∆ρ

ˆ

sphere

e−iþqþrd3r,

→ asphere(q) = ∆ρ
3

(qR)3
(sin(qR)− qRcos(qR))

4

3
πR3

= ∆ρZ(qR)
4

3
πR3. (2.28)

Here R is the radius of the spherical scattering object, and the function Z(qR) is
given by Z(qR) = 3j1(qR)/(qR), where j1(qR) is the spherical Bessel function of the
first kind. Introducing the volume of a sphere by Vsphere = 4/3πR3 Equation 2.28
can also be written as:

asphere(q) = ∆ρFsphere(q)Vsphere, (2.29)

with Fsphere(q) being the form factor of the spherical scattering object. It is defined
by F (q) =| a(q) | / | a(0) | so that F (q) → 1 as q → 0, and it provides information
on the shape of the scattering particle. For a number N of nested spherical shells
the form factor also includes the scattering contrast of the particular shell, since
∆ρ(þr) Ó= ∆ρ. It is expressed by [Pedersen, 1997]:

Fshells(q) =

∑N
i=1(ρi − ρi−1)R

2
i Z(qRi)

∑N
i=1(ρi − ρi−1)R2

i

, (2.30)

where ρi is the sld and Ri the radius of the i-th shell, respectively, starting from the
outermost shell. In analogy to the case of a sphere the corresponding form factor
for a cylinder of infinite length is derived by a separation of the length and the
cross-section terms in the integration of Equation 2.27. In that case the function
Z(qR) in Equation 2.28 and Equation 2.30 is given by Z(qR) = 2J1(qR)/(qR),
where J1(qR) is the Bessel function of the first kind. The scattering intensity
(see next paragraph) has then to be normalised by the so-called Lorentz factor
1/q [Glatter & O.Kratky, 1982].

In a scattering experiment the scattering intensity is measured rather than the amp-
litude. Since these two quantities are related by I(þq, t) =| A(þq, t) |2, the measured
intensity does not contain information about the phase of the wave in Equation 2.26.
This is the so-called phase problem. Taking Equation 2.26 for identical homogen-
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eous spherical scattering particles the scattering intensity can be written as (omitting
pre-factors):

Is(þq) = a2(q)
N

∑

j=1

N
∑

k=1

e−iþq( þRj− þRk) (2.31)

≈ K(∆ρ)2 | F (q) |2 S(þq), (2.32)

where K = NV 2 is a constant factor, determined by the number and the volume of
the particles, (∆ρ)2 is the square of the scattering contrast, and S(þq) is the structure
factor, which represents the modification of the intensity from initially uncorrelated
particles due to their spatial correlation. In a dilute system with uncorrelated posi-
tions of the scattering objects S(þq) = 1. For concentrated systems, such as a liquid,
these spatial correlations, are usually described in terms of the so-called radial dis-
tribution function, or the pair correlation function g(R). It gives the probability of
finding the centre of any particle at a distance R from the centre of a given particle
[Lindner & Zemb, 2002]. If the total number of particles is N within the volume
V , the number of particles in a volume element dV at a distance R from a given
particle is (N/V )g(R)dV . For liquids the relation between the structure factor S(q)
and the pair correlation function g(R) is expressed by:

S(q) = 1 + 4π
N

V

∞̂

0

[g(R)− 1]R2 sin(qR)

qR
dR (2.33)

Fourier inversion of Equation 2.33 gives the pair correlation function in terms of the
structure factor:

g(R) = 1 +
1

2π2

V

N

∞̂

0

[S(q)− 1]q2 sin(qR)

qR
dq (2.34)

2.4.2 Diffraction

A special case of scattering is that of periodically arranged particles. A crystal
is characterised by a periodic arrangement of identical basic elements on a lattice.
These basic elements can either be single atoms, molecules or even larger objects,
such as pores, clusters, or polymers. For every lattice one can define a unit cell with
three basic unit vectors þa1, þa2, þa3, and a lattice vector þTuvw = uþa1+vþa2+wþa3, where
u, v and w are integer numbers. Every basic element can now be represented as a
linear combination of these three lattice vector components. Any three-dimensional
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crystal can be described by one of 14 different, the so-called Bravais lattices. In
order to distinctly define a plane of a crystal the so-called Miller indices are used.
Regarding the case of cubic symmetry, a lattice vector with the direction [hkl] is
perpendicular to the plane with the corresponding Miller indices (hkl), where h, k
and l are integer numbers.

An alternative approach in order to describe lattice vectors is defining the so-called
reciprocal lattice vectors (þb1, þb2, þb3). Their definition requires þai

þbj = 2πδij, (δij

- Kronecker delta, δij = 1 for i = j, and δij= 0 for i Ó= j ). The next section
will show that the reciprocal lattice is very useful for the description of diffraction
phenomena. Without the limitation to cubic symmetry, any reciprocal lattice vector
with the direction [hkl] is perpendicular to the plane with the corresponding Miller
indices (hkl). For the case of scattering on a simple monoatomic crystal the radial
distribution function is a set of delta-functions g(þR) =

∑

ij δ(þR − þTi + þTj) and the
structure factor from Equation 2.32 has the form:

Scrystal(þq) =|
∑

hkl

e−iþq þThkl |2 . (2.35)

For crystals containing different atoms in the basis, the different scattering amp-
litudes have to be considered by introducing the atomic form factor fhkl (detailed
definition is given later in subsection 2.4.3) within the sum in Equation 2.35. This
sum is only different from zero if the the scalar product þq · þThkl is an integer multiple
of 2π. This leads to the so-called diffraction condition:

þq = þGhkl, (2.36)

with þGhkl = hþb1 + kþb2 + lþb3 and | þGhkl |= 2π/dhkl is the reciprocal lattice vector
(Figure 2.23).

The diffraction condition can be plausibly illustrated in the picture of the Ewald
sphere in Figure 2.24. The incoming wave the vector þk points to the origin of the
reciprocal lattice. The radius of the sphere is given by the length of the wave
vectors þk and þk′, respectively. Hence, þq can only reach points on the surface of
the sphere. The diffraction condition is fulfilled only if þk′ is equal to a reciprocal
lattice point. This can be performed either by rotating the sample, or the detector.
Sample rotation induces rotation of the reciprocal lattice around the origin. Detector
rotation by the angle 2θ rotates þk′ along the Ewald sphere.
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Figure 2.23: Principle of diffraction on a lattice. The mirror condition requires the
angle symmetry between the lattice plane and the two scattering vectors þk and þk′.

The reciprocal lattice of a crystal can directly be measured in a diffraction exper-
iment. If the mirror condition is fulfilled (see Figure 2.23) one can combine the
diffraction condition with the definition of q in Equation 2.25. The result leads to
the so-called Bragg law:

2dhklsinθ = λ (2.37)

For an arbitrary crystal the scattered intensity derived from Equation 2.26 at the
position of a Bragg peak can by written as:

Is(þGhkl) =
I0

R2
|

∑

j

aje
−i þGhkl

þTj |2 (2.38)

Measuring intensities of different Bragg peaks allows to determine values for aj

and þTj, giving the types and positions of atoms in the unit cell of a crystal.
Regarding the case of simple cubic symmetry with the lattice constant d gives
qhkl = 2π

√
h2 + k2 + l2/d for the position of the observed (hkl)-Bragg peak. For

scattering objects which are perfectly ordered in a two-dimensional hexagonal lat-
tice with the lattice constant d, constructive interference is observed at following
scattering vectors:

qhk =
4π

d
√
3

√
h2 + k2 + hk. (2.39)
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k
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Figure 2.24: The concept of the Ewald sphere requires the vector þk′ to point on a
reciprocal lattice point in order to fulfill the diffraction condition.

For powder samples the reciprocal lattice points in Figure 2.24 are not fixed points
as for a single crystal, but they are distributed on spherical shells. Therefore, for
powders, an intersection of the reciprocal lattice-shells with the Ewald sphere are
fulfilled without any further rotation of the sample. Thus, there is always an op-
timally oriented crystallite leading to a spot on the detector at the corresponding
diffraction angle 2θ. The resulting two-dimensional scattering pattern of a powder
or a polycrystal typically contains a number of concentric rings (Debye-Scherrer
method). Every point on such ring corresponds to a particular diffraction angle, for
which the Bragg condition is fulfilled.

indices Mhkl

h00 6
hh0 6
hk0 12

Table 2.2: Multiplicity
factors for a hexagonal
lattice.

This distribution of the reciprocal lattice points has an-
other important consequence for scattering data analysis
from powdery samples. For the analytical scattering
curve description of a powder containing cylindrical scat-
tering objects, the factor 1/q2 has to be taken into ac-
count [Imperor-Clerc, 2000, Zickler, 2006]. This correc-
tion already includes the Lorentz factor for cylinders in-
troduced in the previous sub-section. The number of re-
flections contributing to the total ring intensity strongly
depends on the symmetry of the lattice [Guinier, 1994].
Reflections can be produced by more than only one (hkl)
lattice plane. Therefore, the so-called multiplicity factor Mhkl for the particular re-
flection has to be taken into account. Some selected values for a hexagonal lattice
symmetry are summarised in Table 2.2.
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2.4.3 X-rays and neutrons

The general analytical descriptions of elastic scattering derived within the previous
two subsections are valid for all types of radiation, such as photons, neutrons or
electrons. All radiation types are characterised by their energy E = ~ω and the
momentum of their particles þp = ~þk. For radiation consisting of mass particles,
such as neutrons or electrons, the values for E and p can alternatively be calculated
using well-known equations from the mechanics: E = mv2/2 and p = mv (with
m = m(v) for v → c). Since photons have zero mass, their energy corresponds
to E = hc/λ and their momentum is p = h/λ. As already mentioned earlier,
the different types of radiation interact differently with matter. X-rays interact
with atomic electrons and neutrons essentially with their nuclei (magnetic neutron
scattering by the electrons is not considered within this context). A first important
consequence is that different types of radiation get differently absorbed on the way
through a sample with thickness x. The ratio between the outgoing intensity in
forward direction I(q = 0) and that of the incoming beam I0 is the transmission of
the sample τ , defined by:

τ =
I(q = 0)

I0

= e−µx, (2.40)

where µ is the linear attenuation coefficient (see Figure 2.25).

0

Figure 2.25: Transmission
through a sample.

The values for µ depend on both, the sample mater-
ial and the radiation type. In general, the attenu-
ation coefficient is the sum of absorption, coherent
and incoherent scattering. For X-rays it depends on
the energy and the number of electrons in the atom
(µX−rays ∝ Z4/E3). The tabulated values for dif-
ferent materials and energies can be found in Ref.
[CSRRI, 2012]. Attenuation coefficient for X-rays
strongly increases if the energy is near the binding
energy of an electron within the sample atom. This

property is used in absorption spectroscopy methods [Koenigsberger & Prins, 1988].
For neutrons, absorption is often accompanied by a nuclear reaction. Thus, some
samples may be radioactive after a neutron experiment. Neutron absorption coef-
ficient values scale with the neutron wavelength. Tabulated values for µneutrons for
different materials can be found in Ref. [NIST, 2011].

For all types of radiation the attenuation coefficient is proportional to the density of
the studied material. In order to calculate the actual value of attenuation for a ma-
terial with the mass density ρm one uses tabulated values for the energy-dependent
mass attenuation coefficient µ/ρm and multiplies with the corresponding material
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density. Thus, for quantitative density measurements appropriate data correction is
important. Note further, that in order to minimise multiple scattering the choice of
sample thickness with x ≪ 1/µ is necessary.

The scattering intensity in Equation 2.32 is proportional to the square of the scatter-
ing contrast (∆ρ)2. Due to the different interaction processes of radiation with mat-
ter, the magnitude of this quantity differs for different radiation types. Except for en-
ergies near the atomic electronic transitions, the scattering of X-rays occurs as if the
electrons were free. For a single electron the magnitude of the scattering strength is
characterised by the scattering length of an electron be = re = e2/mec

2 = 2.81 ·10−15

m. It corresponds to the scattering amplitude of a single electron in forward
direction (the detailed description is given in the chapter by G. Porod in Ref.
[Glatter & O.Kratky, 1982]). Using the previously defined scattering amplitude of
a scattering object in Equation 2.27 one obtains ae(q = 0) = be. For an atom with
Z electrons this scattering amplitude is a(0) = b = Zbe, where b is the scattering
length of the atom, introduced in subsection 2.4.1. Atoms with small atomic num-
bers scatter less than those with large Z. Consequently, the scattering contrast ∆ρ
of an atom in vacuum is simply given by its own sld, defined by ρ = b/V . For X-rays
there is no influence on the scattering behaviour if the scattering atom is replaced
by its isotope, hydrogen by deuterium, for instance. Since typical X-ray wavelengths
are in the dimension of an atomic electron cloud (∼ 10−10 m), the scattering lengths
values show some dependence on the scattering vector þq. This dependence is de-
scribed in terms of the atomic form factor f(þq) =

´

ρ(þr)exp(−iþqþr)d3r, (compare
with Equation 2.27 for the scattering amplitude of a single electron in vacuum).
Consequently, f(0) = a(0) = Zbe. The values for f(q) for different atoms and scat-
tering vectors are tabulated in Refs. [Pecharsky & Zavalij, 2009, Ruppweb, 2012].
In this thesis the X-ray scattering amplitude was quantitatively analysed only at
small scattering vectors. Therefore, the corresponding atomic form factors for X-
rays are approximated by those in forward direction.

In contrast to the case of X-rays, values for neutron scattering lengths vary irregu-
larly with the type of atoms. Some atoms are even characterised by negative values
for the neutron scattering length, which corresponds to a phase shift of π radians
during a scattering process. Different isotopes can have distinctly different scattering
lengths. A prominent example is that of hydrogen and deuterium. The scattering
length of a proton (hydrogen nucleus) is negative, and that of deuterium is positive.
Consequently, a partial deuteration of aqueous samples leads to distinct changes of
the neutron contrast, without a serious affection of their chemical properties. An-
other important difference between neutrons and X-rays is the angular dependence
of the corresponding atomic form factors f(þq) (or a(þq) from Equation 2.27). Since
the size of a nucleus is much smaller than that of a typical neutron wavelength, the
neutron atomic form factors are independent on the value of the scattering vector ,
giving f(þq) = b

´

δ(þr)exp(−iþqþr)d3r = b.

Since the magnitude of atomic scattering was shown to be characterised by their
scattering lengths, the sld of a molecule consisting of different atoms can be intro-
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duced by:

ρ =
ρmNA

M

∑

i

nibi, (2.41)

where NA is the Avogadro number, M is the molar mass, ρm is the mass density,
and ni and bi are the number and the scattering length of the atomic species i in the
molecule, respectively. The corresponding sld values for water (H2O), heavy water
(D2O) and for silica (SiO2) at T = 277 K and ambient pressure are summarised in
Table 2.3.

mass density
ρm [g/cm3]

sld ρ (X-rays)
[10−6Å

−2
]

sld ρ (neutrons)
[10−6Å

−2
]

H2O 1.00 9.46 -0.56
D2O 1.105 9.41 6.36
SiO2 2.20 18.9 3.47

Table 2.3: Scattering length densities for neutrons and X-rays. Values are taken
from [NIST, 2011].

The contrast variation by isotopic substitution constitutes one important advantage
of neutron scattering. Also the angle-independent values for the atomic scattering
lengths make neutron scattering suitable for measurements at large scattering angles.
The corresponding X-ray scattering lengths can get very small at large scattering
angles (see e.g. Ref. [Ruppweb, 2012]). Magnetic interaction with the electron
spin makes neutrons also well suitable for measurements of magnetic properties
for different materials [Shull & Smart, 1949]. Good energy resolution (∆E/E) also
allows dynamic measurements with neutrons [Mezei, 1972]. The main advantage of
using X-ray radiation is the large flux of particles compared to that of a typical
neutron source. For X-rays it is also possible to change the scattering contrast,
e.g. by means of anomalous small-angle X-ray scattering (ASAXS). This method
implies the change of the primary beam energy around the electronic transition of
the studied matter [Stuhrmann, 1985]. There several other important advantages of
using neutrons or X-rays. Describing all of them would go far beyond their actual
application within this thesis.

2.4.4 Small-angle and wide-angle scattering

The method of diffraction presented in subsection 2.4.2 in most cases is used for
the analysis of crystal lattices, where the distance d between the scattering objects
is of the same dimension as the radiation wavelength usually used in experiments.
Within this context often the term diffraction is used. For scattering objects, which
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exhibit larger distances between each other, such as large molecules, polymers or
pores, the corresponding scattering angles become very small. For scattering objects
with d ≫ λ usually the term small-angle scattering is used. This term is also applied
to studies of disordered systems resulting in the analysis of diffuse scattering at very
low angles [Glatter & O.Kratky, 1982, Brumberger, 1995]. In contrast, diffraction
is then called wide-angle scattering (see Figure 2.26).

X-ray beam

sample

2-d detector

SAXS

WAXS

2θ

ω

χ

Figure 2.26: X-ray scattering: SAXS vs. WAXS. Primary beam is denoted yellow.

Within this thesis scattering experiments were performed on water-filled porous
samples. These powdery samples are characterised by well-ordered structure of
mesopores with diameters of some nanometers (see section 2.3). The scattering
signal from this mesoporous structure was measured at low scattering angles. On the
other hand, the structure of water, characterised by intermolecular distances of some
Ångströms, was measured at large scattering vectors. Thus, the region of small-
angle scattering and that of wide-angle scattering denote scattering contributions
from these two well-separated spatial regions.

Small-angle scattering

This thesis includes the application of both small-angle scattering methods, i.e. with
X-rays (SAXS) and with neutrons (SANS). The scattering objects are cylindrical
pores with distances ranging between 2.5 nm and 11.7 nm, depending on the used
material (see section 2.3). The corresponding structure factors and form factors,
introduced in the previous sections are applied on the distribution and shape of
these new scattering objects, i.e. the pores. Hereby, the scattering on empty pores
within the silica matrix takes place according to the Babinet’s principle. Small-
angle scattering of hexagonal ordered cylindrical mesopores can be expressed by
Equation 2.32. The structure factor S(q) of the pores depends on their spatial ar-
rangement. For the given case of perfectly arranged cylinders in a two-dimensional
lattice, the structure factor gives non-vanishing intensity only at the positions of
the individual Bragg reflection described by Equation 2.39, giving S(qhk) = 1/q2

hk,
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essentially the Lorentz factor of a powder containing cylindrical scattering objects
[Imperor-Clerc, 2000, Zickler, 2006]. The structure factor is zero otherwise. How-
ever, due to the finite pore size distribution and a finite experimental resolution, in
a real experiment these sharp peaks (ideally delta functions) are broadened and can
be represented by Gaussian or Voigt functions [Zickler, 2006]. Broadening of Bragg
reflections is also affected by the size of the investigated crystal by FWHM∝ 2π/D
(Scherrer equation, FWHM - full-width of half maximum of the peak, D - crystal
size). Especially for very small lattice sizes this effect has to be taken into account.
Thermal lattice distortions, usually considered by a Debye-Waller factor are not
taken into account within this study. For the form factor F (q) of the pores the scat-
tering amplitude of a cylindrical cross section is used. It is given by Equation 2.30
for cylinders, and determines the relative intensity of the Bragg peaks. The data
analysis within this thesis includes some important relations, which are introduced
in the following:

For a system of two phases with sharp interfaces (e.g. solid particles in a liquid)
Porod’s law can be applied in order to describe the asymptotic behaviour of radially
averaged scattering intensity of a powder. Hereby, the asymptotic case is given by
qd ≫ 1, where d denotes the length scale of sample inhomogeneities:

lim
q→∞

Is(q) =
2π(∆ρ)2A

q4
+B. (2.42)

A is the sample surface per unit volume (internal and external, compare with the
first section in subsection 2.2.4) and B is a background, which is usually constant
(due to the incoherent contribution in a neutron scattering process, for instance).
The numerator of the first term in Equation 2.42 is often denoted as the Porod
constant P . A plot of Is(q)q

4 versus q4 is linear for large values of q. The intercept
with the Iq4-axis gives the value of the Porod constant, the slope of the straight line
is the q-independent scattering background. The so-called Porod-plot has the form:

Is(q)q
4 = P +Bq4 (2.43)

The detailed derivation of Equation 2.42 can be found in the reference book
[Lindner & Zemb, 2002]. An important quantity for analysis of scattering ex-
periments is the so-called integrated intensity Q̄ [Porod, 1951]. The integra-
tion of the scattered intensity over the whole q-space gives a constant value
[Glatter & O.Kratky, 1982]:

1

4π

ˆ

Is(þq)d
3q =

∞̂

0

Is(q)q
2dq ≡ Q̄ (2.44)
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with

Q̄ = 2π2
〈

η2
〉

, (2.45)

where 〈η2〉 = 〈ρ2〉 − 〈ρ〉2 indicates the average square fluctuation of the scattering
length density ρ. For a system only composed of two phases, one with volume
fraction φ, and the other with (1−φ), the corresponding (scattering length) densities
are ρ1 and ρ2 , respectively. The integrated intensity Q̄ is proportional to the
scattering contrast of this two-phase system, yielding an important experimental
formula:

Q̄ = 2π2φ(1− φ)∆ρ2. (2.46)

For a three-phase system with the volume fractions φ1 + φ2 + φ3 = 1, the cor-
responding description of the integrated intensity Q̄ has the form [Peterlin, 1965,
Ciccariello & Benedetti, 1985]:

Q̄ = 2π2[(ρ1 − ρ3)
2φ1(1− φ1) + (ρ2 − ρ3)

2φ2(1− φ2)

− 2(ρ1 − ρ3)φ1(ρ2 − ρ3)φ2]. (2.47)

Application of these equations to the experimental data has to be done with care.
Experimentally Q̄ is determined by numerical integration of the measured quantity
Is(q)q

2, after subtracting a sample-related constant scattering background. The
background is usually determined by a fit with Porod’s law (Equation 2.42). Further
an extrapolation of the scattering intensity to low and high scattering vectors is
required. Usually, the low-q contribution is approximated by assuming a constant
scattering intensity Ismin = Is(qmin) for q < qmin, where qmin corresponds to the
lower limit of the experimental data. The high-q contribution to Q̄, for q > qmax

is usually determined by an extrapolation of Is(q), again, on the basis of Porod’s
law (Equation 2.42). The total experimental integral intensity can be written in the
following form:

Q̄ = Is(qmin) · q3
min +

qmax
ˆ

qmin

Is(q)q
2dq +

P

qmax

. (2.48)

The application of Equation 2.48 is illustrated in Figure 2.27.
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Figure 2.27: Experimental scattering pattern of SBA89 (the background was cor-
rected using Equation 2.43) The integrated intensity Q̄ is given by the area below
the experimental and the extrapolated curves.

Wide-angle scattering

In this thesis wide-angle X-ray scattering (WAXS) is applied in order to monitor the
intermolecular structure of water molecules. For liquid water at room temperature
the structure factor from Equation 2.33 has a prominent peak situated at q = 19.5
nm−1 [Czihak, 2000] (see also Figure 2.28). Bulk ice is characterised by the following
lattice parameters [Dowell & Rinfret, 1960, Schulson, 1999]: a = 4.52 Å, c = 7.37 Å
for hexagonal ice (Ih) and a = 6.35 Å for cubic ice (Ic). The scattering angles for
Cu K − α X-ray radiation line (λ = 1.5425 Å) [Lide, 1992] are shown together with
the corresponding scattering vectors in Table 2.4.

Scattering
angle 2θ [°]

Scattering
vector q [nm−1]

Bragg peak
order Ih

Bragg peak
order Ic

22.70 16.04 (100) -
24.27 17.14 (002) (111)
25.76 18.17 (101) -
33.40 23.42 (102) -
39.87 27.79 (110) (220)
43.49 30.19 (103) -

Table 2.4: Bragg peak positions for hexagonal and cubic ice. The scattering angles
are given for Cu K − α radiation. The corresponding scattering vectors are also
given. Values taken from [Murray, 2005, Pineri, 2007].
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Figure 2.28: Left: experimental X-ray scattering data of liquid water at room
temperature [Sorenson, 2000]. Right: experimental X-ray data of hexagonal Ih

and cubic Ic ice [Murray, 2005].

2.4.5 Basics of Raman scattering

Beginning with the basic description of atomic and molecular absorption processes,
this section introduces Raman scattering, as an alternative approach for studies
of dynamical properties of water. The basic description of this method is referred
to standard text books [Tipler, 1994], [Stuart & Klages, 1992] and [Hesse, 1991], to-
gether with some online references [Chemgapedia, 2011, Lund-University, 2011], and
a presentation document from A. Masic [Masic, 2010]. Particularly for the descrip-
tion of Raman scattering of water, sections from an own publication [Erko, 2011]
are included.

Figure 2.29: Relative energy spacing between
molecular rotational and vibrational energy
levels visualised by the energy levels of a
harmonic oscillator. Figure adapted from
[Masic, 2010].

The quantum behaviour of the
energy transfer between radiation
and matter is known since the be-
ginning of the 20th century. The
photo-effect, discovered by A. Ein-
stein in 1905, and the experiment
of Franck and Hertz in 1913 are
the best examples for this phe-
nomenon. Similar effects of en-
ergy level quantisation can also be
found for other atomic properties,
taking for instance the magnetic
structure determined by electronic
or nuclear spin transitions. Thus,
a photon gets absorbed if its en-
ergy exactly corresponds to the
distance between two character-
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istic energy levels of the atom. The opposite effect of absorption is that of fluores-
cence, which occurs whenever a photon is emitted by an atom upon the change of
its energy level. Electronic transitions are in the energy region of ultra-violet light
and that of low-energy X-rays. Spin transitions of atomic nuclei are in the range
of radio waves, those of electrons are in the region of microwaves. In analogy to
an atom also molecules are characterised by characteristic energy levels, determined
by their rotational (micro waves, far infra-red (IR)) and vibrational (IR) modes.
An arbitrary molecular potential can be approximated by a harmonic potential at
the vicinity of a stable equilibrium point. In this picture absorption of a photon
results in an excitation of a molecular vibrational mode. The relative spacing of the
rotational and vibrational energy levels are visualised schematically in Figure 2.29.
Quantum-mechanical solution of the harmonic oscillator gives the quantised energy
levels with a non-zero value for the energy of the lowest level:

En = hν(n+
1

2
), (2.49)

with h being the Planck’s constant and n is an integer number starting at 0. The
distance between vibrational energy levels of a two-atomic molecule can be approx-
imated by E = h ·

√

s/µ/2π, where s is the “spring constant” between the two atoms
in the molecule and µ = (1/m1+1/m2)

−1 is the effective mass. This spring constant
can be understood in terms of the binding energy of the atoms.

The model of a harmonic oscillator is, however, too simplified and can not describe
several phenomena, such as the dissociation of molecules, for instance. Different
modes can also be characterised by different distances of the energy levels. The
curve of an anharmonic oscillator gives a more realistic description of a molecular
potential. Beside the quantum condition in Equation 2.49 absorption of infra-red
(IR) light by a molecule also requires the change of its dipole moment by the applied
electric field. Hence, only those molecular vibrations are IR-active, which change
the molecular dipole moment. Consequently, for molecules exhibiting a centre of
symmetry, symmetric vibrations are IR-inactive (see Figure 2.30). A typical IR
spectrum is recorded by measuring the rate of absorbed monochromatic photons
over a (step-wise) scanned energy range. In contrast to this dispersive method,
Fourier-Transform IR-spectroscopy (FTIR) simultaneously collects spectral data in
a wide spectral range, and extracts information from the analysis of the obtained
interference spectrum. Particularly, the higher signal-to-noise ratio for a given scan-
time or a shorter scan-time for a given resolution is the main advantages of the latter
method.

An alternative approach for the analysis of molecular vibrations is the inelastic scat-
tering of visible light, the so-called Raman scattering. If the energy of the incident
beam is beyond molecular vibrational modes the main part of light will be transmit-
ted without interaction with matter. A small part of the incident intensity (typically
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unexcited state

CO2 - molecule

Raman active
symmetric stretching

asymmetric stretching

Raman inactive

IR inactive

IR active

Figure 2.30: Symmetric vibrations are IR-inactive for molecules exhibiting a centre
of symmetry, here the CO2 molecule. A change of the ellipsoid of polarisability
(orange) indicates Raman activity of a vibrational mode.

a factor of 10−4) is scattered elastically in all spacial directions (Rayleigh scattering).
An even smaller portion of the initial intensity (typically a factor of 10−8) is also
scattered in all directions, however exhibiting a characteristic energy distribution.
The scattered photons are characterised by lower (Stokes) and higher (anti-Stokes)
energy values compared to that of the incident beam. This scattering part results
from the interaction of photons with phonons, and represents the emission spectrum
of the studied material (see Figure 2.31). The process is described by an excitation
of molecules from their vibrational ground state into a virtual energy level. The
subsequent relaxation can either proceed back to the ground state (Rayleigh scat-
tering), or it can terminate at an excited energy level resulting in photon emission
with a lower energy compared to that of the incident light (anti-Stokes). The same
interaction process leads to the emission of photons with a higher energy if the in-
cident light excites a molecule which is already in an excited state. The difference
between the primary energy and the energy distribution of the scattered photons
can be regarded as the fingerprint for the vibrational structure of the sample.

While for IR studies a change in dipole moment of the molecule is required, for so-
called Raman active matter the incident photon induces a change of polarisability
of the studied molecules. Polarisablity of a molecule gives the extent of possible de-
formation of the electron cloud under the influence of the electric field. The electrons
and the nuclei of the sample atoms are pushed in different directions resulting in a
deformation of the molecule. A good illustration of Raman activity is understood
in terms of the so-called ellipsoid of polarisabilty. The example of the linear CO2

molecule shows that symmetric vibration results in a change of the polarisability
of the molecule (see Figure 2.30). Thus, only symmetric stretching of the linear
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Figure 2.31: Principle of Raman scattering. Green arrows indicate excitation
beam and elastically scattered light. Red and blue arrows indicate scattered
light with lower (Stokes) and higher (anti-Stokes) energies compared to that of
the exciting beam. ∆E gives the vibrational fingerprint of the molecule.

CO2 molecule can be observed by Raman scattering. For H2O the corresponding
ellipsoid of polarisability is more difficult to visualise. Good illustrations can be
found in Ref. [Chemgapedia, 2011]. The water molecule does not exhibit a centre
of symmetry. This property is essential for spectroscopic IR and Raman studies on
H2O. Both techniques are regarded to probe the same vibrational energy structure of
water [Mallamace, 2007a]. However, distinct quantitative differences between water
spectra measured with the two different techniques are present.

The analytical description of the Raman effect implies that a charge shift in the mo-
lecule induces a dipole moment þpind = β þE, where β is the polarisability of the mo-
lecule and þE = þE0cos(2πν0t) is the applied electric field with frequency ν0. Molecular
vibration can be expressed in terms of nuclear displacement by x = x0cos(2πνRt),
where x is a generalised coordinate and νR is the resonance frequency. For small
distortions one can write β = β0 + (∂β/∂x)0x (Taylor series until the linear term).
The resultant induced dipole moment has the form

þpind = β þE0cos(2πν0t)

= β0
þE0cos(2πν0t) + (

∂β

∂x
)0x0

þE0cos(2πν0t)cos(νRt)

= β0
þE0cos(2πν0t) +

1

2
(
∂β

∂x
)0x0

þE0 {cos(2π[ν0 + νR]t) + cos(2π[ν0 − νR]t)} .

(2.50)

The first term in Equation 2.50 represents the Rayleigh scattering with the initial
frequency ν0, the second and the third terms are anti-Stokes and Stokes lines, re-
spectively. Analysis of the inelastically scattered part gives information about the
vibrational energy structure of the studied material. This structure depends on dif-
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ferent parameters, such as the state or the temperature of the sample. The existence
of this effect was initially predicted by A. Smekal in 1923 and five years later ex-
perimentally observed by the Indian scientist Ch. V. Raman. Together with the IR
spectroscopy, Raman scattering has developed to a wide-spread spectroscopic tool
within life-, geological-, chemical-, physical-, and other sciences.

symmetric stretch asymmetric stretch bend

Figure 2.32: Raman-active vibrational modes of water.

This thesis includes the analysis of Raman spectra of water molecules at different
temperatures and in different confinement dimensions. As previously mentioned wa-
ter is one of only few molecules which are both, IR and Raman active. There exist
a number of different partially contradictory spectral assignments of the different
vibrational modes for water [Sun & Zheng, 2009, Li & Skinner, 2010]. Figure 2.32
shows some characteristic vibrational degrees of freedom for an H2O molecule. In
particular, the broad OH-stretching (OHS) region of water originating from differ-
ent partially overlapping vibration modes has been analysed in detail and refined
over the years for different temperature regions [Walrafen, 1967, Venkatesh, 1975,
Sivakumar, 1978b, D’Arrigo, 1981, Sun, 2009]. At room temperature the OHS spec-
trum of bulk liquid water consists of four peaks: (I) 3250 cm−1, (II) 3420 cm−1,
(III) 3545 cm−1, and (IV) 3635 cm−1 (the energy is typically presented in spectro-
scopic wavenumbers 1/λ = E/hc in reciprocal centimetres). The four OHS modes
reflect the different intermolecular bonding degrees, ranging from fully HB ones
in mode I to the almost free molecules in mode IV [Sun, 2009]. Modes III and
IV are most pronounced at high temperatures and decline at lower temperatures
[Ratcliffe & Irish, 1982]. For temperatures below 280 K, a new component, mode
V, arises at ~ 3100 cm−1, representing the OHS contribution of water molecules
forming the ice-like tetrahedral HB network. The occurrence of this “ice-peak”
has been attributed to the existence of crystalline ice as heterophase fluctuation in
supercooled bulk water [D’Arrigo, 1981].
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This chapter describes the experimental setup conditions for measurements per-
formed within the present thesis. It includes the description of four independent
experimental approaches which were used for studying the influence of confinement
on the low-temperature properties of water.

Starting with the description of the Raman scattering setup in section 3.1, exper-
imental details of the combined study with X-rays and neutrons are presented in
section 3.2. The latter study consists of three independent experiments, i.e. small-
angle and wide-angle scattering of X-rays (SAXS and WAXS), and small-angle neut-
ron scattering (SANS). Experimental details for the study of repeated water sorption
in SBA-15 are given in section 3.3. An important experimental part of this thesis
was the development, construction and commissioning of a new apparatus which al-
lows in situ studies of sorption and other phase transitions by means of small-angle
X-ray scattering in a laboratory environment. The presentation of this Combined
SCattering and ADsorption system (COSCAD’s) is given in subsection 3.3.1. De-
tailed experimental conditions for the study of repeated water sorption in silica are
given in subsection 3.3.2.

Parts of the content described here are already published in “Physical Review
B” [Erko, 2011], in “Physical Chemistry Chemical Physics” [Erko, 2012a], and in
“Journal of Physics: Condensed Matter” [Erko, 2012b]. The respective experimental
conditions are described here in more detail than it could be done in the referred
journal publications. Some of the text passages in this chapter are identical to those
in the publications.

3.1 Raman scattering

The Raman scattering experiments represent a systematic study of confinement
effects on the structure of water in the temperature region between 123 K and 293
K. Ordered mesoporous hydrophilic silica MCM-41 and SBA-15 materials with pore
diameters ranging from 2.0 to 8.9 nm were used as confining matrices. Samples which
were used in this experiment are denoted as MCM20, MCM25, MCM30, MCM34,
MCM44, and SBA89 (see section 2.3). Data analysis was performed in two spectral
regions attributed to water, i.e. HOH-bending part, and OH-stretching (OHS) part.
Spectral position, width, and relative peak area of the components arising within
these regions were analysed as a function of temperature and pore diameter.
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Figure 3.1: Raman spectrometer Renishaw 1000 at King’s College London (left).
During measurements the temperature was controlled by the Linkam THS 600
cooling stage (right).

Figure 3.2: Sample cell for Raman
measurements. The porous mater-
ial (grey grains) is enclosed together
with a droplet of deionised water
(blue) between two glass plates,
which are separated by a layer of
vacuum grease (dark grey).

The experiments were performed at the
Physics Department of King’s College Lon-
don within a Short-Time Scientific Mission
provided by ESF COST Action MP0601.
The local laboratory equipment provided a
Renishaw 1000 Raman spectrometer with
a 40× objective (Nikon, ELWD 0.6 NA)
(Figure 3.1). Temperature control of the
samples was realised by a liquid nitro-
gen–based Linkam THMS 600 cooling stage
operating between 110 and 310 K. Each
sample was enclosed in a glass sample cell
inside the cooling stage, surrounded by a ni-
trogen atmosphere. The pore space of the
silica powder samples was filled with deion-
ised water at ambient pressure from the sat-

urated vapour phase. The sample cell was made of two thin glass plates with 100
µm thickness and 3 cm diameter. A 1 mm thick layer of temperature-resistant
vacuum grease was peripherally applied on the edges of one glass plate. A small
amount of mesoporous powder material and a droplet of deionised water were placed
in the middle of the glass plate. The second glass plate was pushed on top of the
first one, and slightly twisted, enclosing the sample together with the water droplet
within a water-saturated atmosphere (Figure 3.2). The specific amount of water
required to completely fill the pore space is known from earlier adsorption experi-
ments [Jahnert, 2008b, Erko, 2010]. This amount was considered by the preparation
of each experiment in order to minimise the amount of bulk water outside the pores.

One cooling cycle and one heating cycle were performed for each sample in the
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temperature range between room temperature and 123 K. Unfortunately, measure-
ments at lower temperatures were prevented by enhanced vibrations of the sample
cell, arising at high nitrogen pump rates. The cooling/heating rate was 1 K/min.
Raman spectra were recorded at constant temperature in steps of 5 K after tem-
perature equilibration of three minutes per measurement point. As a reference,
a measurement with a single water droplet representing the bulk water state was
performed under exactly the same experimental conditions as those used for water
confined in nanopores.

The samples were illuminated with a green laser (Innova 70C, λ = 514 nm) at 300
mW. Illumination of accumulated powder batches induced an intensive fluorescence
background. Another difficulty was the optimisation of the focal distance of the
lens system on the actual hight of the sample. These difficulties were solved by
illuminating well-separated flat clusters of MCM-41/SBA-15 (see Figure 3.3).

Figure 3.3: Optical picture of the MCM25 material through the 40× objective
without (left) and with laser illumination (right).

Raman scattering measurements were performed at ambient pressure in the spectral
region between 100 and 4200 cm−1 . Spectra were recorded with a charge-coupled
device camera at a resolution of 1 cm−1, with a total exposure time of 215 s for each
spectrum. Renishaw Wire 3.1 software was used for the primary data correction.
Hereby, no additional smoothing of the spectra was performed. A polynomial of the
second degree was used for baseline correction (see Figure 3.4).

Peak analysis was performed by the same software using Gaussian curves for all
spectral components arising in the spectral region around 1600 cm−1, and between
2800 and 3700 cm−1. The region around 1600 cm−1 is the HOH-bending region of
water characterised by one single component (see subsection 2.4.5). For the OHS
region between 3100 and 3700 cm−1 at room temperature four overlapping peaks are
expected. The origin of the two sharp peaks between 2900 and 3000 cm−1 is discussed
later. During the analysis process these peaks were fitted by two additional Gaussian
curves at 2910 cm−1 and at 2970 cm−1, respectively. The data analysis started
with the spectrum obtained for bulk water droplet at room temperature. Tabulated
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Figure 3.4: Snapshot of the fitting procedure by Renishaw Wire 3.1 software. Top:
experimental Raman spectrum of the OHS region of water (red). Four positions
for which no Raman signal is expected are marked manually and held constant for
all samples (vertical black lines). The blue line indicates the baseline, as suggested
by the software on the basis of the intensity at the four marked points. Bottom:
preview of the baseline-corrected spectrum (MCM25 at 190 K).

position values for the corresponding OHS mode were used as starting parameters for
the fitting procedure of this spectrum. Results of this fit were the starting parameters
in the peak fitting procedure of the spectrum at the next nearest temperature point.
This fit procedure was applied for all subsequent spectra measured for the bulk
water droplet. After fitting the bulk water spectra within the entire temperature
region, the spectra of water in the largest pores (SBA89) were fitted in the same
manner. Hereby, staring parameters for the first measurement at room temperature
were taken from the corresponding fit results obtained for bulk water. For water in
smaller pores the first set of starting parameters was taken from the corresponding
fit results of the next nearest pore size. The subsequent fit procedure for all samples
was performed in the same way.
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3.2 SANS, SAXS and WAXS experiments at

large-scale facilities

All experiments presented in this section were performed at the Helmholtz Zentrum
Berlin (HZB), utilizing the synchrotron radiation facility BESSY II and the neutron
source BER II. Ordered mesoporous materials MCM-41 with four different pore dia-
meters were used as confining matrices. The used materials are denoted as MCM20,
MCM34, MCM39, and MCM44. The amount of water inside the mesopores was
controlled by filling them from the gas phase using the DEGAS (Dedicated Envir-
onment for combined GAs sorption and Scattering) equipment, which was already
successfully used in our previous work [Erko, 2008, Erko, 2010]. The basic working
principle of such a vapour dosing system is described in subsection 3.3.1 in more
detail. The filling fraction of the mesopores was chosen to be close to but not larger
than unity, to avoid ice nucleation outside the pores. The pores were filled with
H2O at 280 K for SAXS and WAXS, and with D2O for SANS measurements. Heavy
water was chosen for the neutron experiments to circumvent the large incoherent
scattering from hydrogen atoms. The studied temperature region was 100 - 280 K.

Small-angle neutron scattering (SANS) data were collected at the instrument V1
at the BER II reactor. The incident monochromator-selected neutron beam had
a wavelength of 0.523 nm. A Be-filter at liquid nitrogen temperature was used to
suppress neutrons with wavelengths below 0.39 nm. The scattering patterns were
collected using a 3He detector with the sensitive area of 19 x 19 cm2 and the spatial
resolution of 1.5 x 1.5 mm2. The sample-detector distance was 1.025 m, giving
the measured scattering vector region of q = 0.6 - 2.8 nm−1. Calibration of the
sample-detector distance was performed using a yttrium-iron garnet (YIG) standard
sample. SANS data were accumulated for 30 minutes at a fixed temperature. Data
correction was performed using the Compaq Alpha Workstation software provided
by the beamline. This software essentially performs data correction of the obtained
neutron intensity by the formula:

I(q) =
Is+sh − ICd

τs+sh

− Ish − ICd

τsh

, (3.1)

here I and τ with the indices sh and s + sh indicate the measured intensity and
transmission of the empty sample holder, and those of the sample within the sample
holder, respectively. The index Cd indicates the background intensity, measured
by placing a strong neutron absorber, i.e. Cadmium, at the sample position. All
spectra were normalised with respect to the primary beam intensity. Cooling and
heating of the sample was performed in 10 K steps between the measurements using
a CGA-PTR mini Pulsetube Refrigerator. The cooling rate was 2 K/min. SANS
measurements were performed only for two samples i.e. MCM20 and MCM34 due
to the limited measurement time available at the instrument.
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Figure 3.5: SANS experimental setup at BER II V1 beamline. The sample was
embedded within an aluminium sample cell.

Figure 3.6: Left: neutron scattering pattern of MCM34 material on the 2D de-
tector behind the sample. Right: the corresponding scattering intensity after
radial averaging using Equation 3.2.

Figure 3.6 shows a scattering pattern as observed during the experiment. The Bragg
peak in Figure 3.6 arises from the hexagonally ordered pore structure of MCM34.
Due to the slit-like shape of the primary neutron beam, the powder ring on the
detector is smeared in the radial direction. Therefore, the spectra obtained after ra-
dial averaging (see next paragraph and Equation 3.2) are smeared to lower q values.
Data analysis of this experiment included only the extraction of the maximum value
of the Bragg peak intensity at a particular temperature. The relative change of the
Bragg peak intensity with temperature was further used to determine the change of
the average water density in nanopores.
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Figure 3.7: SAXS experimental setup at BESSY II 7T-MPW-SAXS beamline. The
sample is embedded between two Kapton foils. During the experiments the sample
cell is covered by a Beryllium dome and by a vacuum shield (see also Figure 3.9).

Figure 3.8: Left: two-dimensional X-ray scattering pattern of empty SBA89 ma-
terial on the Mar165 detector behind the sample. Right: the corresponding scat-
tering intensity radially averaged using Equation 3.2. The Kapton peak arises
from the sample cell.

Small-angle X-ray scattering (SAXS) measurements were performed at the BESSY
II 7T-MPW-SAXS beamline in the scattering vector region of q = 0.65 - 3.50 nm−1

at a sample-detector distance of 1.2 m. The chosen wavelength was 0.098 nm,
and the data were collected for 10 s for each pattern using a 2D position sensitive
detector (charge-coupled device Mar165, MarResearch, USA). The temperature of
the sample was changed continuously with a rate of 1.4 K/min. The setup of the
SAXS experiment is shown in Figure 3.7. Data were normalised with respect to the
primary beam intensity. The sample transmission was measured by a photo diode
placed on top of the beam stop of the detector. The transmission was properly
taken into account within the data normalisation. Since the scattering patterns
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were collected on a two-dimensional detector behind the sample (see Figure 3.7
and Figure 2.26), a typical powder diffraction pattern consists of concentric rings,
where the distance from the centre gives the corresponding scattering angle. The
radial averaging of two-dimensional scattering data implies an angular integration
of concentric spheres around the primary beam:

Is(q) =
1

2π

2π
ˆ

0

Is(q, χ)dχ, (3.2)

the corresponding integration angle is visualised in Figure 3.8.

Figure 3.9: WAXS experimental setup at BESSY II KMC2 beamline showing the
sample cell covered by a beryllium dome (left). The vacuum shield (right) prevents
formation of frost on the sample cell upon cooling. In order to monitor WAXS
peaks from ice the sample-detector distance was only 0.071 m.

Wide-angle X-ray scattering (WAXS) experiments were conducted at the BESSY
II KMC2 experimental station [Erko, 2000]. The scattering patterns were collected
with a position sensitive area detector (Bruker Vantec 200) for 20 s each pattern
using the same cooling and heating protocols as for SAXS. The sample detector
distance was 0.071 m, and the wavelength was 0.154 nm, which gives an accessible
q-range of q = 10 – 30 nm−1. All data were normalised to the primary beam intensity
and radially averaged (see Figure 3.10). No transmission correction was performed
for WAXS measurement. In order to obtain the WAXS signal only from water
the data were corrected by the appropriate subtraction of a separate measurement
of the empty sample within the sample holder, performed at room temperature.
Unfortunately, the instrument was not precisely calibrated to absolute q-values.
Therefore, the fitted values for the peak position obtained for bulk ice was used
for data normalisation to the known q-position of hexagonal ice. The analysis of
the water WAXS signal was performed only qualitatively by monitoring the relative
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change of peak characteristics (intensity, full-width of half maximum FWHM, and
position) with temperature.

Figure 3.10: Left: X-ray scattering pattern of bulk ice (strongly overfilled meso-
pores) on a 2D detector. The occurrence of radial “spikes” is described in the text.
Right: the corresponding scattering intensity radially averaged and corrected by
subtracting the scattering of empty sample within the sample holder.

Figure 3.11: The
red photon is
detected by only
one detector pixel
(grey squares), the
blue one - by two.

In contrast to the previously shown SAXS signal, the scatter-
ing pattern in Figure 3.10 consists of a number of concentric
spots, rather than of rings. The number of ice crystals hit by
the X-ray beam was not enough to produce a scattering pat-
tern of a perfect powder. The radial smearing of these spots
originates from a different effect. The combination of a relat-
ively small sample-detector distance with a finite penetration
depth within the detector’s active area led to the occurrence
of these “spikes” in radial direction on the detector picture.
An illustration of this effect is shown in Figure 3.11. At large
detector distances, the scattering photons hit the detector by
an angle of approximately 90°. Hereby, a single photon is
ideally recorded by a single detector pixel. However, if the
angle between a scattering photon and the detector active
area gets too low, one single scattering photon can be recor-
ded by several detector pixels. This effect also depends on the depth of detector
pixels. It is most pronounced for sharp intensive Bragg peaks, such as for bulk
hexagonal ice (see Figure 3.10). For measurements of water in mesopores this effect
was not extensively pronounced probably due to strong peak broadening resulting
from the small size of the ice crystals in mesopores.
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3.3 SAXS experiments at the laboratory X-ray source

Quantitative studies of water sorption in mesoporous silica are experimentally chal-
lenging and quite time consuming due to very slow equilibration. Neutron or syn-
chrotron radiation facilities as used in the experiments in the previous section do
typically not provide sufficient beamtime to conduct such experiments in a system-
atic way with sufficient equilibration time between the single measurements. There-
fore, an in situ sorption device was developed to study sorption processes in ordered
mesoporous materials using a laboratory small-angle X-ray instrument. This chapter
presents the “COSCAD’s” (COmbined SCattering and ADsorption system) setup
in detail, and shows its first application by studying repeated sorption of water in
SBA-15 with in situ SAXS.

Figure 3.12: Schematic view of the laboratory sorption SAXS apparatus
COSCAD’s. Pneumatic valves of the vapour dosing system are denoted by V1-V7,
the proportional valve by V8, the pressure gauges by P1-P3, and the fluid reservoir
by FR. Figure taken from [Erko, 2012b].

3.3.1 COmbined SCattering and ADsorption system
(COSCAD’s)

The apparatus for in situ small-angle X-ray scattering (SAXS) studies of fluid sorp-
tion is a combination of three independently working systems, i.e. the laboratory
SAXS system, a closed cycle cryostat for sample temperature control, and the va-
pour dosing system including the sample cell (Figure 3.12). This apparatus allows
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studies of monolithic or powdered porous samples via the gas sorption method in
different temperature regions currently ranging from 200 K to 330 K. The sorption
process can be either monitored quantitatively by stepwise volumetric analysis, or by
continuous gas dosing without quantitative determination of the adsorbed amount.
At the same time, SAXS patterns can be measured for different gas pressures. All
components of the system including the sample cell are constructed in a modular
way and can also be used outside the laboratory location (e.g. at a synchrotron or
neutron facility).

Figure 3.13: Bruker AXS Nanostar as a part of the COSCAD’s setup.

The commercial Nanostar SAXS system (Bruker-AXS, Karlsruhe, Germany) in-
cludes a sealed-tube Cu source operated at the K − α radiation line, selected and
focused by two crossed-coupled, parabolically bent multilayers (Göbel mirrors). The
SAXS patterns are collected by a Bruker-AXS Hi-Star area detector. Two different
sample-detector distances (0.25 m and 1.05 m) can be used to cover a scattering
vector range from 0.1 nm−1 to 8.0 nm−1 with sufficient overlap.

The custom-built vapour dosing system is used for the controlled filling and empty-
ing of the porous material with different fluids. The components of the system
consist of steel tubes tightly connected via Hy-Lok fittings (Hy-Lok, Oyten, Ger-
many). Optimum gas flow control is realised by pneumatic bellow valves operated
by a custom-written Labview software. Two high-pressure gauges (Oerlikon Ley-
bold Vacuum, Cologne, Germany) and one low-pressure gauge (Pfeiffer Vacuum,
Asslar, Germany) operating between 10−1 mbar - 1000 mbar and 10−5 mbar - 10
mbar, respectively are used for pressure control. The two different types of pressure
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Figure 3.14: COSCAD’s vapour dosing system. Notation of the valves and the
pressure gauges corresponds to that in Figure 3.12.

gauges with sufficiently overlapping ranges are necessary for customisable studies of
various fluids and gases. The vapour dosing system is connected to the temperature
controlled sample cell via a copper capillary. The whole sorption system can be kept
at a considerably higher temperature than the sample (up to 350 K), in order to
avoid fluid adsorption on the inner surfaces of the connection tubes.

The vapour dosing system can be operated either stepwise or in continuous mode.
Stepwise valve operation allows an accurate step-by-step determination of the volu-
metric sorption isotherm (i.e., a step-by-step gas dosing, each followed by pressure
equilibration) between two sorption steps. Figure 3.15 exemplary shows the pres-
sure data measured within the dosing volume during a single adsorption step. The
experimental description for Figure 3.15 is given below:

• after evacuation of the entire sorption system (except the fluid reservoir) the
initial state requires closing of all valves

• valve V4 has to be opened in order to extend the dosing volume by the “extra
volume” reservoir

• the pressure within the dosing volume can be measured by opening the valve
V3 to the pressure gauge P1

• at t ≈ 75 s the valve V2 between the fluid reservoir and the entire system is
shortly opened until the fluid vapour fills the entire dosing volume, hereby the
pressure within the dosing volume increases from p ≈ 0 to p = p1 ∼ 5 mbar

• system equilibration persists until t ≈ 200 s
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• at t = 200 s the valves V5 and V7 are simultaneously opened, connecting the
dosing volume to the sample cell

• fluid adsorption in mesopores leads to a decrease of the pressure within the
dosing volume, the total equilibration time of the system depends on both,
the fluid and the sorbate

• the pressure value which corresponds to the equilibrium pressure can be ob-
tained by extrapolating the pressure decay by an exponential function to the
value of p2

• the amount of adsorbed fluid can calculated from the measured pressure drop
during a sorption step (∆p = p1 − p2) using the calibrated volume values
(Table 3.1) of the system, and applying the ideal gas equation of state

time / s
0 200 400 600 800 1000

0

2

4

6

8

experimental values

exponential fit

p = 2.16 + 5.63e-0.0037t

∆p

p
1

p
2

Figure 3.15: Pressure behaviour within the dosing volume, measured at the pres-
sure gauge P1 during an adsorption step. The amount ∆n of adsorbed material
can be calculated by ∆n = ∆p · (V/RGT ).

The volume calibration of the different parts of the system was performed with
helium gas at pressures below 100 mbar. The initial value for the volume of the
fluid reservoir was calculated using the technical drawings of the system. Volume
calibration of the residual parts of the vapour dosing system was performed by mon-
itoring the pressure decrease of helium gas upon relaxation from the fluid reservoir.
Assuming that helium at low pressures can be treated as an ideal gas, the volume
calculation was performed inserting the values of the pressure changes into the equa-
tion of state of an ideal gas. Volume values for all parts of the system were obtained
from three independent measurements. The average values from these measurements
were taken to determine the particular volume value. As a cross-check, a reverse
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calculation of the volume of the fluid reservoir was performed using the volumes of
the entire system. The average value of these two measurements was taken as the
real volume of the fluid reservoir. The difference between this value and that from
technical drawings was taken as the relative volume error for all parts of the dosing
system. The error is smaller than one per cent. The volume values for all parts of
the system are summarised in Table 3.1.

Section Volume / ml error / ml

Fluid reservoir 483 4
Between V1, V2, V4, V5, V8 34.4 0.3
Between V5, V6, V7, V8 15.5 0.2

Extra volume 682 6
Sample cell + capillary 60.3 0.6

Table 3.1: Calibrated volumes from different parts of the vapour dosing system.

Figure 3.16: Sample
cartridge, including
two Kapton foils
between aluminium
plates and a spacer.

Alternatively, the vapour dosing system can be operated in
a continuous filling/emptying mode by the appropriate ad-
justment of the proportional valve V8 located between the
reservoir and the sample cell (see Figure 3.14). The ap-
propriate choice of gas flux rate for the complete sorption
isotherm, or separately for individual parts of it, is crucial
in this continuous mode. Incorrect values of the measured
pressure in the sample cell may result if the gas pressure in-
crease is too fast in the continuous sorption process. How-
ever, if equilibration times are known for a certain sample
and a certain fluid (for instance from earlier measurements
using the volumetric method), this continuous mode allows
saving time during in situ measurements, since the SAXS
data collection can also be performed continuously. This
is particularly necessary for measurements at synchrotron
radiation sources, where available beamtime is restricted.
In order to optimise the filling and emptying processes,
the system software allows pre-setting of a number of dif-
ferent flux ramps for each sorption direction. However,
one should keep in mind that in the course of a continu-

ous sorption process the sample is never in real equilibrium with the sorption fluid,
which can therefore lead to mis-interpretation of data.

A special sample cell was constructed to be placed in the vacuum chamber of the
SAXS system, combined with the vapour dosing system and the temperature con-
trol from the closed cycle cryostat. The sample cell has two indium-sealed beryllium
windows which separate the sample atmosphere from the evacuated SAXS chamber
(see Figure 3.17). The sample cell body is made of aluminium and copper, and is
fixed to the x-y stage. The cell is designed for monolithic samples of a maximum
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size of (6x10x1) mm3 or powder samples of similar volume. In order to simplify
the sample change procedure samples are embedded within replaceable sample cart-
ridges. Therein, the sample is embedded between two Kapton foils which are fixed
by two aluminium plates with openings for the X-ray beam. A cone-shaped hollow
aluminium spacer between the two Kapton foils realises optimal connection to the
gas supply from the vapour dosing system (see Figure 3.16).

Figure 3.17: X-ray sample cell in normal view and in cross-section. The thermal
shield reduces the power of radiation on the sample cell.

Temperature control of the sample cell is realised by a closed cycle cryostat (CTI
CCS-150, Janis Research, USA). The thermal connection is realised by flexible
braided copper wires. The system is operated via a Lake Shore Model 335 (Lake
Shore Cryotronics, USA) temperature controller by the same Labview software as
used for the vapour dosing system. The silicon diode temperature sensor is embed-
ded in a channel within the sample cell body. In a sorption process the sample cell
is typically held slightly below the temperature of the fluid reservoir. This setup
presently allows measurements in a temperature range from 200 K to 330 K. The
upper limit is due to the indium-sealed parts of the sample cell. The lower limit is
due to the old cryostat. With a new cryostat measurements at temperatures down
to at least 70 K will be possible, allowing sorption studies using liquid nitrogen.
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3.3.2 Samples and measurements

Process Time / hours

Adsorption 1 62
Desorption 1 48
Adsorption 2 76
Desorption 2 50
Adsorption 3 70
Desorption 3 68
Adsorption 4 25
Desorption 4 24

Aged sample ads. 66
Aged sample des. 48

Tabelle 3.2: Overall adsorption and
desorption times for the individual
cycles.

The mesoporous SBA89 powder used in this
study was taken from the same batch as in
the other experiments (section 3.1). Water
adsorption and desorption cycles were meas-
ured at 278 K after initial sample annealing
at 330 K for 24 hours under low vacuum con-
ditions (10−3 mbar). Pore filling and empty-
ing of SBA89 with water was performed by
the continuous vapour dosing mode. In or-
der to avoid bulk water condensation in the
sample cell the maximal pressure value was
limited to 8.6 mbar which is slightly be-
low the bulk water saturation pressure at
the given temperature. The overall times of
the individual adsorption-desorption cycles
are summarised in Table 3.2. The required
time for a sorption path close to equilibrium
was estimated from our experience in earlier

work of water sorption in the same SBA89 material [Erko, 2010]. This ensures that
the sample is close to equilibrium even in the capillary condensation regime where
kinetics becomes particularly slow. Only for cycle 4 insufficient equilibration may
possibly be expected.

Four complete adsorption-desorption cycles of water in SBA89 were performed in
direct sequence and SAXS patterns were measured in situ with the Nanostar con-
figuration of 1.05 m sample-detector distance. This detector distance was carefully
calibrated using a Ag-behenate standard sample. Each SAXS spectrum was accu-
mulated for 10 minutes. All scattering data were normalised to the primary beam
intensity measured by the scattering intensity of glassy carbon before and after the
measurements. The pressure values for the individual SAXS data points were taken
at the mid-time of the SAXS accumulation period. After completion of each desorp-
tion run the sample was evacuated for three hours at the experimental temperature
before starting a next sorption cycle. After the fourth sorption cycle the sample
was evacuated at an elevated temperature (330 K) for 3 hours, while simultaneously
recording the SAXS pattern. Several further water sorption cycles were then per-
formed on this sample and it was stored for several months under ambient laboratory
conditions with varying relative humidity. To probe the state of the sample after
this treatment, a further water adsorption measurement was performed without
previous annealing (“aged sample”). 2D data were radially averaged according to
Equation 3.2 to obtain SAXS profiles. Figure 3.18 exemplary shows experimental
data for the two-dimensional hexagonal pore lattice of SBA89 material in its empty
state.
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Figure 3.18: Left: X-ray scattering pattern from empty SBA89 on a two-
dimensional detector (Bruker AXS Nanostar). Right: the corresponding radially
averaged scattering intensity of SBA89 with the lattice constant of d = 11.52 nm.
Numbers denote the Bragg peak order of the two-dimensional hexagonal pore
structure according to Equation 2.39.
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4 Results and Discussion

This chapter presents the results from all four experimental approaches performed
within this thesis. Starting with the inelastic scattering of light (Raman scattering)
in section 4.1, the next section presents the results from combined elastic scattering
of X-rays and neutrons at two different ranges of scattering angles (SAXS, SANS,
and WAXS) (section 4.2). SAXS data from this study are further analysed in terms
of the influence of temperature on the pore lattice parameter of the mesopores
with different diameters. Pore lattice deformation with temperature is analysed and
discussed in section 4.3. Results from repeated water sorption in SBA-15 measured
by means of SAXS at the laboratory equipment (COSCAD’s) are presented and
discussed in section 4.4.

The results presented in section 4.1, in section 4.2 and in section 4.4 are already
published in scientific journals, referred as [Erko, 2011], [Erko, 2012a], and
[Erko, 2012b], respectively. A large part of the text passages in this chapter corres-
ponds to those in the publications.

4.1 Structure of confined water

The two spectral regions analysed in this thesis are attributed to the HOH-bending
mode of water molecules around 1600 cm−1, and to that of the OH-stretching (OHS)
ranging between 3000 - 3700 cm−1 (see subsection 2.4.5). Analysis of HOH-bending
region was performed only qualitatively comparing the relative spectral intensity
measured for different temperatures, and for different pore diameters. Experimental
data analysis of the OHS region of water was performed by determining the position,
width, and relative peak area of the HB mode V in the OHS part of the Raman
spectrum as a function of temperature and pore diameter. The spectral position of
the mode I OHS contribution was used to estimate the phase transition temperat-
ure for pore diameters larger than 2.5 nm. The results are compared with literature
values for bulk (hexagonal) crystalline ice and for bulk amorphous ice and are dis-
cussed with respect to the influence of confinement on the low-temperature phase
behaviour of water.
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4.1.1 Raman spectra

The experimental Raman spectrum of the entire measured spectral region between
100 cm−1 and 4200 cm−1 is shown in Figure 4.1. The particular contributions are
assigned in Figure 4.1, determined by a number of systematic measurements during
the preparation of the experiment. Thereby, the Raman signal of water is divided
into three separate vibrational contributions. The measured spectra are domin-
ated by a broad and intensive signal in the range 3100–3700 cm−1, which is attrib-
uted to the water OH-stretching (OHS) mode [Walrafen, 1967]. The weakly pro-
nounced peak around 1600 cm−1 is the signal of HOH-bending [Franks, 1975]. The
contribution below 250 cm−1 originates from the vibration of free water molecules
[Zwick & Landa, 1994].

Figure 4.1: Experimental Raman spectrum for water in mesopores of MCM25,
measured at 143 K.

Within the context of this work, particularly the OHS region of water molecules
ranging between 3100 cm−1 and 3700 cm−1 was analysed in detail. Additionally, a
qualitative analysis of the HOH-bending vibration around 1600 cm−1 was performed.
The region around 250 cm−1 and below was not analysed.

Unfortunately, the analysis of HOH-bending is limited by the very low signal-to-
noise ration of the Raman signal in this region. However, the signal of bulk water
and for water confined in different systems distinctly changes also in the spectral
region around 1600 cm−1. Figure 4.2 shows experimental data of the water droplet
measured at 283 K in the liquid state and at 163 K in the frozen state. The data sug-
gest that the signal in this region vanishes below the water freezing point. Figure 4.2
additionally shows a measurement of water confined in the pores of SBA89 material.
Various experimental methods verify that water confined in SBA89 pores is frozen
at the temperature of 163 K (see e.g. [Schreiber, 2001]). However, intensity around
1600 cm−1 is still present for this case. This observation already shows a distinct dif-
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ference between the Raman signal of frozen bulk ice and that of the frozen confined
pore water. However, the low intensity in this region does not allow a quantitative
signal analysis. Even marginal changes of the baseline correction strongly influence
the data, resulting in arbitrary data interpretation.

Figure 4.2: Experimental Raman spectra in the HOH bending region. Bulk water
droplet in liquid phase measured at 283 K (red) and at in solid phase at 163 K
(blue). The Raman signal from water confined in 8.9 nm wide pores of SBA89,
measured at 163 K (black).

Room temperature spectra of the OHS region for bulk water (water droplet) and
water confined in MCM25 (2.5 nm pore diameter) are shown in Figure 4.3. Also
shown is the room temperature spectrum of dry MCM25 which was recorded in a
stream of dry nitrogen gas. The OHS spectrum shows significant changes with tem-
perature (Figure 4.4) and as a function of confinement in the pores (see Figure 4.5).
In addition to the water OHS signal, two sharp peaks appear between 2900 and 3000
cm−1. This double peak is also present for the empty MCM25 sample but is absent
for the water droplet and should therefore be attributable to the mesoporous matrix.
Similar spectral features were already reported and discussed in the literature, but
their physical origin still seems to be a matter of debate. Because the spectral posi-
tion is roughly consistent with CH-stretching, it has been attributed to hydrocarbon
impurities remaining from the surfactant after calcination [Blin & Carteret, 2007].
However, because our samples were calcined at 550 °C, we do not expect any hydro-
carbon impurities. A different description implies laser radiation–induced defects
(silanone, i.e., Si = O double bonds) [Zyubin, 2002], which seems to be a more
plausible explanation. In our case, the two sharp peaks showed some minor vari-
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ation for the different samples, but no temperature dependence was observed. This
leads us to the conclusion that these peaks are not associated with the OHS spec-
trum of water. Hence, we do not discuss them further in the subsequent analysis.
From Figure 4.4, we see that the tail of the water OHS spectrum slightly enters the
region of these two peaks. Therefore, the two peaks were fitted together with the
water spectrum (described later). A cross-check for some data sets revealed that the
analysis is robust irrespective of whether the peaks are taken into account in peak
fitting or not.

Figure 4.3: Experimental Raman OHS spectra measured at room temperature.
The bulk water spectrum, represented by the measurement of the water droplet,
is shown by the dashed red line. The black solid line is the spectrum measured
for water confined in MCM25 (2.5 nm wide pores). The two sharp peaks at low
wave numbers arise from the mesoporous matrix, as indicated by an independent
measurement of dry MCM25 (blue dotted line). Figure adapted from [Erko, 2011].

Deconvolution of the broad OHS Raman spectrum was performed using four or
five Gaussian functions, depending on the temperature. As an example, a fit of
the spectrum of water confined in MCM25 at 143 K is shown in Figure 4.6. They
are attributed to the OHS modes I–IV, with their spectral position ranging from
3200 cm−1 (mode I) to 3650 cm−1 (mode IV), in accordance with reports in the
literature [Mallamace, 2007b, Sun & Zheng, 2009, Brubach, 2005, Walrafen, 1986].
At low temperatures, an additional component (mode V) appears somewhat be-
low mode I (3100 cm−1). This peak is attributed to the formation of a tet-
rahedral HB network, as in hexagonal, cubic, and (low density) amorphous ice,
and is referred to as ice-peak [Venkatesh, 1975, Sivakumar, 1978b, Brubach, 2005,
Bertie & Whalley, 1964, Rice & Sceats, 1981]. For all samples, the spectral charac-
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teristics (peak position, peak width, and intensity) of all OHS components change
with temperature. Figure 4.4 demonstrates that lowering the temperature causes
a spectral shift to lower wave numbers (redshift) and a sharpening of the mode V
component is observed. Furthermore, the intensities of modes I and V were found
to increase relative to those of modes II–IV as the temperature decreases.

Figure 4.4: Experimental Raman OHS spectra measured for water in MCM25 (2.5
nm wide pores) for different temperatures (color solid lines), together with the
experimental bulk ice spectrum at 133 K (black dashed line).

For water confined in the pores, the peak characteristics of the OHS spectrum are
changing with the degree of confinement. In SBA89, the material with the widest
pores (8.9-nm diameter) in the OHS spectrum largely resembles the features of the
one for the water droplet (bulk water) at the same temperatures. As the pore size
decreases, a blueshift of the mode V contribution and a broadening of the entire OHS
water spectrum are observed, as demonstrated in Figure 4.5 for a given temperature
of 143 K. The spectral characteristics (peak position, peak width, and intensity)
of all components of the OHS spectrum of bulk water (water droplet) and water
confined in pores of the six silica materials were determined from the spectral fits
for the entire experimental temperature range. Major changes are observed for the
low-wave-number contributions, or modes I and V. Modes II–IV did not exhibit such
significant systematic changes with temperature or pore size. Therefore, a detailed
analysis was performed only for OHS modes I and V.
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Figure 4.5: (A) Raman OHS spectra of water in different confinement at 143 K.
The spectral contribution of mode V that occurs around 3100 cm−1 decreases
monotonically with decreasing pore size. (B) shows magnified spectra of samples
with pore sizes between 2.0 and 4.4 nm. Figure adapted from [Erko, 2011].

4.1.2 Freezing and melting in confinement

The OHS spectrum of bulk water (water droplet) exhibits significant changes upon
freezing and melting. The position, as well as the peak width, of mode I changes
in a discontinuous way at the phase transition temperature during the cooling and
melting cycles. For confined water, a similar stepwise change of the mode I com-
ponent is found as long as the pore diameter is not too small. Figure 4.7 shows
exemplary the results for MCM34. The discontinuous step in the peak position is
clearly observed occurring around 220 K upon cooling and occurring around 230 K
upon heating. As the pore size decreases, the step occurs at a lower temperature
and the step height decreases. For water confined in the sample of the 2.5 nm pore
diameter, this step is at the limit of experimental detectability, and for the sample
of the 2.0 nm pore size, all fitted parameters of the OHS mode I change smoothly
with temperature.

The OHS spectrum of bulk ice is dominated by the intensity of mode V
[Venkatesh, 1975, Bertie & Whalley, 1964] (see Figure 4.4 and Figure 4.5), which
is absent in the liquid range at high temperatures. For the bulk water droplet, it
appears between 263 – 253 K upon cooling, and it vanishes between 263 – 273
K upon heating, in perfect agreement with the step in mode I. The temperat-
ure at which the mode V peak first appears in confinement decreases with de-
creasing pore size. Therefore, not only the discontinuous change in the position
and width of mode I but also the appearance of mode V seem to be indicative
for the liquid–solid phase transition of water. However, at low-enough temperat-
ures, the mode V peak is present in all samples - including the one with smallest
pores (2.0 nm), for which no step was found by the analysis of mode I. Exper-
imental evidence for mode V in supercooled liquid bulk water was also reported
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Figure 4.6: Deconvolution of the OHS region for water confined in MCM25 at 143
K: experimental data (black solid line), fit function (red solid line), and the five
components (modes I–V) (black dashed lines). Figure adapted from [Erko, 2011].

in [D’Arrigo, 1981]. Therefore, we conclude that the first appearance of mode
V should not be taken as unique indication of the liquid–solid phase transition
of confined water. Instead, we take the discontinuous change in the position of
mode I to estimate the phase transition temperature. According to current models
[Sun & Zheng, 2009, Brubach, 2005, Bertie & Whalley, 1964], mode I represents the
symmetric stretching vibration of strongly HB water molecules (see also Figure 2.32)
that are already present in the liquid state. The Raman intensity of this mode is
strong in both the liquid and the solid states; therefore, data analysis of the whole
measured temperature range between room temperature and 123 K could be per-
formed with high accuracy.

The confinement-induced shift of the melting temperature, ∆Tm = T0−Tm, for water
in a series of MCM-41 and SBA-15 materials was recently studied by Findenegg et
al. using DSC [Findenegg, 2008]. They found that ∆Tm can be related to the pore
radius R by a modified form of the thermodynamic Gibbs-Thomson equation (see
subsection 2.2.3):

∆Tm =
C

R − t
, (4.1)

with

C = CGT =
2T0σslV

M

∆HM
, (4.2)
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where the parameter t was introduced to account for a layer of non-freezable water
at the pore walls. A good representation of the DSC data was obtained with t =
0.6 nm, which corresponds to about two monolayers of non-freezing water molecules
adjacent to the pore walls [Findenegg, 2008, Jahnert, 2008b]. From our Raman
scattering results, we define the phase transition temperature in the pores by the
discontinuous change of the spectral position of the OHS mode I (Figure 4.7).
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Figure 4.7: Fitted spectral position for OHS mode I of water confined in 3.4 nm
pores. Open and filled circles indicate the cooling and heating directions, re-
spectively. The freezing and melting temperatures, Tf and Tm, respectively, are
assigned to the midpoints of the interval before and after the discontinuous change.
Figure adapted from [Erko, 2011].

The nominal freezing and melting temperatures of water in a given sample were
defined operationally as the midpoint of the interval before and after the discontinu-
ous change of the OHS mode I spectral position. Since the spectra were taken in 10 -
K steps, the transition temperatures have error bars of ± 5 K. To check whether the
phase transition temperature Tm derived from the temperature dependence of the
Raman OHS mode I conform to this simple relation, combiningEquation 4.1 with
Equation 4.2 gives

Tm(R−t) = T0(R−t)−CGT (4.3)

A plot of the resulting melting temperatures according to Equation 4.3, with t =
0.6 nm, is shown in Figure 4.8, together with the respective results from the DSC
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4.1 Structure of confined water

measurements taken from [Jahnert, 2008b, Schreiber, 2001]. The graph shows that
the results from Raman scattering are in excellent agreement with those of the DSC
study. The value of the Gibbs-Thomson constant derived from the analysis of the
OHS mode I on the basis of Equation 4.3, C = 63±8 K nm, agrees within the limits
of error with the respective value from the DSC study, C = 53± 1 K nm. As in the
DSC study, no clear discontinuity indicating a first-order phase transition could be
obtained for samples with diameter of 2.5 nm and below.

(R-t) / nm
0 1 2 3 4 5 6

T
m

( R
- t

)/
 K

 n
m

0

200

400

600

800

1000

1200

1400

1600

DSC

Raman

Linear fit

Figure 4.8: Correlation of the melting temperature Tm with an effective pore radius
(R−t), assuming a layer thickness t = 0.6 nm of non-freezable water. Crosses mark
the DSC data from Refs. [Jahnert, 2008b, Schreiber, 2001]; points are obtained by
the present Raman data analysis. The dashed line illustrates the linear regression
described by Equation 4.3. Figure adapted from [Erko, 2011].

4.1.3 Analysis of the ice peak

Another remarkable finding becomes apparent from the detailed analysis of the mode
V contribution as a function of temperature and confinement. As mentioned earlier,
this mode represents strongly HB oscillators in an icelike tetrahedral water network,
as present in hexagonal, cubic, and (low density) amorphous ice. We therefore
denote this peak as ice-peak in the following. Figure 4.9 shows the spectral position
and width (full width at half maximum, or FWHM) of the ice-peak plotted as
a function of temperature for samples of different pore widths. For all samples,
the peak position shifts to a lower wave number and the peak width decreases as
the temperature decreases. Figure 4.9 also shows that decreasing the pore size at

83



Chapter 4 Results and Discussion

a given temperature causes a shift of the peak position to higher wave numbers
Figure 4.9(A) and a broadening of the peak Figure 4.9(B). Raman and FTIR OHS
spectra of bulk crystalline ice and low-density amorphous ice (LDA) have been
reported in earlier studies [Sivakumar, 1978b, Venkatesh, 1975]. The values of the
spectral position and width of the ice-peak of crystalline and amorphous bulk ice
reported in literature are included in Figure 4.9. Apparently, these curves seem to
determine the bounds of our experimental data, with water in the 8.9 nm pores
almost corresponding to bulk crystalline ice and water in the 2.0 nm pores almost
corresponding to vapour-deposited LDA.

Figure 4.9: Temperature dependence of the ice-peak characteristics for confine-
ment in pores of different sizes. (A) Fitted spectral position, and (B) FWHM for
the measurements of the single water droplet (dotted line) and for water in six
confinement dimensions (symbols). Also shown are the data attributed to crystal-
line (solid line) and amorphous (dashed line) solid water from [Sivakumar, 1978b]
and [Venkatesh, 1975]. Figure adapted from [Erko, 2011].

Further analysis of the OHS spectrum also reveals that the intensity contribution of
the ice-peak, defined as the ratio of the area of mode V divided by the total OHS
area, changes with the degree of confinement of water (see also Figure 4.5). The
temperature development of this quantity for different confinement dimensions is
shown in Figure 4.10. Interestingly, the relative area of the ice-peak increases lin-
early with decreasing temperature. Moreover, the slope of the curves in Figure 4.10
is similar for all studied confinement dimensions.

The curves are only shifted in temperature, giving a systematic picture at a fixed
temperature. According to that, the relative contribution of the ice-peak is largest
for water in the widest pores and decreases systematically with decreasing pore
size. This relation holds for the entire temperature range in which the ice-peak
is observed. The relative peak area can be taken as a measure for the fraction of
molecules in the respective vibrational mode. Hence, we may infer that there are two
populations of water molecules in the pores: one forming a strong HB tetrahedral
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4.1 Structure of confined water

Figure 4.10: Temperature behaviour of the relative area of the OHS mode V
(A(mode V)/A(total)) for different confinement dimensions.

water network and the other not forming such a network. On the basis of the results
presented in Figure 4.8, we propose that these two populations represent the water
in the core of the pores and the layer of non-freezable water at the pore walls, which
is often termed interfacial water [Brovchenko & Oleinikova, 2008]. Assuming that
the layer thickness t is independent of the pore radius R, as suggested by Figure 4.8,
and that a layer of similar thickness exists in the smallest pores, we can estimate
the volume fraction of water in the core of the pores, which we call core water,
by ϕ = (R − t)2/R2. A plot of the relative area of the ice-peak versus the volume
fraction of core water, adopting a layer thickness t = 0.6 nm, is shown in Figure 4.11
for a fixed temperature of 173 K.

Remarkably, a linear relationship is obtained for the entire set of samples, including
those with smallest pore diameters (2.5 and 2.0 nm) and the bulk water droplet, for
which the fraction of core water was set to 1. A linear relationship as in Figure 4.11
holds for all temperatures for the set of samples in which the ice-peak was present at
that particular temperature. The error bars in Figure 4.11 indicate the estimated
error in the determination of the relative area of the ice-peak (vertical bars) and
the changes in the calculated fraction of core water resulting from an estimated
uncertainty of the layer thickness t of non-freezable water of 0.1 nm (horizontal
bars). The linear relation between the relative peak area of the ice-peak and the
volume fraction of the core water also holds for these higher or lower values of the
layer thickness. Moreover, the graph for the lower layer thickness (t = 0.5 nm),
indicated by the dashed line in Figure 4.11, passes through the origin - as would be

85



Chapter 4 Results and Discussion

Rel Vol-Ratio vs Rel Spec-Ratio 

Fraction of bulk-like water
0.0 0.2 0.4 0.6 0.8 1.0

R
e
la

ti
v
e
 a

re
a
 o

f 
th

e
 i

c
e
 p

e
a
k

0.00

0.05

0.10

0.15

0.20

0.25

water 
dropletSBA89

MCM44

MCM34

MCM30

MCM25

MCM20

T = 173 K

Temperature / K
120 140 160 180 200 220n

o
n

-f
re

e
za

b
le

 l
a

y
e

r 
t 

/ 
n

m

0.3

0.4

0.5

0.6

0.7

0.8

Figure 4.11: The relative area of the ice-peak is directly proportional to the frac-
tion of core water within the pores of different sizes. The solid line is a linear fit
for t = 0.6 nm. The dashed line shows the fit for a decrease of the layer thickness
t by 0.1 nm. The inset shows the temperature dependence of t. Figure adapted
from [Erko, 2011].

expected if the non-freezable wall layer is assumed not to contribute to the ice-peak.
The appropriate values for the non-freezable layer thickness for other temperatures
are shown in the inset of Figure 4.11. The deviation of our Raman OHS data from
the DSC data in Figure 4.8 in this case is still well within the combined experimental
uncertainty of the two independent methods.

4.1.4 Discussion

We performed a systematic study of the effect of confinement on freezing and melt-
ing of water in cylindrical silica nanopores using Raman scattering. These find-
ings confirm results from earlier studies [D’Arrigo, 1981, Furic & Volovsek, 2010,
Sivakumar, 1977, Sivakumar, 1978b, Sivakumar, 1978a, Walrafen, 1964] and allow
us to draw new conclusions based on the systematic change of confinement dimen-
sions from 8.9 to 2 nm. Raman spectra in the OHS region of water show pronounced
changes in the population of the individual stretching modes on confinement. At
room temperature, the population of high-energy vibrations increases with con-
finement (Figure 4.3). This high-energy contribution can be attributed to weakly
connected water molecules [Brubach, 2005, Sun & Zheng, 2009]. Accordingly, con-
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finement appears to weaken the connectivity of the HB network of water molecules,
resulting in an increase of their mobility. This effect is consistent with results from
NMR measurements [Liu, 2006, Webber, 2007]. Significant changes of the OHS
Raman signal are observed during cooling and heating in the temperature range
between 123 and 303 K. The temperature-induced changes in the OHS spectrum
are indicative for the changes of the intramolecular bonding within the water net-
work. The position and width, as well as the relative intensities of all spectral
components, change systematically with temperature. With decreasing temperat-
ure, the non-HB oscillations are successively replaced by those of a HB network,
leading to a relative increase of the intensity of the components with lower wave
numbers. This temperature-induced change in the network of water molecules also
influences the strength of the molecular oscillators and leads to a shift in the spec-
tral position of the OHS modes. Temperature-induced ordering and disordering
of water molecules lead to, respectively, narrowing and broadening of each con-
tribution peak. These effects also show a systematic dependence on confinement
dimensions. For bulk water and water confined in pores larger than 2.5 nm, the
development of the OHS mode I contribution with temperature can be used to de-
termine the liquid–solid phase transition temperature from the discontinuous change
of the spectral position (Figure 4.7) and the width of the peak (data not shown).
Phase transition temperatures obtained by this method are in excellent agreement
with those from DSC measurements performed independently on the same samples
[Findenegg, 2008, Jahnert, 2008b]. This close agreement confirms the finding in
[Jahnert, 2008b] that the parameter C of Equation 4.2 agrees reasonably with the
Gibbs-Thomson constant as derived from thermodynamic parameters of bulk water:
CGT = 2T0σslV

M/∆HM = 54 K nm, where T0 is the melting temperature, σsl, is
the free energy per unit area of the liquid–solid interface, V M is the molar volume
of the liquid phase, and ∆HM is the molar enthalpy of melting. It is remarkable
that the thermodynamic Gibbs-Thomson equation is applicable down to the nano-
meter regime when we allow for the existence of a non-freezable layer of water at
the pore walls. In agreement with the DSC study, we find that at the pore walls of
hydrophilic silica in MCM-41 and SBA-15, the thickness of this layer corresponds
to about two monolayers of water molecules. Strong interfacial-bound water lay-
ers of similar thickness where also reported for Vycor porous glass [Gruener, 2009],
and the existence of a quasiliquid water layer was reported for planar silica surfaces
[Engemann, 2004]. The magnitude of the discontinuous step in the spectral pos-
ition and width of the OHS mode I decreases with decreasing pore size, showing
essentially the same trend as the exothermic/endothermic heat transfer measured
in DSC [Jahnert, 2008b]. For water confined in pores of a 2.5 nm diameter, a slight
discontinuity in the spectrum is perhaps present but is no longer quantifiable. In
pores of a 2.0 nm diameter, both the position and the width of the OHS mode I
change smoothly with temperature in the range between 123 and 303 K. This ob-
servation supports the conjecture of a continuous liquid–solid phase transition of
water in narrow pores [Morishige & Kawano, 1999]. This effect should in some way
be connected to the existence of a non-freezing water layer close to the pore wall.
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To assess the significance of the vanishing step in the OHS mode I parameters more
quantitatively, the step height should be normalised by the amount of water in the
core volume. A non-freezing water layer of a 0.6 nm thickness in pores of a 2.5 or
2.0 nm diameter leaves a core volume fraction of 27% and of 16%, respectively, in
which the water may freeze. In both cases, the amount of water in the core volume
is well above the limit of experimental resolution of DSC and Raman measurements.
The analysis of the DSC data revealed that the (molar) enthalpy of melting ∆HM

of water sharply decreases with decreasing core radius (R − t) and disappears at an
estimated pore diameter of 2.7 nm [Jahnert, 2009]. The value of the limiting pore
diameter derived from the DSC data in this way somewhat depends on the value of
the layer thickness t, which can only be determined indirectly. In this respect, the
determination of the limiting pore diameter from the Raman OHS spectra is more
direct, because it is based on the direct detection of the disappearance of a step
in the position and width of the mode I spectra. In this way we definitively found
that no first-order phase transition occurs in pores of diameters smaller than 2.5
nm. Hence, the two methods yield concordant results for the limiting pore diameter
of a first-order freezing transition of water. In this context, the population of the
ice-peak (mode V) scales linearly with the estimated fraction of core water, accord-
ing to ϕ = (R − t)2/R2, when assuming the same value of the layer thickness of
non-freezing water as in the analysis of the mode I spectra (Figure 4.7). Although
a slight temperature dependence of t seems to be present (inset in Figure 4.11), this
result suggests that water in the pores consists of two spatially separated phases
irrespective of the pore size. The interfacial water near the pore walls consists of
non- or weakly HB water molecules, contributing essentially to the high-energy part
of the OHS spectrum (modes II–IV). The relative fraction of water in the core of
the pore space consequently decreases with decreasing pore size. From the view-
point of dynamics, this seems to imply that there should be no essential difference
in the dynamic behaviour of bulk water and confined core water, even in very small
pores. In a similar context, the term “free” water with bulklike properties was in-
troduced by Gallo et al. [Gallo, 2010b, Gallo, 2010a] and was used to argue that
results obtained from strongly confined water can be taken to predict bulk water
behaviour in the no man’s land [Xu, 2009]. However, an important conclusion from
the analysis of the Raman ice-peak is that the structure of water in the core of the
pores changes with the degree of confinement, which should therefore not be con-
sidered bulklike. This follows from a comparison of the parameters of the ice-peak
in the pores with the corresponding values for bulk samples of crystalline ice and
vapour-deposited LDA reported by Sivakumar et al. [Sivakumar, 1978b]. This in
turn leads to the conclusion that, upon cooling, the core water in large pores under-
goes a first-order phase transition, forming crystalline ice similar to bulk ice. For
water confined in pores of a smaller pore size, a shift of the spectral position and
peak width toward the values attributed to LDA as reported in [Sivakumar, 1978b]
and in [Venkatesh, 1975] is observed. In the pores of a 2.0 nm diameter, we observe
a signal that corresponds closely to the one of bulk LDA. From this, we conclude
that there is a continuous transition from crystalline ice for weak confinement (8.9
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nm pores) to LDA for strong confinement (2 nm pores). Hence, our results indicate
a confinement-induced structural change of the core water with decreasing pore size.
A similar continuous transition of confined water from liquid to solid has previously
been reported from X-ray diffraction measurements and was interpreted as a “new
type of phase transition” [Morishige & Kawano, 1999].

Finally, distinct differences in the dynamics of bulk water and confined water can
also be deduced from the spectral region around 1600 cm−1, which represents the
HOH-bending mode of water molecules. For bulk water, the disappearance of the
HOH-bending peak upon freezing has been attributed to the sudden increase of the
molecular connectivity [Franks, 1975]. In our experiments (Figure 4.2), the HOH-
bending peak was present at all temperatures down to 123 K, even in the widest
pores of the SBA-15 sample (8.9 nm pore diameter). Only for the bulk water
droplet did the HOH peak completely vanish upon freezing, in accordance with
other investigations. Therefore, we stress that this spectral signature (similar to the
appearance/disappearance of the ice-peak) cannot be used to uniquely determine
the liquid state of water in pores, as was proposed by Mallamace and co-workers in
[Mallamace, 2007b]. Nevertheless, further work is needed for a more quantitative
analysis of the effect of confinement on the weak HOH-bending signal.

4.1.5 Conclusions

We presented experimental evidence that the strong interaction of water molecules
with the walls of the cylindrical nanopores of SBA-15 and MCM-41 leads to a non-
freezable water layer of approximately 0.6 nm thickness. This layer contributes
to the high-energy part of the OHS spectrum only, indicating a weakly HB water
structure without any tetrahedral coordination. In contrast, the water confined
within the core of the cylindrical pores shows at low temperatures the fingerprint of
HB, tetrahedrally coordinated water represented by the Raman mode V or ice-peak
in the low-energy region of the OHS spectrum. This core water shows a continuous
structural change from crystalline ice for large (8.9 nm) pores toward LDA for very
small (2 nm) pores. In view of these two spatially separated water populations in the
pores, and because the intrinsic structure of the core water depends on the degree of
confinement, we conclude that it will be rather difficult to extract information about
the state of bulk liquid water in the no man’s land from studies of water confined
in nanopores [Mishima & Stanley, 1998].
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4.2 Density minimum of confined water

Combined data from in situ small-angle scattering of X-rays (SAXS) and neut-
rons (SANS) are corroborated by additional wide-angle X-ray scattering (WAXS).
Hereby, the small-angle signal shows the Bragg peak intensity from the mesoporous
lattice, that at wide angles corresponds to the intermolecular scattering of water
in mesopores. The influence of confinement dimensions on the development of the
scattering intensity with temperature is analysed and discussed in this section.

4.2.1 Scattering data

For all three independent experiments the scattering intensity I(q) shows charac-
teristic changes with temperature. A temperature shift (hysteresis) between cooling
and heating is observed. All data presented within this work correspond to the
heating cycle, but the results are valid also for the cooling cycles. Figure 4.12
shows exemplary scattering patterns for water confined in MCM34 for two selected
temperatures. The development of the wide-angle X-ray scattering (WAXS) signal
for MCM34 is shown in Figure 4.12(a). We performed a peak fit to the first in-
tensity maximum between 15 nm−1 and 22 nm−1. Unfortunately, the instrument
was not calibrated very precisely to absolute q-values. Therefore, the fitted values
for the peak position obtained for the largest pore size at the lowest temperature
were used for the normalisation of the data to the known q-position of cubic ice
[Dowell & Rinfret, 1960].

A plot of the peak height, the peak width and its position as a function of temperat-
ure are shown in Figure 4.13 for all four samples. The observed step in the peak in-
tensity is accompanied by a discontinuous change of the width and the position of the
peak. The discontinuity of the WAXS parameters for MCM34, MCM39 and MCM44
coincides well with the phase transition temperature (dashed lines) measured by in-
dependent DSC-[Findenegg, 2008] and Raman measurements in section 4.1 on the
same samples. The sudden peak broadening, intensity decrease, and peak shift in
the WAXS region can therefore be used as a signature of the first-order melting
transition of water inside the pores. As in the DSC-[Findenegg, 2008] and the Ra-
man studies from section 4.1 also the WAXS data show no clear discontinuity, but
rather a continuous change for water confined in 2.0 nm wide pores, indicating the
absence of a first-order melting transition in this case.

The small-angle scattering signal (Figure 4.12(b) and (c)) shows well-pronounced
Bragg peaks resulting from the two-dimensional hexagonal mesopore lattice. The
high brilliance and the excellent resolution of the synchrotron source allow highly
accurate measurements of several Bragg peak orders. Unfortunately, in the neutron
experiments only the first order Bragg peak could be measured due to the small q-
range covered by the detector and insufficient beamtime available (Figure 4.12(c)).
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Figure 4.12: Scattering patterns for MCM34 for two different temperatures above
(black) and below (red) the melting transition temperature. (a) WAXS, (b) SAXS,
(c) SANS. Figure adapted from [Erko, 2012a].
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Figure 4.13: Temperature dependence of the WAXS signal. The plot shows fit-
ted values of the peak intensity (a), peak width (b) and peak position (c).
The corresponding pore size-dependent water melting temperatures Tm from Ref.
[Jahnert, 2008b] are indicated by the vertical dashed lines. Figure adapted from
[Erko, 2012a].
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4.2 Density minimum of confined water

The SAXS intensities of the individual Bragg peaks, normalised to the intensity
measured at T = 100 K, are shown in Figure 4.14(a) for MCM34 as a function
of temperature. The corresponding (10) Bragg peak intensity for the same sample
measured with SANS is shown in Figure 4.14(b). The SAXS data exhibit an in-
tensity maximumat about 220 K, and the SANS data show a minimum in the same
temperature region. These extremes roughly correspond to the temperature where
the jump in the WAXS parameters occurs. Taking into account the aforementioned
coincidence of this jump with the phase transition temperature, the intensity max-
ima and minima in SAXS and SANS, respectively, can be attributed to the melting
transition of water in MCM34. All other samples show essentially the same temper-
ature behavior of the scattering signal. However, the points of the intensity maxima
and minima are shifted in temperature similar to the WAXS parameters.
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Figure 4.14: Temperature dependence of the scattering intensity of individual re-
flections during heating. (a) Peak height for the three reflections (10), (11) and
(20) of the mesopore lattice measured with SAXS. (b) Peak height of the (10)
mesopore lattice reflection measured with SANS, together with the predicted
SANS data from the model fit of the SAXS data (Section IV). Water melting
temperatures as observed in DSC [Jahnert, 2008b] are indicated as Tm for H2O
and T ∗

m for D2O, respectively. Figure taken from [Erko, 2012a].

In a two-phase approximation (i.e. water of homogeneous density within the cyl-
indrical mesopores of the homogeneous silica matrix), the Bragg peak intensity from
the pore lattice is proportional to the scattering contrast (i.e. the square of the scat-
tering length density difference between the silica matrix and water). Due to the
different interactions of neutrons and X-rays with matter, the scattering contrast
of neutrons is different from that of X-rays. The density of solid silica does exhibit
only negligible dependence on temperature. The observed changes in Figure 4.14
can therefore be attributed to changes in the scattering length density (which is
related to the mass density) of water within the pores.

In the SANS experiment the (10) Bragg peak intensity changes in the opposite
way with temperature as compared to the SAXS measurements. Moreover, the
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SAXS signal (Figure 4.14(a)) shows different temperature behavior for each of the
three Bragg peaks. This last observation implies in particular that the intensity
changes cannot be described simply by a two-phase system, since then all reflections
should show exactly the same temperature dependence. A non-homogeneous water
distribution within mesopores was already suggested earlier to be fully in-line with
neutron scattering experiments on confined water [Mancinelli, 2010a].

4.2.2 Density distribution

Several experimental [Schreiber, 2001, Findenegg, 2008, Mancinelli, 2009] and the-
oretical [Lombardo, 2008, Brovchenko & Oleinikova, 2008, Gallo, 2010b] studies of
water in hydrophilic nano-confinement give evidence of a wall layer of approxim-
ately two water molecules exhibiting a different density than the core water. We
therefore assume a simple core–shell type density distribution of the water, which
is compatible with our earlier work (see section 4.1), and qualitatively also with
Ref. [Mancinelli, 2010b]. In order to describe the temperature dependence of the
integrated intensity, we adapt the step-density model from Ref. [Zickler, 2006], and
apply it to the SAXS and SANS data simultaneously. In the model, one phase
represents the silica matrix, the second the water in the vicinity of the pore walls,
(surface water), and the third phase describes the water in the inner part of the
pore (core water). For MCM-41 and other hydrophilic confinement the strong at-
traction of water by the substrate leads to an increased water density close to pore
walls [Svergun, 1998, Merzel & Smith, 2002, Mancinelli, 2010a], and therefore to an
increased scattering length density (sld) as compared to bulk water under ambient
conditions. The scattering length density ρ, describing the interaction strength of a
substance with the X-rays or neutrons, is directly proportional to its mass density ρm

(see Equation 2.41). The mass densities for bulk water and silica at 277 K and the
corresponding scattering length densities for X-rays and neutrons are summarised
in Table 2.3.

The scattering intensity I(q) for a system of monodisperse, hexagonally packed,
water filled pores with average sld ρal in a silica matrix with sld ρs can generally
be expressed by Equation 2.32, with ∆ρ = ρal − ρs. For a perfect two-dimensional
hexagonal lattice, the structure factor S(q) gives non-vanishing intensity contri-
butions only at the position of individual Bragg reflections, S(qhk) ∝ 1/q2

hk, and
is zero otherwise. Due to finite experimental resolution, these delta functions are
broadened and can be represented by Gaussian or Voigt functions [Zickler, 2006].
The square of the form factor |F (q)|2 determines the height of the Bragg peaks
and is for a number N of nested cylindrical shells expressed by Equation 2.30, with
Z(qR) = 2J1(qR)/(qR), where J1(qR) is the “ordinary” Bessel function of the first
kind. The sld profile of the three-phase model (N = 2) based on fitted results for
MCM34 at 220 K is sketched in Figure 4.15. The scattering length densities cor-
responding to Equation 2.30 are: ρ0: silica matrix, ρ1: surface water and ρ2: core
water. (R1 − R2) corresponds to the thickness of the surface water shell and R2
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this, the expected sld for neutrons can be calculated on the basis of Equation 2.41
(blue). A water density change leads to the opposite contrast scenario for neutrons
and X-rays, respectively. Figure taken from [Erko, 2012a].

to the pore radius occupied by core water. The values for the pore radius R1 of
each sample are taken from earlier nitrogen sorption experiments [Jahnert, 2008b].
Uncertainties occur particularly in the not very precisely known density of the silica
walls (see e.g. Ref. [Fan, 2007]).

If we assume a constant value of the sld of silica from Table 2.3, Equation 2.32 can
be used to fit the experimental data for the three Bragg peaksIBragg(qhk) from SAXS
using the least square method. The value for the average water scattering length
density ρal is hereby given by:

ρal =
ρ1(R

2
1 − R2

2) + ρ2R
2
2

R2
1

(4.4)

Starting with the measurements at 280 K, the best fit for the parameters K, ρ1 and
R2 can be obtained. Since the value of K in Equation 2.32 cannot be determined
from the experiments (no absolute intensity calibration was made), the fit was per-
formed with ρ2 = 9.46 · 10−6Å

−2
, assuming the mass density of core water being

identical to the bulk water value at 280 K. For the subsequently measured tem-
perature series, the parameter K was kept constant, fitting the parameters ρ1, ρ2

and R2 to the SAXS data. According to this, the three-phase model provides the
temperature dependence of three characteristic parameters, i.e. the thickness of the
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surface water layer and the scattering length densities - and thus the mass densities
- of the surface water and the core water within the pores. Figure 4.16 shows the fit
results for the temperature dependence of the core water density for the three differ-
ent confinement dimensions for which three Bragg reflections could be measured (for
MCM20, only the (10) reflection could be observed). These data are shown together
with the bulk density for supercooled water and for bulk hexagonal ice taken from the
literature [Landolt & Boernstein, 1977, Hare & Sorensen, 1987]. For temperatures
below 280 K the density of core water decreases continuously until it steeply drops
at the phase transition temperature Tm. This density drop is clearly pronounced for
MCM44, gets smaller for MCM39, and is practically absent for MCM34. For tem-
peratures below Tm the core water density for all samples increases again resulting
in a density minimum situated slightly below the liquid–solid phase transition tem-
perature Tm measured by DSC [Jahnert, 2008b] and by WAXS in this work. The
total magnitude of the density change does not vary much with the confinement
dimension. The temperature behaviour of the core water density below Tm closely
corresponds to that expected for bulk hexagonal ice [Landolt & Boernstein, 1977].
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Figure 4.16: Core water density from the SAXS data model together with the
corresponding values for supercooled bulk water [Hare & Sorensen, 1987] and bulk
hexagonal ice [Landolt & Boernstein, 1977]. Figure taken from [Erko, 2012a].

A surface water layer of 0.70± 0.05 nm is found for all three investigated samples.
The thickness of the surface layer does not change with temperature within the
margins of error. The respective mass density values are slightly different for the
different samples ranging between 1.07-1.14 g cm−3. The temperature dependence
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of the surface layer mass density shows qualitatively similar behaviour as the core
water. However, the observed magnitude of the density change of the core water is
about three times larger than that of the surface water.

We use the complementary information from X-rays and neutrons to perform an
independent cross-check for our model. From the water density distribution obtained
from SAXS we calculate the corresponding neutron scattering intensity for D2O.
The resulting dependence of the SANS intensity on temperature for MCM34 is shown
in Figure 4.14(b). The two curves almost perfectly coincide except a temperature
shift of 5–10 K towards higher temperatures for the SANS experiment. This is
understood by the fact that the calculated curve is based on SAXS data measured
on confined H2O. SANS experiments, however, were performed with D2O. The
density maxima of the two water types in bulk water are also shifted by around 7 K
(277 K for H2O and 284 K for D2O), and the melting temperature of bulk D2O is
about 4 K higher than that of bulk H2O. Moreover, a shift of the same order in Tm

was also reported from DSC measurements on confined D2O and H2O, respectively
[Jahnert, 2008b]. Consequently, the observed temperature shift is attributed to the
two different water types used in the two independent experiments. This shows that
the results obtained from our model are confirmed by both independent scattering
experiments.

A detailed determination of the water density distribution according to the three-
phase model could be performed only for the samples MCM44, MCM39 and MCM34
which showed at least three Bragg peaks in the X-ray scattering pattern. Unfortu-
nately, for the sample MCM20 with the smallest pore size only the first order Bragg
peak could be resolved due to the low pore ordering. Therefore, no detailed water
density distribution, and particularly no core water density could be extracted for
the smallest pores under investigation here. The temperature dependence of the
(10) Bragg peak intensity for the MCM20 sample is shown in Figure 4.17 for both,
SANS and SAXS, respectively. Also for water confined in these two-nanometer
pores, the Bragg peak intensities from SANS and SAXS show the expected reversed
temperature behavior justified by the respective contrast scenario in Figure 4.15.
Similar to Figure 4.14(b), the two curves are slightly shifted in temperature. The
minimum SANS intensity is observed in the temperature range between 170 K and
190 K, while the maximum SAXS intensity is at about 160 K. This strongly indic-
ated a density minimum of water also in the 2.0 nm pores, similar to the other three
samples (Figure 4.16). We recall that no sign of a first order phase transition was
found in this sample, neither from the WAXS data (Figure 4.13), nor from DSC
[Findenegg, 2008, Jahnert, 2008b] or Raman measurements from section 4.1. An
interesting observation concerns also the extremal values of the intensity at around
250 K (SANS) and 240 K (SAXS), indicating the presence of a corresponding water
density maximum.
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Figure 4.17: (10) Bragg peak intensity from SANS (a) and SAXS (b), respectively,
for the sample with 2.0 nm pore diameter (MCM20). The intensity change of X-
ray and neutron data with temperature suggests a density maximum situated at
high temperatures and a density minimum at low temperatures. Figure taken
from [Erko, 2012a].

4.2.3 Discussion

This work presents a systematic study of confinement effects on water freezing us-
ing small-angle neutron (SANS), small-angle X-ray (SAXS) and wide-angle X-ray
(WAXS) scattering. The wide-angle scattering signal results from the intermolecular
structure factor of the water network. For water in its liquid state the WAXS signal is
weak and strongly broadened with a first maximum at around q = 19.5 nm−1, qual-
itatively similar to the structure factor of bulk water. From earlier work on similar
systems it is known that water in mesopores freezes into cubic ice with the first Bragg
peak at around q = 17 nm−1 [Bellissent-Funel, 1993, Morishige & Nobuoka, 1997].
Therefore, for the three samples with the largest pore sizes the discontinuous change
of the WAXS peak position directly indicates the liquid–solid first order phase trans-
ition of water in the pores. For the sample with 2.0 nm pore diameter, however, the
WAXS parameters (position, width and height) change only gradually with temper-
ature. A plausible explanation consistent with numerous other investigations (e.g.
the absence of freezing peaks in DSC) is that water does not transform into a crys-
talline phase if the pore size is clearly below 3 nm. However, it should be noted that
diffraction from a crystallite of only 2 nm diameter already leads to considerable
broadening of the WAXS signal. Taking additionally into account two non-freezable
wall layers of roughly 1 nm in total, only about 1 nm (i.e. less than three molecules
of water across) would remain to define the thickness of the crystallite. This makes
it impossible to identify or exclude a crystalline phase by WAXS which has already
been discussed in earlier work [Morishige & Kawano, 1999, Mancinelli, 2010a]. How-
ever, our previous Raman study on the same materials (see section 4.1) gives clear
evidence of the gradual development of a low-density amorphous (LDA) ice-like hy-

98



4.2 Density minimum of confined water

drogen bond network for the core water in pores below 3 nm pore size. We therefore
strongly believe that the water structure within the smallest pores is not crystalline
in the entire temperature region. For water confined in larger pores, the phase trans-
ition signature from WAXS (Figure 4.13) coincides perfectly with the independent
DSC and Raman measurements.

Previous analysis of small-angle neutron scattering data was performed assuming a
homogeneous distribution of water in the mesopores [Liu, 2007, Zhang, 2009], and
a density minimum was observed at about 210 K for hydrophilic pores of 1.5 nm in
diameter. It was one of the major aims of the present work to systematically invest-
igate the occurrence of a density minimum in MCM-41 samples with different pore
diameters, in order to understand and discuss this effect more in detail. Our SAXS
data clearly demonstrate that the assumption of a homogeneous water density within
the pores is not correct. At least two separated density regions of water within the
pores must be considered, in accordance with our Raman study in section 4.1, and
with neutron scattering experiments performed by other groups [Mancinelli, 2010b].
A simple model analysis of the SAXS data is consistent with a wall-layer of approx-
imately two water molecules with larger mass density as compared to the core water.
Such interfacial-bound quasi-liquid water layers with comparable thickness were also
reported from several other studies, e.g. in MCM-41 [Mancinelli, 2010a], Vycor por-
ous glass [Gruener, 2009] and planar silica surfaces [Engemann, 2004]. Surprisingly,
our results for the surface water show qualitatively the same temperature dependence
as observed for the core water, its magnitude being, however, much smaller (by a
factor of three). We suggest that the observed effect of the wall layer density change
may be due to our model restrictions. We motivate this interpretation by our recent
observation that - contrary to the core water - the surface water does not develop a
strong hydrogen bond network upon cooling (see section 4.1). Therefore, we do not
expect distinct density changes with temperature for the wall layer. A data fit with
a constant density for the wall layer only changes the quantitative values of the core
water density, while the qualitative temperature behaviour, including the position
of the density minima, remains unchanged. However, the fit quality gets worse com-
pared to that including a change in surface water density. A more detailed analysis,
such as proposed in Refs. [Webber, 2008, Mancinelli, 2010b, Webber, 2010] would
have to go beyond the two-step model applied here, implying also the measurement
of more than just three Bragg-reflections with high accuracy. Such improved exper-
iments including advanced modelling of higher order reflections are however beyond
this study.

Nevertheless, the core water in our investigations consistently shows a density min-
imum, similar to the one found by Liu et al. [Liu, 2007]. However, we observe this
density minimum for all our samples, not only for the smallest ones where no freezing
transition takes place. Notably, the position of the density minimum depends on the
pore size, shifting to lower temperatures as the pore diameter decreases. For the lar-
ger pore diameters, where crystalline ice was clearly observed, the density minimum
is related to the core water melting temperature, being roughly 10 K lower than
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the melting temperature determined by independent methods on the same samples
(Figure 4.16). We point out that this density minimum is not surprising at all since
bulk water shows exactly the same behaviour. Upon (under)cooling from 277 K,
the bulk water density decreases first continuously and then abruptly at the freezing
transition, followed by a density increase of the bulk ice upon further cooling (see
Figure 4.16). Upon confinement, the magnitude of the discontinuous density drop of
the core water at Tm decreases with decreasing pore size due to the increasing con-
tribution from the (unfreezable) wall layer, essentially showing the same behaviour
as the exothermic/endothermic heat transfer measured in DSC [Jahnert, 2008b], or
the spectral changes in the OH-stretching region measured by Raman scattering in
section 4.1.

The water density minimum at around 210 K reported by Liu et al. [Liu, 2007,
Liu, 2008] has been measured for confining systems very similar to those in the
present study (MCM-41S silica materials). The pore size reported in these studies
was even smaller than the one of the smallest sample (MCM20) used in the present
work. According to the results of our work, the density minimum for the 2.0 nm
pores is at around 180 K, i.e. at considerably lower temperature as compared to
the minimum at about 210 K observed by Liu et al. We find a minimum at about
210 K for MCM34, i.e. the sample with nominally 3.4 nm pore diameter, which is
more than double the diameter of the Liu sample. We do not have a convincing
explanation for this discrepancy. Although the method of determining the pore size
might somehow influence the exact values for the pore radius, we do not expect
a factor of two. Therefore, there remains a quantitative discrepancy between the
results of Liu et al. and this work concerning the position of the water density min-
imum for very small pores. Our consistent data from SAXS and SANS are the result
of two completely independent experiments with a different setup. Therefore, we
can largely exclude experimental artefacts. Based on the modified Gibbs–Thomson
equation (Equation 4.1), which was demonstrated to describe the melting point de-
pendency on the pore size [Schreiber, 2001], one would expect the phase transition
temperature for water in 2.0 nm pores to take place at around 210 K. Interestingly,
this temperature exactly corresponds to that of the density minimum reported by
Liu and co-workers. However, our data of the MCM20 sample do not show any
apparent effect at this temperature. A possible explanation for the observed density
minimum at around 160–180 K may be connected to the recently reported dynam-
ical transition of the surface layer in MCM-41-S materials of a similar size, which
takes place in the same temperature region [Bruni, 2011]. Unfortunately, for the
smallest pore size we cannot unambiguously distinguish between the signal from the
core water and that from the surface water. However, since the fraction of surface
water within the pores of 2.0 nm size is around 84% (see section 4.1), the scattering
signal in Figure 4.17 should mainly originate from this fraction. Moreover, similar
experimental methods applied to pores with hydrophobic walls do no show evidence
of a water density minimum in such small pores [Zhang, 2009]. Additionally, no
discontinuous transition of core water in MCM20 was found by Raman scattering in
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section 4.1. Thus, we relate this effect to the structural change of the surface water
layer, which is apparently very different from bulk water.

Finally both SANS and SAXS data for the sample with smallest pores suggest
a water density maximum at about 240 K (Figure 4.17). A lowering of about
40 K for the temperature of maximum density (TMD) for water in confinement
has been reported from computer simulations [Kumar, 2005, Gallo & Rovere, 2007].
A lowering of TMD for confined water has also been observed experimentally
[Zhang, 2009, Taschin, 2010]. For the larger pore sizes in our work, however, any
indication of a density maximum is missing. We think that our upper experimental
limit of 280 K may be too low in order to distinctly assign this phenomenon. Whether
this effect scales with the ratio of surface water, or whether it also depends on the
pore size remains unclear. A detailed study of the density maximum goes however
beyond the scope of the work presented here.
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4.3 Temperature-induced strain effects on the

mesopore lattice

This chapter contains the analysis of temperature-induced pore lattice deforma-
tion of water-filled MCM-41 materials. For this purpose, further analysis of the
SAXS data from section 4.2 was performed. In the previous section, the changes of
the Bragg peak intensity with temperature were discussed. This section now ana-
lyses the development of the Bragg peak positions, which were observed during the
same measurements. Hereby, the analysis of SAXS data from six different MCM-41
samples with pore sizes ranging between 2.0 nm and 4.4 nm was performed. The
obtained results are discussed and set into the context with those previously repor-
ted from measurements on similar systems. A new explanation for their occurrence
is proposed.

4.3.1 Pore lattice strain from Bragg peak shifts

The previous chapter already introduced some characteristic changes of the SAXS
scattering patterns with temperature measured for water-filled MCM-41 samples.
Particularly, the Bragg peaks originating from ordered mesopore structure show
clear changes with temperature. As previously shown, the change of their intens-
ity is understood by the change of core water density upon cooling and heating.
Particularly at phase transition points, this change is strongly pronounced due to
the density change between the solid and the liquid phases. Analysing the scatter-
ing data in detail shows that intensity is not the only changing parameter of the
Bragg peaks. The positions of the different Bragg peaks also show some character-
istic changes upon cooling and heating. In order to visualise the observed effect,
the scattering patterns measured for MCM44 sample at three different temperature
points are shown in Figure 4.18 for the region of the (10) Bragg peak. The observed
peak shift seems to be not uniform (see the shift between the red and the blue curves
in Figure 4.18). Note, that the position of a Bragg peak is determined by the lattice
parameter of the hexagonally-ordered mesopore lattice. Thus, the observed effect
can be related to the change of the pore lattice parameter with temperature.

In order to analyse this effect in more detail, the pore lattice parameter d was
calculated using Equation 2.39. Hereby, the position qhk of the particular (hk) Bragg
peak was determined by two different approaches. The first approach includes a fit of
the (10) Bragg peak intensity by a Gaussian curve and a constant background (first-
order polynomial). Figure 4.19 exemplary shows a fit of the scattering intensity in
the region of the Bragg peak of MCM44. The fit results for the centre position of
the Gaussian curve were then used for the calculation of the lattice parameter at a
particular temperature.

The second approach defines the value for qhk by the centre of mass of the Bragg
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Figure 4.18: Scattering pattern of MCM44 material shown for three temperature
points of interest (see Figure 4.22).

peak, calculated by:

qhk =

´

qI(q)dq
´

I(q)dq
(4.5)

The detailed procedure of calculation of qhk by Equation 4.5 was performed in the
following way [Prass, 2011] (see also Figure 4.20):

• first the position of maximal intensity IMax was determined approximately

• the limits of integration in Equation 4.5 were set by taking an interval ∆,
defined by the 3.5-fold of the half-width at half maximum (HWHM), to both
sides from IMax

• the background was defined using an exponential curve crossing the borders
of this interval, and was subtracted from the entire intensity

• for the residual intensity distribution the centre of mass was calculated by a
numerical intensity integration according to Equation 4.5

The two different approaches for determining the Bragg peak position provide very
similar slope results giving only a slight difference for the obtained strain isosteres
(see Figure 4.21). The borders of the different temperature regions are not affected
by the choice of these two approaches. The difference for the slope values will be
considered by introducing error bars for the particular slope values. The asymmet-
ric shape of the Bragg peak observed in Figure 4.18 is unclear. Contrast effects,
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Figure 4.19: Fit of the (10) Bragg peak of MCM44 sample by a Gaussian curve.
This approach includes a fit of the scattering intensity (multiplied by q2) to a Gaus-
sian curve and a background, approximated by a first-order polynomial curve.

Figure 4.20: Determination of the centre of mass of a Bragg peak. The figure
adapted from [Prass, 2011].
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4.3 Temperature-induced strain effects on the mesopore lattice

which were shown to explain similar observations during liquid-vapour transitions
in mesopores [Prass, 2011] can only partly explain the present case. A liquid-vapour
transition is characterised by a large change of the pore scattering contrast. In our
case this change is expected to be only in the order of 10%, due to the density
change of water and ice. Inhomogeneous strains due to lattice imperfections are not
considered.

Figure 4.21: Strain isosteres for water-filled MCM34 sample obtained by two dif-
ferent approaches for the determination of the (10) Bragg position. Note that the
black curve here is identical to the black curve in Figure 4.27.

Figure 4.22(A) exemplarily shows the temperature development of q10 with temper-
ature for the sample MCM44 using the Gaussian fit method. The temperature-
induced deformation of the pore lattice can be calculated by introducing the strain
of the pore lattice:

∆d

d0

=
d(T )− d0

d0

=
q0 − q(T )

q(T )
(4.6)

where d0 is the reference pore lattice parameter, defined by the value at the begin-
ning of a cooling cycle. The diagrams in Figure 4.22 are so-called isosteres which
visualise a thermodynamic process measured at a constant filling fraction of meso-
pores [Wallacher, 2005a]. In analogy to the relation between an isotherm introduced
in subsection 2.2.4, and a “strain isotherm” defined in [Prass, 2009, Prass, 2011], i.e.
a strain curve measured at a constant temperature, the diagram in Figure 4.22(B)
is denoted as a “strain isostere”.

The temperature-induced pore lattice deformation shown in Figure 4.22(B) clearly
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Figure 4.22: (A) Temperature development of the (10) Bragg peak position of
MCM44 sample, determined from a fit by a Gaussian curve. (B) Temperature-
induced strain of the pore lattice, calculated using Equation 4.6. Cooling and
heating cycles of water-filled sample are shown by blue and red curves, respect-
ively. A reference measurement of the empty MCM44 sample is shown as a black
curve. The corresponding water freezing and melting temperatures, Tf and Tm

from Ref. [Jahnert, 2008b], and from section 4.1 are shown together with the
melting temperature for bulk water (273 K). Green diamonds indicate the tem-
perature points for the scattering data shown in Figure 4.18. Noteworthy, a second
hysteresis in the temperature region around 160 K -180 K is observed.

depends on the presence of water inside the mesopores of MCM44. The measurement
of the empty sample only shows slight contraction upon cooling, and slight expansion
upon heating (both curves match each other). This behaviour is understood by the
thermal contraction / expansion of the silica matrix explained by ∆d/d0 ∝ α∆T ,
where α is the linear contraction coefficient of the silica matrix. The strain values
remain below 0.1 % in the entire temperature region.

Temperature

(I)(II)(III)(IV)

Figure 4.23: Illustration of
an idealised strain isostere.

In contrast, for water-filled samples deformation
of the pore lattice upon cooling and heating is
non monotonous within the studied temperature
region. The curves can be described by different
“sub-curves”, each showing a roughly linear tem-
perature dependence. In order to analyse these
different parts of the strain curves it is helpful
to divide the total experimental temperature re-
gion into sub-regions. Starting from the highest
measured temperature and following the cooling
branch of the strain isostere (the blue curve in
Figure 4.22(B)) first the pore lattice marginally ex-

pands until the temperature of about 260 K is reached. This temperature region is
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4.3 Temperature-induced strain effects on the mesopore lattice

denoted as region (I). Upon further cooling, the pore lattice contracts until a tem-
perature values of slightly below Tf = 233 K. This temperature region is denoted as
the region (II). Further cooling induces a pronounced expansion within a short tem-
perature range, denoted as the region (III). Finally, for temperatures below T ≈ 225
K the lattice parameter gradually decreases upon further cooling, this is the region
(IV). Similar sub-regions can also be determined for the heating direction. However,
the strain curve obtained for the heating cycle is shifted by around 4-5 K to higher
temperatures, building a hysteresis between the cooling and the heating directions.
Figure 4.23 schematically shows an idealised strain isostere with the corresponding
sub-regions. Noteworthy, the dip which sets up the border between the regions (II)
and (III), for both temperature directions in Figure 4.22 coincides nearly perfectly
with the corresponding phase transition temperatures of water in pores of MCM44
from Ref. [Jahnert, 2008b], and from section 4.1. Another remarkable observation
is that the border between the regions (I) and (II) for the heating direction, exactly
coincides with the bulk water melting temperature of T = 273 K (see the black
vertical dashed line in Figure 4.22).

A strain isostere was calculated from the scattering data of all measured Bragg peaks
using Equation 2.39 with the corresponding (hk) indices. For the samples with three
Bragg peaks within the measured q-region, the change of the lattice parameter with
temperature is almost the same. Only slight deviations at very low temperatures
(the region (IV)) are observed (see Figure 4.24).
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Figure 4.24: Strain isosteres obtained from the analysis of three different Bragg
peaks from MCM34 using the Gaussian fit. The blue line indicates the fit of the
temperature region (II) by a straight line.
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4.3.2 Pore size dependence

In order to understand the observed strain effects in more detail, a systematic ana-
lysis of the scattering data for all six MCM-41 samples with different pore sizes
was performed. For the sample MCM34 two cooling and two heating cycles were
subsequently measured and analysed, in order to check the reproducibility of the
effects. The results of the temperature-induced pore lattice deformation for all six
samples are shown in Figure 4.25.

For all strain isosteres a similar characteristic temperature behaviour can be ob-
served. Except for MCM25, four temperature sub-regions as defined in Figure 4.23
can be determined. For the different pore sizes similar contraction and expansion
effects are observed within the corresponding sub-region. However, the correspond-
ing slope values are different for different samples. All samples show a hysteresis
between the cooling and the heating cycles. The two subsequently measured cycles
for MCM34 nearly coincide, showing only slight deviations. The further analysis of
the data was performed by calculating the slope values for the respective temper-
ature sub-region of the strain isosteres. This slope can be understood as the linear
contraction factor of the water-filled pore system. The calculation was performed
by fitting a linear curve to the strain isostere within a particular temperature sub-
region (e.g. see Figure 4.24 for the fit of the region (II) for MCM34). For the samples
MCM30, MCM25 and MCM20, the slope within the entire particular temperature
sub-region was difficult to determine. Hereby, only the isostere parts showing ap-
proximately linear temperature behaviour were used for the fit analysis. Results
obtained for these samples have to be treated with care.

Sample Empty Region (II) Region (III) Region (IV)

MCM20 4.9 35.7 / 40.7 -9.5 / -7.0 13.4 / 19.4
MCM25 3.4 23.2 / 35.9 -30.1 / -40.2 -
MCM30 3.6 67.9 / 38.8 -108.1 / -105.8 17.7 / 20.5

MCM34 1st 0.7 51.2 / 60.0 -222.7 / -255.7 11.1 / 12.1
MCM34 2nd 0.7 59.3 / 61.7 -215.8 / -283.4 11.7 / 11.7
MCM39 6.0 73.4 / 63.6 -146.6 / -66.3 19.1 / 18.1
MCM44 4.6 116.6 / 93.8 -297.9 / -119.4 15.3 / 19.1

Table 4.1: Slope values of the strain isosteres in units of 10−6 K−1, obtained for
the samples in the empty state, and in the water-filled state at the different tem-
perature regions. The different temperature directions are indicated as: cooling /
heating. The two subsequent temperature cycles for MCM34 are indicated as 1st
and 2nd, respectively. The values are determined by fit of the (10) Bragg-peak
by a Gaussian curve.

Noteworthy, for samples with the largest pores, i.e. MCM44, MCM39 and MCM34,
the border separating the sub-regions (I) and (II) in the heating direction is exactly
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Figure 4.25: Strain isosteres for all measured samples. The calculation of the
Bragg peak position was performed using the Gaussian fit method.
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at the same temperature of 273 K. For samples with smaller pore sizes the corres-
ponding border is shifted by around 10 K to lower temperatures. However, also for
these samples a kink around T = 273 K can be observed. This effect seems to in-
dicate melting of bulk water in the system. Therefore different pore filling fractions
were investigated in order to understand this phenomenon.

4.3.3 Influence of the pore filling fraction

This sub-section aims at investigating the influence of the pore filling fraction on
the shape of a strain isostere. For this purpose an additional experiment with
the MCM39 sample at six different pore filling fractions was performed using the
same experimental SAXS setup as in the previous sub-section. The filling fractions,
chosen for this experiment are shown in Figure 4.26, indicated by red points along
the water sorption isotherm of MCM39 measured by an independent gravimetric
measurement.

Figure 4.26: Gravimetric water sorption isotherm for the MCM39 sample ob-
tained by an independent measurement using the laboratory micro balance stage
[Morak, 2012]. The mass of adsorbed water is indicated as mw, that of the empty
silica sample is ms. The different filling fractions are indicated by the letters
(A-F).

Data collection and analysis was performed in the same manner as for the previous
measurements. Strain isosteres which correspond to the different pore filling frac-
tions are shown in Figure 4.27. One can see that the shape of the isosteres strongly
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depends on the amount of water in pores. Isosteres of the cooling and heating direc-
tions are shifted forming a hysteresis. Previously defined temperature regions can be
distinguished at least for three measurements with the highest pore filling fractions.
Again, the measurement of completely filled sample in heating direction shows a
distinct kink exactly at the melting temperature of bulk water. The measurement
with the second largest filling fraction (point (B) in Figure 4.26) does not posses a
border between the regions (I) and (II), and the slope is much lower than for region
(II) measured for the filling fraction (A). This effect is an important point of discus-
sion (see later). In the following, the region above the phase transition temperature
for the curve (B) in Figure 4.27 is denoted as region (II). The slope values for the
different temperature regions were obtained in the same manner as in the previous
sub-section. The results are summarised in Table 4.2.

Figure 4.27: Strain isotherms calculated for MCM39 materials with six different
water filling fractions. Cooling and heating directions are shown as solid and
dashed lines, respectively. The letters in the legend denote the different filling
fractions of the pores as shown on the gravimetric isotherm in Figure 4.26. The
difference between the cooling and heating directions for (A), (B), and (C) are
clearly marked by hystereses.

Filling fraction Region (II) Region (III) Region (IV)

(A) 74.9 / 77.9 -242.2 / -180.8 17.2 / 18.6
(B) 20.1 / 15.5 -227.8 / -249.8 20.4 / 18.9
(C) 8.0 / 8.0 -30.6 / -33.0 6.7 / 6.7

Table 4.2: Water filling fraction analysis for MCM39 material. Slope values for the
different temperature regions of the strain isosteres are in units of 10−6 K−1. The
different temperature directions are indicated as: cooling / heating. The values
are determined using the fit of the (10) Bragg peak intensity by a Gaussian curve.
The slope value for the three lowest filling fractions (points D, E, F in Figure 4.26)
is constant for the entire temperature region, and corresponds to 6.7 · 10−6 K−1.
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Results for the regions (II) and (IV) obtained for the complete filled sample (A) are
very similar to those from the previous experiment (see Table 4.1). However, the
slope of the region (III) seems to be rather different. The slope values for the second
highest filling fraction (B) are very similar in the regions (I) and (IV). The slope
for (B) in region (III) is similar to the completely filled sample (A). The samples
with lower filling fractions show only the linear contraction coefficient of the silica
matrix. Only for the filling fraction (C) a weak evidence of the region (III) can be
observed.

4.3.4 Discussion

Pore lattice strain in different temperature sub-regions

The present measurements of pore lattice deformation upon cooling and heating can
be divided into (at least) four different temperature regions. Each of these regions
is characterised by a different dependence of the strain on temperature.

Beginning with the first sub-region, the region (I), the system is characterised by
a pore filling fraction slightly below the complete filling. The different slope values
for different samples, and also for different temperature directions do not show
any systematic trend. This region is probably strongly affected by the fact that
the pore system is open and can exchange water molecules with the environment.
Lowering the temperature from the starting point may lead to further adsorption of
water molecules from the vapour phase into the pores, or even on the grain surface,
leading to the occurrence of bulk water in the system. Also the expansion of pore
water upon cooling may lead to the water outflow from the open pores, and to the
crystallisation of bulk ice outside the pores. The kink, marking the border between
the regions (I) and (II), strongly indicates freezing and melting of bulk water (see
Figure 4.25). The presence of bulk ice strongly influences the further shape of the
strain isosteres.

The temperature behaviour in the region (II) is an important point of discussion.
It is characterised by the liquid pore water being in contact with the bulk ice sur-
rounding the pores. This region will be discussed later.

Regarding the results from independent DSC [Jahnert, 2008b] and Raman
(section 4.1) measurements, the region (III) can be attributed to the temperature
region of the core water phase transition. The temperature region (III) becomes
strongly smeared with decreasing pore size. This trend is parallel to the previously
discussed magnitude of the Raman signal shift, or the change in core water density
upon phase transition. An important result is that the pore lattice of MCM25 and
MCM20, in which no first-order phase transition for core water exists, shows also
distinct deformation with temperature. This appears to be very important within
the context of the previously discussed phenomena (see section 4.1 and section 4.2).

112



4.3 Temperature-induced strain effects on the mesopore lattice

The gradual structural change of core water from the liquid phase at room temper-
ature to the amorphous LDA phase at low temperatures for pores with diameters
< 2.5 nm can apparently be detected by a mechanical deformation of the pore walls.
It is noteworthy that for the MCM20 sample, where a water density minimum is
supposed to be situated in the temperature region around 160 K - 180 K, the pore
lattice deformation region (III) is observed at the same temperature. This may in-
dicate a possible structural change of surface water within the 2.0 nm small pores.
This may also explain a second hysteresis between the cooling and heating cycles
observed for MCM44 and for MCM39 in Figure 4.25. While the core water phase
transition is strongly dependent on the pore size, the transformation of the surface
water seems to take place around 160 K - 180 K, being independent on the pore
size. For other samples this effect can not be resolved, due to partially overlapping
core water transition in this region.

The temperature region (IV) shows a characteristic slope as long as the mesopores
are at least partially filled with water (points (A) and (B) in Figure 4.26). This
contraction upon cooling can be related to the contraction of frozen pore water
upon further cooling.

The effect of partial pore filling

Another important observation is that the shape of an isostere strongly depends
on the filling fraction of the pores. For the partially filled sample (point (B) in
Figure 4.26) similar slope values are observed for the regions (IV) and (II), while
the region (I) is completely missing for this sample. This shows that the border
between the regions (I) and (II) only exists if the mesopores are completely filled
with water. The kink at 273 K, which is observed in the strain isosteres for the
heating directions strongly indicates the presence of bulk water in the system. Since
the filling process of mesopores was performed from the vapour phase below the
saturation pressure of bulk water, we do not expect large amount of bulk water
outside the pores. However, already a thin bulk water film covering the porous silica
grains which melts at 273 K can explain the kink at this temperature. The origin
of this film may be explained by previously discussed adsorption of the surrounding
vapour with decreasing temperature. Our previous SAXS data analysis in section 4.2
indicates a decrease of pore water density upon cooling. Hence, the outflow of pore
water on the surface of the grains would consistently explain the presence of bulk
water being in direct contact with the pore water. Though, wherever this excess
bulk water comes from, the slope of the isosteres in the region (II) strongly depends
on its presence. This is a very important observation for the explanation of the
origin of this peculiar behaviour of the pore matrix in the temperature region (II).
It seems to be contradictory that mesopores filled with liquid water contract upon
cooling, since the water itself expands. This phenomenon deserves a more detailed
discussion, which will be performed in the following paragraphs.

For filling fractions below some “critical value” (points (C), (D), (E), and (F) in
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Figure 4.26), the temperature-induced pore lattice deformation in the region (IV)
coincides with that of the empty sample (see Figure 4.27). The detailed study of
this “critical value”, however, demands further detailed measurements with more
filling fraction points on the desorption branch of a sorption isotherm.

Literature background

Temperature-induced length changes of porous silica glass-water sys-
tems were already observed several decades ago, and reported in Refs.
[Hodgson & Mcintosh, 1960, Litvan & Mcintosh, 1963, Antoniou, 1964,
Litvan, 1966, Feldman, 1970]. These studies essentially aimed at studying
the freezing and melting point depression of different liquids in nano-confinement.
The experiments were performed by measuring the macroscopic length changes
of water-filled monolithic porous silica glass (Vycor) by means of dilatometry.
Interestingly, the temperature dependence of macroscopic length changes of the
monolithic silica glass roughly corresponds to those observed within this thesis.
Similar to our case, these references report different shapes of the strain isosteres
obtained for different pore filling fractions. The strain behaviour at very low tem-
peratures (region (IV)) was explained in terms of contraction of frozen adsorbate
upon cooling. Particularly for water, the observed contractions and expansions
at higher temperatures were connected to the anomalous water density behaviour
with temperature. The region (III) was connected with the anomalous density
change of water upon freezing. Expansion of water during freezing in region (III)
was regarded to give the most plausible explanation for the observations. However,
similar isosteres were also reported from independent measurements of benzene
[Hodgson & Mcintosh, 1960] and xenon [Litvan & Mcintosh, 1963]. These fluids
are characterised by a normal density behaviour at the liquid-solid phase transition,
i.e. their density increases upon freezing. Although additional calorimetric
measurements could assign the region (III) to the temperature of fluid solidification
in pores, the authors could not give a plausible explanation for the observed strain
effects of the pore matrix. The apparent contradictions in their arguments were
referred to the necessity of further investigations of the system. Also the strain
effects in the temperature region (II) remained unclear. Since liquid water expands
upon freezing, no coherent picture for the observed contraction in the region (II) of
the water-filled silica glass could be found. The observed contraction of the silica
matrix upon cooling in region (II) was referred to the large pore size distribution
in the Vycor glass. In this region “contraction is considered to be due to removal
of water from the pores after ice has formed in larger pores” [Feldman, 1970].
The main conclusions of these publications presumed the applicability of capillary
condensation theory to the fluid solidification in nano-pores. Hereby, the lowering
of freezing and melting temperatures in confinement was explained by introducing
a hemispherical meniscus for the liquid-solid interface [Litvan & Mcintosh, 1963].

To our knowledge, the next experimental study reporting similar temperature-
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induced strain effects on fluid-filled mesoporous silica was reported in 2000 by Faivre
et al. [Faivre, 2000]. In situ measurements of dodecane confined in p+ type por-
ous silicon layers were performed by means of X-ray diffraction. As their confining
matrix was a perfect crystal, the Bragg peak analysis could be performed measuring
the change of the lattice parameter of silicon with temperature. The reported strain
isosteres, again, qualitatively correspond to those observed in the present study.
Dodecane is a fluid characterised by a normal density behaviour with temperature.
Based on Feldman’s arguments Faivre et al. explained their observations for the re-
gion (II) by the formation of concave liquid-vapour menisci in partially-filled pores,
where the fluid was removed by the freezing process in larger pores. The negative
Laplace pressure is therefore regarded to induce contraction of the porous silicon
matrix in the region (II). When all pore fluid is frozen the liquid menisci disappear
and the capillary stress vanishes, leading to a relaxation of the pore lattice within
the region (III) [Faivre, 2000].

Model for freezing and melting in confinement

In contrast to the Vycor glass in Feldman’s studies, or the porous silicon in Faivre’s
studies, our mesoporous systems are characterised by a very narrow pore size distri-
bution (see [Jahnert, 2008a]). For water confined in MCM-41 materials with pore
diameters larger than 2.5 nm the temperature regions where core water freezes and
melts are very narrow. Taking for instance the DSC peak widths (FWHM) from
Ref. [Jahnert, 2008b], and the temperature region of the spectral Raman shifts
from the section 4.1, for MCM44 and MCM39 the corresponding temperature re-
gions are around 5 K. Therefore, at least in these materials, we do not expect gradual
freezing of water due to different pore sizes. Thus, Feldman’s explanation for the
pore lattice deformation within the region (II) can not be applied to our system.
From previous experimental and theoretical studies [Scherer, 1992, Dolino, 1996,
Guenther, 2008, Biener, 2009, Prass, 2009, Schoen, 2010, Gor & Neimark, 2010] it is
known that filling of mesoporous materials with liquids is accompanied by sorption-
induced deformation of the mesoporous materials. This deformation is understood
by the negative Laplace pressure acting at capillary condensation and evaporation.
Some of these previous studies were performed in the same ordered mesopores of
MCM-41 materials by means of SAXS. The similarity in the shape of the strain
isotherms in Ref. [Prass, 2009] and that of the strain isosteres presented in this
thesis is striking. A strain isotherm implies a plot of ∆d/d0 versus ln(p/p0), a
strain isostere shows ∆d/d0 versus T . This difference strongly reminds one on
that between the Kelvin equation (Equation 2.13) and the Gibbs-Thomson equation
(Equation 2.22). Note that the Kelvin equation was derived from the description of
the Laplace pressure of a curved liquid. Thus, the Kelvin equation directly contains
the Laplace pressure by 2σlv/R, where σlv is the surface tension of the liquid, or
in other words the liquid-vapour specific interfacial energy. The Gibbs-Thomson
equation also includes a similar term, however, the corresponding specific inter-
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face energy is that for the liquid-solid interface. According to Everett’s argument
[Everett, 1961], both equations can be derived by calculating the reduced pressure
of a pore liquid characterised by a concave hemispherical interface. The kind of
interface between the liquid and the second phase is determined by their specific
interfacial energy. Many authors claim that the phase transition of pore water in
equilibrium with the bulk phase takes place by penetration of the bulk phase into
the pores [Brun, 1977, Enustun, 1978, Handa, 1992]. Thus, pore water melting can
be described in the same manner as the capillary condensation [Beurroies, 2004], i.e.
the nucleation of a liquid droplet out of the solid phase, which is in contact with the
wetting surface layer, and its growth until reaching the pore end. In this picture,
freezing of pore water then corresponds to water evaporation from the pores (see
Figure 4.28).

vapour phase / solid phase

core

water

interface, char. by σlv / σsl

liquid phase

surface layer

adsorption / meltingdesorption / freezing

Figure 4.28: Similarity between water phase transitions in mesopores.

Consequently, Π = 2σ/R can be regarded as a “generalised form of the Laplace
pressure” [Everett, 1961], with σ being the specific interface energy (with σ = σlv for
the liquid-vapour transition, and σ = σsl for the solid-liquid transition, respectively).

Similar to the mechanisms of filling and emptying [Prass, 2009], the lattice strain
observed in the temperature region (II) can be explained by flattering of the menisci
of the liquid-solid interface within the pores (see also Figure 2.13). The ratio between
the Laplace pressure and the strain within the plane perpendicular to the cylindrical
pores is given by the effective “pore-load” elastic modulus MP L:

MP L =
Π

∆d/d0

. (4.7)

Applying the Gibbs-Thomson equation (Equation 2.22) for the temperature region
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(II) one has to replace ∆Tm = T0 − Tm by ∆T = T0 − T . Combining Equation 4.7
with Equation 2.22 gives:

∆d

d0

= ∆T · ∆HM

V MT0

· 1

MP L

(4.8)

This equation implies that in the region where the pore liquid is in contact with
bulk ice, the strain of the pore lattice scales linear with temperature. Consequently,
the constant of proportionality in Equation 4.8 gives the slope of the strain isosteres
in the temperature region (II). From the slope values of the isosteres in this region
we are able to calculate the corresponding values for the effective pore-load modulus
MP L, characterising mechanical properties of the porous material. Additionally,
the thermal expansion of the empty silica matrix has to be taken into account.
It is rather difficult to estimate the actual influence of the silica matrix on the
observed contraction and expansion effects of the water-filled samples. In a first
assumption these two effects are treated separately, and the correction is performed
by subtracting the slope value of the empty sample from the corresponding water-
filled sample in the region (II). The results for MP L for three different samples and
temperature directions are summarised in Table 4.3.

Sample slope region (II) slope error MP L / GPa Error(MP L)

MCM34 67.9 / 61.3 12 / 6 18.0 / 19.9 3 / 2
MCM39 74.6 / 73.1 2 / 6 16.4 / 16.7 0.4 / 2
MCM44 105.2 / 84.1 7 / 5 11.6 / 14.5 0.8 / 0.9

Table 4.3: Average slope values for the three samples with largest pore sizes in
the temperature region (II) in units of 10−6 K−1. The values are corrected by
the slope of the empty measurement. The different temperature directions are
indicated as: cooling / heating. The values for the samples MCM34 and MCM39
correspond to the average values from the two subsequent temperature cycles.
The error corresponds to the standard deviation for the two different approaches
of the Bragg peak position analysis. The calculation of the effective pore-load
modulus values MP L was performed using Equation 4.8.

The values for MP L for the materials MCM34, MCM39 and MCM44 were also
independently determined from the analysis of the desorption of pentane from the
mesopores of the same materials [Prass, 2009] (see Table 4.4). Comparing the values
for MP L for the three samples with the largest pore sizes gives a similar trend
between the values in Table 4.3, and those from Ref. [Prass, 2009] in Table 4.4.
Since this quantity characterises mechanical properties of the silica materials, one
does not expect strong influence of the used fluid. A possible explanation for the
quantitative deviations should, however, be attributed to the different fluids used
for their calculation.
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Sample MP L / GPa

MCM34 15.8
MCM39 13.9
MCM44 11.2

Table 4.4: Values for MP L

taken from [Prass, 2009]

Distinct deviations of this quantity obtained from
measurements with different fluids are also reported
in Ref. [Prass, 2011]. This is not completely under-
stood, since the determination of MP L does not in-
clude the knowledge of the specific interface energies
of the involved phases. The only used constants are
the molar volume of the fluid V M , the molar melt-
ing enthalpy ∆HM , and the absolute temperature
T . One should keep in mind that the application of

Gibbs-Thomson equation (and also the Kelvin-equation) on real experimental sys-
tems has to be done with care. As shown in the basics part in section 2.2, these
equations are based on a number of various assumptions. Strictly speaking, these
equations are valid only for systems characterised by a “perfect wetting liquid”,
or by the vapour phase being an “ideal gas”. The wetting behaviour of water on
the silica surface was shown to change upon subsequent adsorption and desorption
cycles (see section 4.4). Another question is to which extent the water vapour can
be regarded as an ideal gas.

4.3.5 Conclusions

Using SAXS, we could measure temperature-induced mesopore lattice deformation
on the nanometer-scale. Similar to previously reported macroscopic measurements
on fluid-filled disordered porous systems, our study shows the presence of pore lattice
strain during the cooling and heating of water-filled pores. This process is described
in terms of formation of liquid-solid menisci in mesopores influenced by the presence
of the bulk phase. The present data analysis allows an alternative determination of
the effective pore-load elastic modulus for the used mesoporous materials.

An additional aspect of the present study concerns the current discussion about
water phase transitions in nano-confinement. Pore lattice deformation is observed
in all studied samples, even in those where no first-order phase transition for core
water in the middle of the pores was found by other methods. A gradual expansion of
the mesopore lattice for materials with diameters smaller than 2.5 nm, together with
a second hysteresis for materials with larger pores were observed in the temperature
region around 160 K - 180 K. This finding strongly supports previously suggested
structural change of the surface water layer taking place at these temperatures.
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4.4 Repeated water sorption in SBA-15

The effect of repeated cycles of water adsorption/desorption on the structural stabil-
ity of ordered mesoporous silica SBA-15 was studied by small-angle X-ray scattering
(SAXS). This chapter shows results from in situ sorption measurements which were
conducted using a custom-built sorption apparatus in connection with a laboratory
SAXS setup (COSCAD’s).

4.4.1 Integrated SAXS intensity

SAXS data were measured as a function of relative water vapour pressure p/p0, p0

denoting the bulk water vapour pressure at the given temperature. Figure 4.29(A)
shows selected scattering profiles for the sample at p/p0 = 0; it is obvious from
these data that the intensity levels clearly differ between the first and the fourth
cycles. Although the relative height of the Bragg peaks appears to be similar for
the first four cycles, the absolute value of the intensity decreases progressively from
one cycle to the next. Ageing of the sample as described in subsection 3.3.2 seems
to also affect the structural order of the pore lattice, since only the three leading
Bragg reflections appear for the aged sample, higher order reflection no longer being
visible.

Figure 4.29: (A) SAXS patterns of the evacuated SBA-15 sample measured before
the first cycle (solid), after the fourth cycle (dashed), and of the aged sample
in the empty state (dashed–dotted). (B) Integrated scattering intensity for the
first four sorption cycles and for the aged sample (solid/dotted lines for adsorp-
tion/desorption, respectively). The aged sample data were normalised to the
previous ones at p/p0 ∼ 1. The black points indicate the data points shown in
(A). Figure taken from [Erko, 2012b].

The integrated scattering intensity Q̄ was calculated from the experimentally meas-
ured X-ray scattering intensity Is(q) by Equation 2.44, after subtraction of a con-
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stant background determined by applying Porod’s law (Equation 2.42) as described
in subsection 2.4.4. Equation 2.42 requires an extrapolation of the measured scat-
tering intensity to low and high scattering vectors. In this work, the contribution
from low scattering vectors q < qmin was assumed by a constant scattering intensity
Imin = I(qmin), where qmin(= 0.1 nm−1) is the lower limit of the experimental q-
range. The contribution from high scattering vectors q > qmax, with qmax = 2.2 nm−1

was determined by extrapolation of the experimental data on the basis of Porod’s
law. Altogether, Q̄ was determined using Equation 2.48 (see also Figure 2.27).

Figure 4.29(B) shows the integrated intensity as a function of relative vapour pres-
sure for the first four sorption cycles together with those of the aged sample. To
account for the changed amount of sample in the beam for this latter case, the
corresponding data for the aged sample had to be normalised to the average value
from the first four sorption cycles at p/p0 ∼ 1. Distinct changes of the integrated
intensity with pressure are observed for all five sorption cycles.

For the first adsorption an increase of the integrated intensity with pressure is
observed up to a relative pressure of ∼ 0.1. This effect, which is observed only
for the first adsorption, was found previously for other fluids in SBA-15 and is
attributed to the filling of the micropores within the mesopore walls, thereby
increasing the scattering contrast between the silica walls and the mesopores
[Zickler, 2006, Muter, 2009, Jahnert, 2009]. A steep drop in intensity at p/p0 ∼ 0.9
characterises the capillary condensation process. The intensity value reached at sat-
uration pressure remains constant at first during the desorption process followed by
a steep increase in intensity at relative pressure p/p0 ∼ 0.7. However, the intensity
does not reach the value of the preceding adsorption, not even at p/p0 = 0 after
evacuation for 3 h. In the subsequent adsorption process, the integrated intensity
initially stays constant at the plateau of the previous desorption and falls off steeply
at p/p0 ∼ 0.85. Hence the pore condensation pressure in the second adsorption is
clearly lower than in the first adsorption. The second desorption process follows
the trace of the first desorption, but again a reduced intensity level is reached at
p/p0 = 0. This trend of a reduced pressure value for the intensity drop for adsorp-
tion and the reduced intensity step for desorption also persists for the subsequent
sorption cycles. The pressure value for the intensity step measured during the fourth
desorption seems to deviate slightly from the previous ones. It should be noted that
the equilibration time during the first three sorption processes was similar, and in
the same order as in our previous volumetric water isotherm where equilibrium was
reached [Erko, 2008, Erko, 2010]. For the fourth sorption process the filling and
emptying of pores was performed almost twice as fast as in the previous ones. This
may explain the slight shift in the pressure value for the fourth desorption branch.
The corresponding adsorption branch, however, seems to follow the trend of the
previous adsorptions, i.e. the integral intensity drops at a reduced pressure value
compared to the previous adsorption, even taking into account the pressure shift of
the corresponding desorption branch.
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4.4.2 Filling isotherm from integrated intensities

Generally, the change of the integrated scattering intensity (Figure 4.29(B)) ob-
served in the course of the sorption process is connected with the pore filling process
which changes the scattering contrast between the pore content and the silica mat-
rix. As outlined in more detail in Ref. [Findenegg, 2010], the present system can
be regarded as a three-phase system made up of solid (S), fluid (F) and empty
space/vapour (V), with X-ray scattering length densities (sld) ρS, ρF and ρV , re-
spectively. The integrated intensity as defined by Equation 2.44 for a three-phase
system is given by Equation 2.47. In our case it can be expressed by (note that
ρV = 0):

Q̄(ϕF ) = K[ρ2
SϕS(1− ϕS) + ρ2

F ϕF (1− ϕF )− 2ρSρF ϕSϕF ], (4.9)

where ϕS and ϕF are the volume fractions of solid matrix and fluid sorbate, re-
spectively, and K is a numerical factor. Solving Equation 4.9 for the experi-
mental data set of Q̄(p/p0), the results can be expressed by the pore filling frac-
tion f(p/p0) = ϕF /(1− ϕS). Taking into account the previously discussed effect of
micropore filling at p/p0 < 0.1 during the first adsorption process, the data of the
first adsorption isotherm were shifted by setting f(p/p0) = 0 at p/p0 = 0.1, i.e. for
the point with the maximal value of the integrated intensity on the first adsorption
branch. The calculated filling isotherms are shown in Figure 4.30.

The isotherms of the first four sorption cycles are characterised by a systematic
change of two parameters. Since the value of the integrated intensity at p/p0 ∼ 0
decreases from one to the next desorption process (Figure 4.29(B)), the calculated
pore filling fraction at p/p0 = 0 increases accordingly. This suggests an increasing
amount of water remaining within the pores after each cycle. The second systematic
trend is the shift in the capillary condensation pressure, which shifts to lower p/p0

values from one to the next cycle.

Since the measurements on the aged sample were made some months later, the
resulting intensity data could not be compared on an absolute scale with those of
the first four cycles but were normalised to the values at p/p0 ∼ 1. This is motivated
by the observation that for the first four cycles the same intensity level was reached
at the saturation pressure.

After the fourth cycle the sample temperature was raised to 330 K under vacuum
conditions and the SAXS pattern was recorded as a function of time. Figure 4.31
shows that this temperature treatment causes an increase in the integrated intensity,
but the intensity levels off at about 740 intensity units after 3 h, while the initial
value at the beginning of the first adsorption cycle was above 800 intensity units
(see Figure 4.29(B)). This indicates that heating to a temperature of more than 50
K above the adsorption/desorption temperature is not sufficient to remove all the
water from the pores.
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Figure 4.30: Filling isotherms derived from SAXS data by Equation 4.9 for the
first four sorption cycles and for the aged sample (solid lines represent adsorption,
dotted lines represent desorption). Figure taken from Ref. [Erko, 2012b].

4.4.3 Form factor analysis

In order to learn more about structural changes in the corona of the cylindrical
mesopores of SBA-15 the scattering data (see Figure 4.29(A)) were analysed in more
detail. Following the data analysis procedure outlined in Ref. [Findenegg, 2010], we
split the integrated scattering intensity Q̄(p/p0) into two parts: Bragg diffraction
from the mesopore lattice Q̄Bragg(p/p0) and diffuse SAXS intensity arising from
disordered porosity Q̄Diff (p/p0). Figure 4.32 shows the evolution of Q̄Bragg(p/p0)
and Q̄Diff (p/p0) for the sample in its empty (A) and water-filled (B) stages within
the subsequent sorption cycles.

For the evacuated sample (Figure 4.32(A)) the integrated Bragg intensity Q̄Bragg de-
creases systematically from the initial state to the end of the fourth sorption cycle.
On the other hand, Q̄Bragg for the completely water-filled pores (Figure 4.32(B))
stays almost constant independent of the number of sorption cycles (note the differ-
ent scales of Figure 4.32(A) and (B)). This indicates that at p/p0 ∼ 1 the amount
of water in the pores is nearly independent of the number of sorption cycles, while
Figure 4.32(A) suggests that at p/p0 = 0 there is increasingly more water remaining
within the pores after each desorption step. The simultaneous decrease of Q̄Bragg for
both pore filling states (red triangles in Figure 4.32) suggests a general reduction of
structural disorder of the mesoporous silica matrix, perhaps due to “smoothing” of
the rough pore walls.
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Figure 4.31: Temperature effect on the integrated intensity Q̄ of the evacuated
sample (p/p0 ∼ 0) after the fourth sorption cycle. Heating to 330 K is started at
t = 0. Figure adapted from [Erko, 2012b].

It is well known that the cylindrical mesopores of SBA-15 have a complex wall
structure, which has been modelled by corrugated pore walls and/or a microporous
region close to the pore surface [Imperor-Clerc, 2000, Zickler, 2006, Jahnert, 2009].
Therefore, there is a region of lower density in an extended wall region close to the
surface, often denoted as a “microporous corona”. Changes of the mesopore wall
structure, either due to water remaining within the corona or irreversible changes of
the thickness and microporosity of the corona itself, will affect the scattering form
factor of the mesopores and can therefore be further investigated by a form factor
analysis. In a previous study of perfluoropentane sorption in SBA-15 [Zickler, 2006]
the form factor was modelled by a four-density step model accounting for the silica
matrix, the microporous corona, the adsorbed fluid film and the vapour in the core
of the pores. The measured intensity of the Bragg scattering can then be described
by Equation 2.32, where the structure factor S(q) has non-vanishing intensity only
at the positions of the individual Bragg reflections for a perfect lattice, F (q) is the
form factor and K is a constant factor. For a core–shell cylinder consisting of four
phases, i.e the silica matrix, the microporous corona, the fluid film, and the vapour
is the core of the pores, with the respective scattering length densities ρ0, ρ1, ρ2,
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Figure 4.32: Integrated intensities Q̄Bragg (black circles) and Q̄Diff (red triangles)
of the evacuated sample (A) and the water-filled sample (B) as a function of
number of sorption cycles. Figure adapted from [Erko, 2012b].

and ρ3 the form factor from Equation 2.30 is given by:

F (q) =
(ρ1 − ρ0)R

2
1Z(qR1) + (ρ2 − ρ1)R

2
2Z(qR2) + (ρ3 − ρ2)R

2
3Z(qR3)

(ρ1 − ρ0)R2
1 + (ρ2 − ρ1)R2

2 + (ρ3 − ρ2)R2
3

, (4.10)

the respective radii Ri define the thickness of the microporous corona, R1 − R2, and
that of the fluid film, R2 − R3. Further, Z(qRi) = 2J1(qRi)/qRi, with J1(qRi) being
the first-order Bessel function.

In the fit procedure we fit the measured intensities of the five leading Bragg peaks
of SBA-15 with Equation 2.32 and Equation 4.10 by minimising the variance. The
SAXS data for the annealed empty sample measured before the first sorption cycle
provides the values for the parameters K, R1, R2 = R3 (empty pores) and ρ1. The
values for ρ0, and ρ2 were taken from the NIST data base (see Table 2.3). The
subsequent fits were performed for the SAXS intensity measured after each sorption
cycle at the nominal relative pressure value of p/p0 = 0, taking ρ1 and R3 as the only
fitting parameters, while R1, R2, ρ0, ρ2 and ρ3 were kept constant. Possible changes
of the corona thickness (R1 − R2) were also explored as an alternative, but this
showed physically unreasonable results. The fits with ρ1 and R3 did not show any
noticeable changes of R3 for the different cycles, indicating that no residual water
film remains after each desorption process. On the other hand, the corona density
ρ1 distinctly changes from one sorption cycle to the next. The resulting values for
the reduced corona density ρ1/ρ0 after each sorption cycle are shown in Figure 4.33.
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Figure 4.33: Reduced corona density ρ1/ρ0 derived from the measurements of the
evacuated samples (p/p0 ∼ 0) before and after the four sorption cycles and after
evacuating at 330 K (heated). Figure taken from [Erko, 2012b].

4.4.4 Discussion and conclusion

A serious point of discussion is related to the argument that not all points of the
experimental isotherms may be in full equilibrium. This is always a critical issue
when discussing adsorption phenomena in mesoporous materials. The total time
necessary for a continuous adsorption/ desorption cycle close to equilibrium was
carefully estimated from previous volumetric water sorption in the same material
(see Refs. [Erko_2008], [Erko_2010]). An appropriate illustration of the systems’
kinetics can be performed in terms of calculating the filling velocity of the sample
shown in Figure 4.34. It demonstrates that the system is indeed always close to
equilibrium, except for a small pressure regime for adsorption 4, i.e. the fastest
adsorption cycle. For cycles 1-3, even in the capillary condensation regime, where
kinetics becomes extremely slow, the system is always close to equilibrium.

The present in situ SAXS study shows that repeated adsorption and desorption of
water in SBA-15 causes two major irreversible changes: first, the pressure at which
capillary condensation along the adsorption branch takes place decreases systemat-
ically from one to the next cycle. This is clearly not an experimental artefact, since
at the same time the capillary evaporation pressure at desorption remains constant
for all cycles. The second effect is a systematic decrease of the integrated SAXS
intensity at the end-point of the adsorption/desorption cycles, i.e. after a full cycle
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Figure 4.34: Change of the filling fraction with time. For two subsequent SAXS
measurement points this quantity is calculated from the change of the integrated
SAXS intensity, which corresponds to the change of the sample filling fraction
described by Equation 4.9. This change of the filling fraction is divided by the
time between the two SAXS measurement points (10 minutes). Black points are
equilibrium points.

the intensity does not reach its original value. This suggests that progressively more
water remains within the porous material. Again, experimental artefacts can be
largely excluded by the observation that for the completely water-filled mesopores
at the saturation pressure (p/p0 = 1) the intensity always reaches the same value
as in the previous cycles. Although a connection between these two experimental
observations seems to be self-evident at first sight, careful consideration of several
possible connections brings us to the conclusion that they are probably not, as
outlined in more detail in the following discussion.

The shift of the capillary condensation pressure must be caused by a surface modific-
ation of the silica material, eventually changing the wetting angle of the fluid–solid
system. Following the theory of Saam and Cole [Saam & Cole, 1975] the adsorption
branch is described by a metastable pore filling process. Obviously, in the course
of the first four adsorption cycles the silica surface of SBA-15 has become distinctly
more hydrophilic after each sorption cycle. In terms of the Kelvin equation this
causes a lowering of the water contact angle and thus a downward shift of the capil-
lary condensation pressure. After the ill-defined ageing period the pore condensation
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pressure has returned to a high value similar to that of the first adsorption cycle.
Further systematic studies are necessary to gain a better understanding of the water
chemisorption and related changes of surface chemistry of the silica walls. In this
respect, our experimental method is highly indirect and not suitable to reach con-
clusive results. Therefore, we will not consider the shift of the capillary condensation
pressure further in this work.

Figure 4.35: Sketch of the proposed
modification of the SBA-15 meso-
pore network after a complete sorp-
tion cycle. Some pore wall regions
have collapsed in the course of ca-
pillary condensation and evapora-
tion. Water remains trapped within
the collapsed mesopore regions.
Figure taken from [Erko, 2012b].

The form factor fits to the SAXS data
presented in subsection 4.4.3 clearly sug-
gest some modification of the microporous
corona in each water sorption cycle. A
gradual increase of the corona density as
suggested by this analysis can be explained
by increasingly more water remaining in the
corona after each cycle. This may in turn
be positively correlated with the effect dis-
cussed above, i.e. a change of the water
contact angles at the pore walls. However,
there remains some mismatch between the
result of Figure 4.33, according to which the
overall increase in the corona density in the
four adsorption/desorption cycles amounts
to about 3%, and Figure 4.29(B), which
shows that the four adsorption/desorption
cycles cause an overall decrease in the in-
tegrated intensity of more than 20%. A re-
sidual water film of increased thickness after
each desorption process - which is by the way
not consistent with the form factor analysis
- cannot explain this observation. Hence,
we conclude that structural changes of the
pore walls as derived from the form factor
analysis cannot alone explain the observed
intensity changes. To account for the rest,
we infer that water is causing some irrevers-
ible modification of the silica matrix. A
massive destruction of the mesopore lattice
with changes of the total pore volume should also change the total uptake of water
at p/p0 ∼ 1, and thus the corresponding values of the integrated intensity. However,
the measured intensities at p/p0 ∼ 1 do not indicate any considerable changes of
Q̄Bragg for the first four sorption cycles (see Figure 4.32). Hence the only reason-
able hypothesis to account for this dilemma is that progressively more water remains
trapped within the mesopores at the end of subsequent adsorption/desorption cycles,
possibly due to an irreversible closure of some parts or sections of the mesopores.
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From experimental and theoretical studies [Scherer, 1992, Dolino, 1996,
Guenther, 2008, Prass, 2009, Biener, 2009, Schoen, 2010, Gor & Neimark, 2010]
it is known that filling of mesoporous materials with liquids is accompanied by
sorption-induced deformation of the mesoporous materials. This deformation is
caused at least in part by the Laplace pressure acting at capillary condensation
and evaporation. As a rough approximation, the magnitude of the circumferential
(hoop) stress σH exerted on the cylindrical pore walls of radius R and wall thickness
2w is given by σH = ΠR/t = 2σlv/w [Prass, 2009], where Π is the Young-Laplace
pressure and σlv the surface tension of the fluid (note the difference between the
quantities σlv and σH , which are occasionally denoted by the same symbol). The
contact angle is set to be zero for this simple consideration. For water with its
high surface tension ( σlv ∼ 70 mJ m−2) and a wall thickness of about 3 nm for the
present SBA-15 samples [Jahnert, 2009], σH ∼ 90 MPa. This is a remarkably high
stress given the fact that it exceeds the tensile strength of (bulk) vitreous silica (50
MPa [Gretarsson, 2002]) by almost a factor of two. Therefore it is reasonable to
infer that an irreversible deformation of the silica walls in SBA-15 may occur due to
the capillary pressure of water. Depending on the local structure and geometry of
the pore walls, this deformation may result in a local collapse of mesopore walls at
mechanically weak points in the course of the sorption process. As a consequence,
water would remain trapped inside closed cavities, providing a possible explanation
for the observed effect. A simple sketch of the proposed scenario, visualizing the
modification of the SBA-15 pore network upon repeated water sorption, is shown
in Figure 4.35.

In conclusion, we have presented some new insights into the peculiarities of water
sorption in silica-based ordered mesoporous materials. Repeated filling and empty-
ing of SBA-15 mesopores with water distinctly modifies both the pore surface and
the accessible pore volume of the sorbent. The density of the microporous corona
increases from one sorption cycle to the next, indicating that residual water is re-
maining in micropores and/or some irreversible modification of the corrugated pore
surface is occurring. In addition, it is proposed that sorption–strain induced irre-
versible pore wall deformation can lead to a local collapse of pores and trapping of
water in pores between two such constrictions. Finally, our results demonstrate the
importance of the sample history and ageing effects, which in the present case of
water sorption in SBA-15 silica materials is causing major changes in the uptake of
the liquid.
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The findings of the present thesis give a new insight into the effects of confinement
on the low-temperature properties of water. Moreover, an influence of water on the
structural stability of confining material upon repeated adsorption and desorption
cycles was found. This thesis has demonstrated that experimental studies of confined
water are very complex.

• Water confined in a mesopore, previously described only by two phases, i.e.
water and solid wall, was shown to be strongly dependent on the density distri-
bution of water within the confinement volume. Confirming previously repor-
ted differential scanning calorimetry (DSC) [Schreiber, 2001, Jahnert, 2008b,
Findenegg, 2008], the pore water was found to consist of at least two distinct
regions. The separation of the pore water was performed by introducing the
surface water, a layer closest to the pore walls with a constant thickness of
around two monolayers of water molecules, and the core water in the inner
part of the pores. Moreover, the core water structure was found to change
systematically with confinement dimensions.

Our Raman scattering study with six different pore sizes ranging between 2.0 –
8.9 nm showed a systematic change of the core water structure with the pore size.
In the weakest confinement (8.9 nm pore diameter), the core water at low temper-
atures was shown to be compatible with crystalline ice with a spectral fingerprint
similar to bulk ice. As opposed to this, in the strongest investigated confinement
(2.0 nm pore diameter) the core water was shown to transform gradually into (low-
density) amorphous ice (LDA), and there is a gradual transition between these two
extremes. An indication of this phenomenon was previously reported from X-ray dif-
fraction measurements [Morishige & Kawano, 1999]. However, Bragg-peak broad-
ening in small pores was claimed to be strongly influenced by the reduced crystal
size, which would lead to similar experimental observations [Mancinelli, 2010a]. The
present Raman scattering analysis should not be affected by the size of the crystal,
since structural information about confined water was deduced from the position
and width of the OH-stretching (OHS) mode, and therefore from the dynamical
interaction of strongly hydrogen-bonded water molecules. It could further be shown
that the analysis of the HOH-bending mode does not give an unambiguous inform-
ation about the state of water within mesopores. A signal of this mode has been
observed in the entire temperature region in all samples, even in those where core
water was clearly shown to freeze.
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Hence, the presence of the this signal cannot be taken as evidence for the li-
quid state of water in pores as it was suggested in earlier studies, e.g. in Ref.
[Mallamace, 2007b].

• The two sections of pore water were found to be characterised by different
density values, and were shown to develop different intermolecular structures
upon cooling. This could be attributed to the different degree of development
of the hydrogen bond network between water molecules in the two spacial pore
regions. A distinct tetrahedral hydrogen-bonded water network was found only
in the core part of the pores, and no hydrogen-bonded water network was found
for the layer closest to the pore surface. The different temperature behaviour of
these two sub-sections of pore water was not considered in previous analyses of
our and other similar systems (see e.g. Refs. [Liu, 2007, Kamitakahara, 2012]).

The temperature behaviour of the density of confined water was studied by means
of combined in situ small-angle scattering of X-rays (SAXS) and neutrons (SANS),
and corroborated by additional wide-angle X-ray scattering (WAXS). Building on
our Raman results, a two-step density model was applied for the description of water
confined in silica mesopores. This approach revealed the surface water to have a
higher density than the residual core water in the central part of the pores. The
average density of pore water systematically changes with temperature, showing a
minimum at different temperatures, which depend on the pore size. In contrast to
previous interpretations of this effect [Liu, 2007, Zhang, 2009, Kamitakahara, 2012],
the temperature of this minimum was shown to be connected to the core water phase
transition point. The density model consistently connects the scattering signal from
both X-rays and neutrons with the average pore water density. It shows further
that during cooling and heating the changes of the core water density exceed the
corresponding density changes of the surface water by several times. It has to be
noted that changes of water density are usually induced by a modification of water
hydrogen bond network. Our Raman results show that the surface water does not
develop a strong hydrogen bond network upon cooling. Therefore, the observed
changes of the surface water density are attributed to the restrictions of the two-
step SAXS model.

The present study might be improved by high-accuracy measurements of more than
just three Bragg-reflections from the mesoporous pore lattice. A more detailed struc-
ture of the surface water layer and also that of the core water could then be obtained
by an advanced modelling of higher-order reflections. Unfortunately, for MCM-41-
type materials usually only three (or even less) diffraction orders can be observed
[Jahnert, 2008a, Prass, 2011]. From our selection, the only suitable material for
these purposes is SBA89, showing up to ten Bragg peak orders [Jahnert, 2008a].
However, the fraction of surface water in this material is very low, giving only
about 2 % of the entire pore water fraction. Moreover, the complex wall structure
of SBA89, including the microporous corona represents an extra parameter which
would make the analysis more difficult.
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• The thickness of the surface water layer was found to be independent on the
pore size and showed only small changes with temperature. A structural
change of the surface layer is found to be independent on the pore size, taking
place in the temperature region around 160 K - 180 K.

The average water density minimum observed for the sample with smallest pores
(2.0 nm diameter) around 180 K is attributed to a different phenomenon than the
core water phase transition. Unfortunately, due to low pore ordering of this sample,
only scattering from a single Bragg peak could be observed in the experiments.
Therefore it was not possible to unambiguously distinguish between the signal from
the core water and that from the surface water. However, the scattering signal should
mainly originate from surface water, since its fraction within the pores of 2.0 nm
size was estimated to be around 84 %. Four arguments support the suggestion that
the observed pore water density minimum around 180 K can be attributed to a
structural change of the surface water:

1. Recently reported dynamical transition of the surface layer in MCM-41-S ma-
terials with similar size was found to take place in the temperature region
around 180 K [Bruni, 2011].

2. Pore lattice deformation, indicating a water phase transition, is extracted from
our SAXS measurements of water-filled MCM20 in the same temperature re-
gion.

3. Data from our Raman scattering experiments and DSC studies
[Jahnert, 2008b, Findenegg, 2008] show no freezing point of core water
inside pores with diameters smaller than 2.5 nm.

4. Measurements of water confined in hydrophobic confinement of similar size,
where no surface water layer exists, show no water density minimum in the
entire temperature region [Zhang, 2009].

An extension of this study should include materials with a similar pore size of around
2.0 nm, however, with higher pore ordering, for which more than only one Bragg
peak can be analysed. Detailed information about the temperature behaviour of
the different pore water regions could then be obtained by applying an advanced
form factor model including more than just two pore water phases. Studies reported
in Refs. [Mancinelli, 2009, Mancinelli, 2010b, Mancinelli, 2010a, Mancinelli, 2011]
seem to use such materials. The detailed properties of MCM-41 are determined by
number of parameters depending on their synthesis.

The surface water layer may be further studied by means of polarised Raman scat-
tering. Different mutual orientations of water molecules lead to a modified po-
larisation of the Raman signal [Masic, 2011]. Consequently, polarisation analysis
of the Raman signal from partially filled samples can give detailed information
about the structure of the surface layer. A systematic study of the temperature
behaviour of the Raman signal including different polarisation angles would show
possible temperature-induced reorientation of water molecules closest to the silica
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surface. Similar information can be obtained from Raman scattering experiments
using partially deuterated water, instead of pure H2O. Different network structure of
HOD molecules give sufficiently different Raman signal in the OHS spectral region
[Fecko, 2003, Dellago, 2011, Weinwurm & Dellago, 2011]. The analysis of Raman
spectra from oriented HDO molecules would be even supported by existing theor-
etical models of such systems [Kofinger, 2008, Kofinger & Dellago, 2010]. Here, the
main challenge involves the finding of mesorporous materials with similar properties
like MCM-41 or SBA-15 (i.e. small hydrophilic cylindrical pores with a narrow size
distribution), however, with a macroscopically oriented pore structure.

• The present thesis demonstrates an alternative determination of water liquid-
solid phase transition temperatures in confinement. It is performed by a new
analysis of the water OHS region of the Raman spectrum. Hereby, the phase
transition of water in pores is characterised by a shift of the OHS signal.

For bulk water, and for water in largest investigated confinement of 8.9 nm the
spectral shift of the Raman OHS signal is clear and discontinuous. The mag-
nitude of this shift decreases with decreasing pore size. Water phase trans-
ition temperatures obtained by this method are in excellent agreement with
those from DSC measurements performed independently on the same samples
[Schreiber, 2001, Jahnert, 2008b, Findenegg, 2008]. Hence, our study shows that
for pore sizes down to 3 nm, the freezing/melting point depression with decreas-
ing pore size can be consistently described by a modified Gibbs-Thomson equation,
with a nonfreezable water layer of about two monolayers close to the pore walls.
It is a remarkable finding, since it shows that the thermodynamic Gibbs-Thomson
equation is applicable down to the nanometer scale. For smallest investigated con-
finement with pore sizes < 2.5 nm the OHS signal changes gradually within the
entire investigated temperature region. This shows essentially the same trend as the
exothermic/endothermic heat transfer in DSC measurements. Hence, in agreement
to these previous DCS studies, our Raman study shows no indication for a first-order
phase transition for water in such small pores.

• Studying the pore lattice deformation upon cooling and heating of water-
filled mesopores, a new interpretation for the strain-temperature behaviour
for temperatures above the core water phase transition point is given. Hereby,
the similarity between the liquid-vapour and the solid-liquid phase transitions
of water in confinement, was studied.

The description of the observed pore lattice deformation taking place during ca-
pillary condensation and evaporation in mesopores [Prass, 2011] could be success-
fully applied for the description of similar observations during freezing and melting
of core water. Formation of a curved liquid-solid interface, leading to a negative
Young-Laplace pressure, was shown to give an appropriate explanation for the ob-
served effects. Thus, contraction of the pore lattice upon cooling was shown to be
explained in a similar way as that observed during fluid desorption from mesopores,
namely by the growth of a liquid meniscus. It has to be noted, however, that the ef-
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fects are not necessarily restricted to the presence of a curved surface. Both, Kelvin
equation and Gibbs-Thomson equation can be also derived without using the effect
of curvature [Schoen, 2010]. The most important aspect is the surface/volume ratio,
giving the term 1/R in both equations. The magnitude of pore lattice deformation is
determined by the specific interface energy of the two interacting phases. For water
ad- and desorption this quantity is the surface tension σlv, for water melting and
freezing it is the liquid-solid specific interaction energy σsl. The calculated values
for the effective pore-load elastic modulus of the three MCM-41 type materials with
the largest pore sizes are in good agreement with those reported in [Prass, 2009]
from the desoprtion data of pentane.

The water freezing model from the present study can also be applied for studies
of liquid-solid transitions of other confined fluids. However, further analyses are
required in order to understand the influence of the different approaches used for
determining the Bragg peak position of the mesoposous lattice. In the present study,
results obtained from fitting the Bragg peak intensity by a Gaussian curve showed
almost negligible deviations from those using the centre of mass of the peak. Hereby,
the difference in density of the two interacting phases hast to be taken into account.
This density change of the sorbate upon adsorption and desorption is regarded to
strongly influence the symmetry of the Bragg peak. The contrast change of the pore
walls upon micropore filling and emptying is suggested to distinctly modify the form
factor of the cylindrical mesopores [Prass, 2011]. Thus, in such studies the choice of
the “correct” determination of the lattice parameter is more critical than in studies
of freezing and melting processes, where the changes in density are relatively small.
However, more studies are required in order to understand this effect.

• An in situ sorption apparatus was developed for studies of phase transition
processes in ordered mesoporous materials using a laboratory small-angle X-
ray scattering device. A first application of this new instrument revealed
irreversible changes of SBA-15 material upon repeated water sorption cycles.

Capillary condensation pressure of water in SBA-15 was shown to shift progressively
to lower relative pressure values with increasing number of sorption cycles. This
effect could be attributed to chemisorption of water at the silica walls, resulting in
a change of the fluid–wall interaction. The study further showed that progressively
more water remains trapped within the porous material after each cycle. This effect
is interpreted to be the result of an irreversible collapse of parts of mesopores,
originating from pore wall deformation due to the large Young-Laplace pressure of
water acting on the pore walls at capillary condensation and capillary evaporation.
Future studies along these lines should include repeated cooling and heating cycles
of both, water-filled and empty samples. From subsequently performed cycles of
water-filled samples frost damages of the mesoporous structure can be investigated
in detail. Since pore lattice deformation during freezing and melting was shown to be
in the same order of magnitude as those for capillary condensation and evaporation,
similar destructions of the pore matrix can be expected.
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Cooling and heating of an “aged” sample in its empty state can give important in-
formation about the water trapped within collapsed mesopore regions. The amount
if this water can even be calculated quantitatively by analysing the sample con-
trast change upon cooling and heating. Strain isosteres of aged samples can further
provide information about the mechanical properties of collapsed pore regions.

•

Finally at the end of this thesis I want to come back to the general question, i.e.
to which extent the “trick” of confining water into pores of only few nanometers
really opens new possibilities to experimentally extract information for bulk water
in the “no-man’s land”. In particular, the question was if there is an influence of
confinement other than the stabilisation of the liquid phase at very low temperatures,
and whether results obtained from experiments with similar confining systems can
truly validate computer simulation results for bulk water?

The results of this thesis strongly question this, providing very strong evidence
that confinement effects on water structure become increasingly more important
as pore size decreases. The temperature dependence of water confined in ordered
cylindrical mesopores of MCM-41 and SBA-15 materials was shown to be sufficiently
different from pure bulk water. Thus, the present work demonstrates the relevance
of studies of confined systems. Investigating the water properties in confinement is
fundamentally important to many different fields. While bulk liquid water cannot
exist at low temperatures, it certainly can be observed in nanoporous rocks and on
their surfaces, in small droplets and as thin layers on proteins in the atmosphere
distinctly below the bulk water freezing point. Hence, studying water properties in
strong confinement provides important insights into the life mechanisms in nature.
However, there are still many open questions giving the basis for future works aiming
at the development of a coherent picture about the properties of water.
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