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Abstract

Intensive developments have been carried out in the field of nanometallurgy in recent

decades.The majority of these developments concern the miniaturization of devices

and the improvement of their performance while reducing their volume. In addition,

novel applications in environmental preservation and medicine, such as sensors and

filters, are also being explored. The main reason for this development lies in the

surface properties that can strongly influence the properties of nanoscale materials.

For example, the electrical conductivity of nanoscale Cu wires coated with graphene

can be increased. However, the resistance in pure nanomaterials, such as Cu NW

(nanowire) without coating, increases due to surface effects. Additionally, another

classical effect at the nanoscale is the lowering of the melting point. The present work

aims to investigate degradation effects at the nanoscale by observing the behavior

of Cu NW when exposed to a cold plasma environment, revealing a strong oxidation

effect. Nanowires were also heated in a transmission electron microscope (TEM),

where an unexpected sublimation effect was observed. In-situ alloying was also

tested by heating a binary combination of an Al lamella of nanomaterials with Cu

ND and Au nanoparticles (NP). A TEM was used for the characterization of in-situ

alloying formation. Techniques such as selected-area electron diffraction (SAED),

high-resolution atomic imaging, bright-field TEM (BFTEM), and high-angle annular

dark-field TEM (HAADF) are employed for material characterization. The composi-

tion analysis was performed using energy-dispersive spectroscopy (EDS) prior to the

experiments. In-situ heating was achieved using a microelectromechanical system

(MEMS) in the form of a silicon E-chip. Different heating programs were applied

depending on the phenomena under investigation. For sublimation experiments,

heating ramps were conducted in the temperature range of 600 °C to 850 °C. In the
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case of nanoalloying experiments, the temperatures used depended on the alloying

system. For example, the Al/Cu system was melted at 660 °C and annealed at 440

°C for 5 minutes. The melting temperature for the Al/Au system was 660 °C, and

the annealing temperature was 250 °C for a duration of 2 hours.



Zusammenfassung

In den letzten Jahrzehnten wurden intensive Entwicklungen im Bereich der Nanomet-

allurgie durchgeführt. Der größte Teil davon betrifft die Miniaturisierung von Geräten

und die Verbesserung ihrer Leistung bei gleichzeitiger Verringerung ihres Volumens.

Darüber hinaus werden auch neue Anwendungen im Bereich des Umweltschutzes und

der Medizin, wie Sensoren und Filter, erforscht. Der Hauptgrund für diese Entwick-

lung liegt in den Oberflächeneigenschaften, die bei nanometrischen Materialien deren

Eigenschaften stärker beeinflussen können. So kann beispielsweise die elektrische

Leitfähigkeit von nanometrischen Cu-Drähten, die mit Graphen beschichtet sind,

erhöht werden. Der Widerstand in reinen Nanomaterialien – wie z. B. Cu ND (Nan-

odraht) ohne Beschichtung - erhöht sich jedoch aufgrund der Oberflächeneffekte. Zu-

dem liegt mit der Schmelzpunktsenkung ein weiterer klassischer Effekt im Nanomaßstab.

Die vorliegende Arbeit zielt darauf ab, Degradationseffekte im Nanomaßstab zu

untersuchen, indem beobachtet wird, wie sich Cu-Nanodrähte (ND) verhalten, wenn

sie einer kalten Plasmaumgebung ausgesetzt werden, ein starker Oxidationseffekt

festgestellt. Nanodrähte wurden auch in einem Transmissionselektronenmikroskop

(TEM) erhitzt, wobei ein unerwarteter Sublimationseffekt festgestellt eintritt. Das

In-situ-Legieren wurde ebenfalls getestet, indem eine binäre Kombination aus einer

Al-Lamelle von Nanomaterialen mit Cu ND und Au Nanopartikeln (NP) erhitzt

wurde.

Ein TEMwurde eingestze für die Charakterisierung der In-situ-Legierung-Bildung

Anwendung. Für die Materialcharakterisierung kommen Techniken wie die Elektro-

nenbeugung mit ausgewählter Fläche (SAED), hochauflösende atomare Bildgebung,

Hellfeld (BFTEM) und Hochwinkel-Dunkelfeld (HAADF) zum Einsatz. Mithilfe

der elektronendispersiven Spektroskopie (EDS) erfolgte eine Analyse der Zusam-
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mensetzung im vorlauf der Experimente. Die In-situ-Erhitzung wurde mithilfe eines

mikroelektronischen mechanischen Systems (MEMS) in Form eines Silizium-E-Chips

erreicht. Je nach den untersuchten Phänomenen verschiedene Heizprogramme An-

wendung.

Für Sublimationsexperimente wurden Heizrampen im Temperaturbereich von

600 °C bis 850 °C durchgeführt. Bei Nanolegierungsexperimenter richteten sich die

verwendeten Temperaturen nach dem Legierungssystem, z. B. wurde das Al/Cu-

System bei 750 °C geschmolzen und 5 Minuten lang bei 440 °C geglüht. Die

Schmelztemperatur für das Al/Au-System lag bei 800 °C und die Glühtemperatur

bei 250 °C für eine Dauer von 2 h.
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Chapter 1

Introduction

Advances in technology are nourishing society with relevant new features such as

electric cars, the ability to leave the surface of the earth, enjoy fast travels around the

globe, and more. However, many of these applications are double-edged swords since

the comfort promoted by them degrades the environment around us. Therefore, the

necessity of optimization and new solutions are an important factor, leading society

to gather efforts in the creation of sustainable ways of production. One unexpected

front of science that is giving creative and positive results are emerging in nan-

otechnology, where possible applications range from water treatment to improving

energy generation and electrothermal properties of materials [1, 2, 3, 4, 5]. Besides

the environmental relevance, nanomaterials-related advances are also studied in the

field of metallurgy. For instance, the field of nanometallurgy focuses on improving

properties by studying nanometric-sized phases and new techniques of production.

One example can be found in producing a new Al-alloy that can withstand radiation

in an interstellar environment due to the stability of nanometric-sized phases [6, 7].

As stated, many applications and new solutions exploit the use of nanomaterials,

but why is this class so applicable and widely discussed in this new epoch of science?

One possible way to answer it would be by mentioning a terminology called size-

effect, which is responsible for many different properties between bulk and nano-

materials. The size-effect can be described by the surface-to-volume ratio factor

(SVR) which increases with decreasing in volume [8, 9, 10, 11, 12]. Such properties

either allow the usage of material in metastable conditions or impair or limit their

1



CHAPTER 1

usage. Case in point, Si nanowires (NWs) used as anodes in lithium-ion batteries

lose retention capacity during usage due to the loss of Si [13]. Another reported NW

susceptible to degradation is the Ag NWs when used as an electrode. Typically, it

can be affected by Rayleigh instability over critical temperatures. Under a specific

range of UV light, it can have its partial breakage accelerated [14]. Another re-

ported degradation mechanism occurs under electrical stress, where a NW network

can suffer cracks or percolate while suffering Joule heating [14, 15]. Furthermore,

sublimation and oxidation are also possible degradation mechanisms. For exam-

ple, Cu NWs are susceptible to oxidization under low-reactive plasma environments

and can sublimate when heated within a transmission electron microscope (TEM)

[12, 16]. Additional sublimation effects were also reported for Ag nanoparticles, and

Mg pillars while heated in a low-pressure environment like a TEM [17, 18]. There-

fore, the goal of this thesis is to present a new methodology that could be used to

study, produce, and alloys on a nanometric scale within the TEM. The alloy system

study will be Al-Au and Al-Cu systems. The methodology consists of the work of

Quick and Tunes et al. [6], where an electron-transparent 50 µm piece is heated

within the TEM. Additionally, the thesis will also discuss the limitations that could

impair this methodology, such as Cu NW degradation [12, 16].

1.1 Approach

The main goal of this thesis is to describe and discuss nanometallurgy on the

nanoscale, going from topics like degradation, size-effect, and alloying. For the

work sequence, to test properly the capabilities of the TEM, and in situ heating of

the specimens, different setups were tested. The sequence consisted of the observa-

tion of Cu NW degradation under a plasma environment [12], studying its stability

while heated within a TEM [16], afterward nanoalloying was attempted by using

Cu NW, and Au Np in conjunction with a TEM lamella [19]. For the Cu NW

degradation block, Cu NWs were subjected to distinct environments. At first, they

were exposed to low-reactive plasma for different time frames. The goal consisted of

observing their stability by characterizing it before and after the experiments. The
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results observed led to the paper described in section 4 called ”Degradation of Cu

nanowires in a low-reactive plasma environment” [12]. The second aspect studied

was the Cu NW behavior while heated within a TEM (low-pressure environment).

The heating sequences were heating ramps varying from 873 to 1123 K, and the tem-

perature was held until appreciable effects were observed. The second work resulted

in the paper called ”Unravelling nanometallurgy with in situ electron-microscopy:

a case study with Cu nanowires” [16] presented in chapter 5. Concerning the al-

loying block, Al was considered a solute material due to its availability, and low

melting point (660°C). As for alloy elements Cu and Au were considered. Cu, be-

cause it is one of the major alloying elements present in the Al industry, and Au

was considered due to well-established studies concerning thermodynamic behaviour

[20, 21, 22]. Therefore, two different systems were analyzed for the alloying, Al-Au,

and Al-Cu. These two systems were selected due to different solubility levels. Cu

has maximum solubility of 2.5 at.% at 823 K, and Au has 0.06 at.% at 923 K [20, 23].

Furthermore, the precipitation sequences of Al2Cu (θ) and Al2Au(η) are well stud-

ied [23, 24]. The results of this work are presented in Chapter 6 under the name

”In situ transmission electron microscopy as a toolbox for the emerging science of

nanometallurgy” [19].

1.2 Document Structure

To properly elucidate the concepts of nanoalloying and the degradation of the NWs,

some fundamental principles need to be summarized. Chapters 1 and 2 will give an

introduction to the topic, and present the state-of-the-art on the topic of nanomateri-

als, presenting concepts like the thermodynamics for nanomaterials, the sublimation

enthalpy, the influence of size on thermodynamic properties, the decrease in cohe-

sive energy. In addition, some transmission electron microscope techniques, sample

preparation, and in situ heating will be presented. Chapter 3 will show an overall

glimpse of the methodology used in the different experimental setups used in the

dissertation. Chapters 4 and 5 will highlight the results of Cu NW degradation on

oxidation and sublimation when heated within a TEM. Chapter 6 shows the results
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of the nanoalloys with Al-Au and Al-Cu. Chapter 7 summarizes the research and

will discuss the possibility of application in industry and future follow-up work. Fi-

nally, the Appendix contains a short description of published research with major

contributions from the author linked to the thesis.
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Chapter 2

State of the art

2.1 Market and applications

Miniaturization is an outcome of the development of information technology due to

the desire of manufacturing smaller, cheaper, and faster devices [1]. For instance,

the reduction in size of the transistor from 7 to 2 nm of size can lower power con-

sumption by 75% and improve performance by 45% [2], which, states one of the

milestones of miniaturization. Moreover, the astounding growth in performance

and integration of transistors allow the construction of integrated circuits as small

as 2 nm [1, 2]. The decrease in size and change in costs over the years is show-

cased in figure 2.1 inset (a), where the decrease in the size of electronic features

over time is presented. Inset (b), on the other hand, shows the trade-off between

the decrease in the cost of transistor production over time versus the increase in

the price of the technology used to manufacture them. However, the increase in

investment pays off due to the breadth of nanomaterial applications, ranging from

health care to the aerospacial industry [3, 4, 5, 6, 7, 8, 9]. For example, in the

medical field, nanomaterials can be used as drug-delivery systems and biosensors

[10, 11]. Environmental engineering uses nanofilters for water cleaning and waste

recycling. In the case of polymers, nanoadditives can be added within the process

to improve the properties of the recycled material [12, 11]. Other applications com-

prise the adoption of nanoadditives to depolymerize polymers back to monomers for

recycling [13, 11] and nanostructuring materials via additive manufacturing which
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Figure 2.1: Figure 1 displays the correlation between the technological advance in the
transistor industry over time by presenting (a) the decrease in the size of the transistor
over the years; (b) shows the decrease in the cost of production of the transistors, and
the increase in the cost of the lithographic tool along the years beginning from 1970 up

to 2020.[23]

can positively affect the final product properties [14]. Nevertheless, complex manu-

facturing methods are necessary to enable such applications. Production-wise, two

different classifications are considered: top-down and bottom-up processes. The top-

down process focuses on atomizing a bulk precursor, which can agglomerate in a film

[15, 11]. Bottom-up aims at producing material by using basic fundamental blocks

like atoms or molecules to generate its final product [16, 17, 18, 11]. As a general ex-

ample of the top-down route, one could refer to nanolithography [19, 18, 11], where

the material is etched from bulk to the desired volume. For the bottom-up route,

one can consider techniques like chemical-vapor deposition (CVD), and plasma or

flame spraying synthesis [20, 21, 11]. Furthermore, the global nanomaterials market

size is expected to have a growth rate of 14.1% from 2021 to 2028, additionally, the

market size was estimated at USD 11.3 billion in 2020 [22].

Therefore, it is important to note that miniaturization comes with nanometric-

size materials defined by their dimensions. More specifically, this class of materials

must have one of its dimensions in a size range of 1 to 100 nm [24]. In addition to

it, due to its size different properties arise, which are different than that of its bulk

counterparts can be found. A classical example can be found in the literature on

topics like melting temperature depression, or Rayleigh instability to mention a few

[25, 26].
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2.2 Thermodynamics

Historically, thermodynamics is an intriguing topic to many scientists throughout

the years. One major breakthrough occurred in the development of early steam

engines in the 17th century, to help solve an energy crisis in London[27]. This

development has also helped in the establishment of the thermodynamic principles

that are called the zeroth, first, second, and third law [28, 29, 30]. The Zeroth law,

however, was defined only later on around 1930.

• The Zeroth law of thermodynamics provides a foundation for temperature in

a system. It is considered that equilibrium occurs when different systems in

contact reach the same temperature [28, 29, 30].

• The first law defines the conservation of energy within a thermodynamic pro-

cess in a closed system. The change in the internal energy (δUsystem) is equal

to the difference between the heat supplied δQsystem and the work δWsystem

executed by the system namely δUsystem = δQsystem − δWsystem [31]. Hence,

energy can be transformed from one to another, but not created nor destroyed

[28, 29, 30].

• The Second law defines the irreversibility of a natural event and implies the

existence of entropy ∂S, and is calculated by the relation ∂S = ∂qrev/T . One

way of showcasing it is by stating that energy does not spontaneously transfer

from a colder to a hotter body. So, the second law has a broad spectrum of

application, whereas it can state if a phenomenon is reversible or irreversible. A

phenomenon is reversible when δSUniverse = ∂Q/T , and indicates spontaneity

and irreversibility when δSUniverse > ∂Q/T [28, 29, 30]. It is important to

know that reversibility and irreversibility are only possible to define when the

universal conditions are known. Hence, no loss of information exists. On the

other hand, while analyzing the entropy of a system the latter is not true,

mainly due to loss of information to the surrounding [28, 29, 30].

• Finally, the Third law shows that the entropy of a system approaches a con-
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stant value when the temperature is near absolute zero. For the zero absolute,

however, the system reaches its ground state, where the minimum thermal

energy is achieved, thus, the system has only one configuration or microstate.

It is impossible to find such conditions since the material can possess different

possible microstates due to atomic vibration, material configuration, and so on

[28, 29, 30]. Therefore, entropy can be calculated according to the Boltzmann

principle [28, 30, 29], S = kb ∗ lnΩ. Where S is the entropy of the system, kb

is the Boltzmann constant and Ω is the number of microstates [28, 29, 30].

2.2.1 Free energy

Free energy can be seen as the energy or work available in a system to promote

a reaction or transformation. Thus, by knowing the volume changes and entropic

changes one could understand how the system evolves or reaches equilibrium. How-

ever, a problem in that interpretation is the necessity of knowing the universal

entropy, which is almost an impossible task [30]. A solution for that matter was

first proposed by the German physicist Hermann von Helmholtz and was postulated

as A = E − TS, where A is the Helmholtz free energy, E is energy, T temperature,

and S entropy[32]. For that matter, he considers that a closed volume would only

change heat with the surrounding until an equilibrium would be reached, in that

scenario no volume change would occur. Equation 2.1 to 2.4 shows a simple formal

demonstration of Helmholtz free energy.

dU = dq − dW (2.1)

Considering the second law is presented equation 2.2.

dS = dq/T (2.2)

For a constant volume dw = d(P ∗ V ) = V dP . So, equation2.3 can be found.

dU = TdS − V dP (2.3)
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So, the equation 2.4 can be calculated

dA = d(U − TS) = dW (2.4)

So, with that Helmholtz free energy is dA = d(U−TS), where values lesser than

zero represent a spontaneous process and 0 equilibrium. Moreover, the equation

allows the calculation of the maximum useful work that a system can provide at

constant temperature and volume. On the other hand, Gibbs free energy is calcu-

lated in a different way where the pressure and the temperature of the system were

constant, and the volume would change. Therefore, by considering the equations

2.1, and 2.2 under the mentioned conditions equation 2.5 can be found.

dU = TdS − pdV (2.5)

By knowing the definition of enthalpy, where dH = du + pdV . The following

relation can be calculated

dG = dH − TdS = 0 (2.6)

As observed, the conditions adopted dH − TdS would result in 0, which would

be an equilibrium condition. However, G energy shows the spontaneity of a reaction

by presenting dG < 0, otherwise for dG > 0 would present a non-spontaneous

reaction. Unlike Helmholtz equation, Gibbs equation shows free energy as being

the difference between the enthalpy and heat lost by the system and can return the

maximum reversible work done by the system. With that in mind, table 2.1 shows

the main differences between the Gibbs and Helmholtz free energy.
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Table 2.1: Comparison between Gibbs and Helmholtz free energy

Gibbs free energy Helmholtz free energy

Can define the maximum reversible work

obtained from a particular system

Can define the useful work within

a closed system

Calculated for systems under constant

pressure and temperature

Calculated for systems under constant

temperature and volume

Spontaneous reaction or transformation

for ∂G < 0

Spontaneous reaction or transformation

for ∂A > 0

So, because of the difference in nature between the two formulations, their ap-

plicability is different. Normally, Helmholtz free energy is used when change of

pressure is not feasible. As an example, an explosive reaction would require the use

of Helmholtz-free energy due to pressure changes within the system [33]. On the

other hand, Gibbs’s energy is considered in situations where transformations occur

in constant pressure situations. Therefore, for the present work, Gibbs’s free energy

formulation was chosen due to the constant pressure environment found within the

TEM chamber.

2.2.2 Phase diagram

Materials in nature can be of many different phases, which possess defined bound-

aries and unique states like solid, liquid, and gaseous [34]. These different phases

can be plotted in a phase diagram and they work like a chart showing how to ob-

tain a unique phase while being in an equilibrium condition [36]. Therefore, the

state variables used to define a system are pressure, volume, concentration, and

temperature [34, 36]. Moreover, a phase diagram can be calculated by using prin-

ciples like Gibbs free energy [37, 36]. Where a pressure versus temperature phase

diagram can be given by comparing dG/dT with dP/dT (the same calculation can

be executed with composition instead of temperature or pressure). Additionally,

for the calculation of complex systems with many phases, computational methods

like CALPHAD (Calculation of Phase diagrams) are used [37]. However, for the
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validation and improvement of a calculated phase diagram, empirical experiments

are necessary [36]. Commonly, for alloys, the material is heated to a specific tem-

perature until equilibrium is reached, after that its properties are measured and

compared [34, 36]. For measuring, techniques like thermal analysis (TA), X-ray

diffraction (XRD), dilatometry, and electrical conductivity can be used to observe it

[38]. The necessity of these measurements is associated with the physical-chemical

properties changes that occur after a phase transformation [34]. Nevertheless, due

to the nature of the state equations, a phase diagram only shows an equilibrium

stage, which might not represent reality due to kinetic reasons [39]. Another factor,

that may affect the representation of the phase diagram can be found in the size of

a sample [26]. Nanometric-sized samples can present different properties than their

bulk counterpart due to the surface energy. For example, Equation 2.7 shows the

total Gibbs free energy for a nanomaterial [40].

GTotal,nano = GBulk +GSurface (2.7)

Where GSurface can be presented as equations 2.8 and 2.9.

GSurface = 2 ∗ C ∗ σi ∗ Vi/rsphere (2.8)

GSurface = 2 ∗ C ∗ σi ∗ Vi/rcylinder (2.9)

Where C is the correction factor concerning the surface tension measurement,

Vi is the molar volume of the component i, σi is the surface energy of component i,

and r is the radius of the measured volume (either sphere or cylinder). Figure 2.2

shows the difference between the phase diagrams of a nanometric alloy, and its bulk

counterpart presented by Ghasemi et al. [40].

2.2.3 Size effect

Although the field of nanomaterials has experienced significant development in re-

cent years, the size effect has been recognized since the mid-nineteenth century. In
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Figure 2.2: Calculated phase diagram considering nanometric dimensions plotted by
Ghasemi et al [40]. (a) nanoparticles and (b) nanowires for a radius of 5, 18, and 80 nm.
Solid lines represent the calculated diagram with the assumed relevant surface energy for
InSb nanoparticles and nanowires, {111} and {110} surface energies, respectively. For

comparison, nanoparticles phase diagrams with {110} surface energy of InSb and
nanowires with {111} surface energy of InSb is also calculated and displayed with dashed

lines.

fact, Faraday observed that the melting point of a surface occurs at a lower tem-

perature than the bulk melting point [41]. However, it was not until 1909 that the

concept of size dependence of surface energy was proposed by Pawlow [42], leading

to a breakthrough in our understanding of the size effect. The size effect can be

inferred from the first law of thermodynamics and from Gibbs free energy, as shown

in Equation 2.10, where pressure, temperature, and number of moles in the system

are held constant.

dGsurface = dEint − TdS + 2γdA (2.10)

Here, dGsurface represents the change in free energy caused by the surface, dEint

represents the energy within the bulk of the system, dS represents the change in

entropy, T represents temperature, and γ represents surface tension. In this for-

mulation, the difference between Equations 2.1 to 2.6 lies in the terms for internal

energy (dU) and work (dW ), where dU = dEint + dEsurf and dW = γdA. Different

methods can be used to describe the size-dependent behavior, such as Lindemann’s

hypothesis, shown in Equation 2.11.
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Tm(r)/Tm(∞) = exp[−(α− 1)/(r/3h− 1)−1)] (2.11)

Where Tm(r) and Tm(∞) are the melting point of the particle in question and

bulk, respectively, r represents the radius of a spherical particle, h stands for the

height of the atomic monolayer at the surface of atoms on a bulk crystal. The

constant α is a ratio between the atomic displacement at the surface, and at the

volume of the particle [41]. In addition to these observations, the influence of the

size on other properties like cohesive energy, sublimation behaviour, oxidation, and

other degradation processes was also observed [43, 44, 45, 46, 25, 26]. So, describing

concepts like surface energy volume-to-surface ratio, cohesive energy, and other size-

related properties need to be elucidated. Equation 2.12 showcases the effects of the

size over cohesive energy [48], the energy required to separate bonded atoms apart

[47, 25].

Etot = E0 ∗ (n−N) + (1/2) ∗ E0 ∗N (2.12)

The equation calculates the cohesive energy (Etot), by taking into account the

energy contribution of the interior atoms N . For that, the number of atoms within

a nanosolid (N) is subtracted from the number of atoms at the first layer of the

surface n. E0 in the equation stands for the cohesive energy per atom. [48]. So to

calculate it per mole the equation can be written as presented in Equation 2.13.

En = A ∗ Etot/n (2.13)

En is the energy per mole, and A is the Avogrado number. The same behaviour

can be observed for the melting temperature of a nanosolid [25, 48]. The equation

2.14 shows the relationship between the melting temperature of nanosolid (Tmn) vs

the melting temperature of the bulk material Tmb.

Tmn = Tmb ∗ (1−N)/2n (2.14)
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Qi and Wang also made a model that described this effect with a shape factor

(α) [25]. The factor is described in Equation 2.15 by the ratio between the surface

area of the nanoparticle (S) and its surface of any shape (S´). Where S´ is given by

Equation 2.15.

S ′ = α4πR2 (2.15)

Moreover, by this factor and considering particles and atoms being spherical, one

could find Equation 2.16, which shows the cohesive energy of a particle by taking

into account the shape factor.

Ep = E0(1− 6αr/D) (2.16)

Despite only two different methods being described here, different models can

be used to define the decrease of the cohesive energy due to the size effect. Besides,

it is also possible to understand these effects indirectly, one example would be by

means of the change in partial vapor pressure [49]. Furthermore, cohesive energy in

a solid can be calculated through the slope of the enthalpy of sublimation and the

standard enthalpy of formation for elemental metals [50].

2.3 Sublimation enthalpy

By definition, sublimation occurs when a material transforms from solid to gas. So,

for it to occur the energy given to the material need to be enough to reach the

maximum heat capacity in the solid state, sever all interatomic interaction that

holds the substance together, and provide enough energy to allow the unbounded

atoms to transform to the gaseous state [51]. Hence, sublimation enthalpy can be

calculated as described in Equation 2.17, where it is the sum of the whole energy

necessary to achieve the gas phase, heating from a solid phase [51].

∆Hsub = ∆Hthermsolid
+∆Hlantentsolid−liq

+∆Hthermliquid
+∆Hlatentliqui−gas

(2.17)
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Whereas ∆Hthermsolid
is the energy necessary to heat a solid to its melting point,

∆Hlatentsolid−liq
is latent heating of melting, ∆Hthermliquid

is the energy necessary to

heat the material to its vaporization point, and the ∆Hlatentliqui−gas
is the energy to

vaporize the liquid. To define its energy empirically, the most successful method for

indirect measurement consists of the Knudsen-cell mass-loss method [52, 53]. Di-

rect measurements can take advantage of in situ transmission electron microscope

methodologies, whereas direct observation and measurement of the kinetic phenom-

ena is possible [11, 43]. Moreover, sublimation enthalpy is a fundamental property

of metal since through it one can measure its cohesive energy [54].

2.3.1 Sublimation mechanism

As noted sublimation can be calculated by summing the whole energy needed from

the solid state to the gaseous state. However, this formulation does not consider

kinetics or the activation energy for the process to take place. Moreover, phase tran-

sitions from solid to gas or liquid to gas are pressure dependent [55]. For instance,

different equations were developed to tackle these changes. Equation 2.18 shows the

Clausius-Clapeyron equation [55].

dP/dT = δs/δυ = (L/t)/δυ (2.18)

Where dP/dT is the slope of the curve pressure versus temperature, L is the

latent heat of sublimation, δυ is the specifics volume, and δs is the specific entropy

change of the phase transition. The equation shows the temperature for phase

transformation at a specific temperature and pressure [55]. Additionally, another

famous equation used to define phase transformation under different pressures or

temperatures condition is the Kelvin equation presented in equation 2.19 [49].

ln(p/psat) = (2γVm)/(r ∗R ∗ T ) (2.19)

Where p is the vapor pressure at a temperature T, psat is the saturated one,

γ is the liquid/vapor surface tension, Vm is molar volume, R is the universal gas
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constant and r is the radius of the droplet. Thus, the phase equilibrium depends on

the droplet size, where smaller drops are capable of vaporizing earlier than bigger

ones. Moreover, the equation also defines the curvature of the droplet in accordance

with the difference between vapor pressure, and the measured pressure. For psat > p

the droplet is convex, and for p > psat the droplet is concave [56, 57]. Since the Kelvin

equation can be derived from the Gibbs equation considering a transformation from

liquid to gas, the same approach can be used for solid to gas. Different applications

came out to define the sublimation temperature, and pressure of nanometric size

solid clusters, nanowires, and different kinds of nanomaterials [43, 58, 11]. The

sublimation mechanism of metals was described by Somorjai [53]. In his work,

it was considered that the activation energy for sublimation is equal to the heat

of sublimation determined by a steady-state sublimation regime [53]. Further, it

was considered that sublimation is a step-wise process, in which the atoms at the

surface turn into adatoms and sublimate [53]. Taking it into account, it is possible

to infer that sublimation can be a complex mechanism dependent on many different

variables. Moreover, it can be indirectly measured by using the Knudsen effusion

experiments, where the mass loss of a material over time for a certain pressure can

be quantified [53, 59, 60]. Figure 2.3 presents a sketch of a Knudsen cell.
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Figure 2.3: Schematic drawing of the Knudsen cell based on the work from Wetzel et al
[59]. In the picture, the sketch shows where a sublimation achieved equilibrium. The

sublimation rate is measured through the orifice by means of mass loss. Ncos stands for
the number of atoms condensing, and Nsub the number of atoms sublimating.

So, by means of such an apparatus equation 2.20 is formulated [61].

Γ = m ∗ dNe/Ae ∗ dt = αv(m/2 ∗ π ∗ kb ∗ T )(1/2)(P 0 − P ) (2.20)

Where Γ is the amount of condensed phase formed or sublimated, m is the molar

mass, Ae is the area of sublimation, Ne is the number of evaporating atoms, kb is

the Boltzmann constant, T temperature, P 0 is the equilibrium vapor pressure, and

P is the pressure acting over the sample. As noted the equation shows the mass

variation over time, for constant pressure and temperature. Therefore, by applying

such conditions one can build an Arrhenius plot, and calculate back the enthalpy of

sublimation [11], confirming if the studied conditions correspond to sublimation or

not. Table 2.2 shows the sublimation energy for different metals.
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Table 2.2: Sublimation enthalpy of different metals.

Metals
Sublimation enthalpy

[kJ ∗mol−1]

Ag 284.8 [62]

Cu 337.2 [62]

Au 368.4 [62]

Fe 413 [63]

Cr 395.4 [63]

Mg 282.1 [63]

Co 423.1 [63]

V 470.3 [63]

Ti 467.1 [63]

Nb 730 [63]

Mo 657.3 [63]

Ni 428 [63]

2.4 Transmission electron microscopy

The transmission electron microscope (TEM) plays a critical role whenever macro-

scopic properties are related to defects or interfaces that can´t be observed by

means like scanning electron microscope or light microscope. For example, GP-

zone (Guinier–Preston zone) act as hardening features in Aluminum alloys and can

only be observed by a TEM [64]. So the analysis of nanometric features, a trans-

mission electron microscope (TEM) is often a tool of choice [65]. Additionally,

TEM is normally described as an equipped laboratory instead of a standalone mi-

croscope. The motivation for it is given due to the many possible different analyses

that can be done within it, like scanning transmission electron microscopy (STEM);

diffraction analysis; dislocation analysis; chemical composition analysis; electron

energy loss spectroscopy (EELS); magnetic domain analysis; atomic mass contrast

(Z-contrast), or high-resolution atomic imaging [66]. Moreover, different types of

TEMs can be used for different analyses like environmental TEM, that allow the
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analysis of nanomaterials within a solution, or atmosphere [67]. Also, a low-voltage

electron microscope can be used to study biological specimens and operate at a volt-

age between 5 and 25 kV [68]; Cryo-TEM is another apparatus, which uses holders

capable of maintaining the sample at liquid nitrogen or helium temperatures. This

technique is important for observing macromolecular assemblies such as viruses and

DNA. [69].

2.4.1 TEM imaging

Similar to a transmission light microscope (LM), the conventional TEM (CTEM) is

based on the same principles, whereas the image formed is a shadow of the specimen

cast on a screen. However, TEM images are formed due to electron interactions

with matter. Moreover, unlike LM, TEMs use electromagnetic and electrostatic

lenses instead of glass lenses to correct the generated illumination source [70]. Be-

cause electrons can interact with matter as both waves and particles, they generate

distinct contrast types in electron scattering and diffraction patterns in electron

diffraction.[70]. Additionally to it, the use of electrons increases the resolution to

the sub-nanometric level. As a matter of example, a LM resolving power can go

up to 300 nm for the green light in the visible spectrum. Such a difference emerges

from the difference in wavelength size between an electron and a photon. The wave-

length of a photon ranges from 300 nm to 700 nm. On the other hand, an electron

can have its wavelength calculated by the de Broglie equation, which states that

its wavelength is inversely proportional to its momentum as presented in Equation

2.21.

λe = h/
√︁

2 ∗m0 ∗ E(1 + (E/2 ∗m0 ∗ c2)) (2.21)

Where h, m, and c represent the Planck constant, electron mass, and speed

of light, respectively. So, the expected value wavelength for an electron, when

accelerated with a 200 keV TEM, is around 2 pm. To calculate the theoretical

resolution of a TEM, one more step is necessary: considering the Rayleigh criterion

presented by equation 2.22.
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δ = 0.61 ∗ λ/(µ ∗ sin(β)) (2.22)

This equation gives the resolution by taking into account the wavelength of the

source, the refraction constant (µ) of the medium, and the semi-angle of collection

(β) of the magnifying lens [70]. Hence, by applying the wavelength of 2 pm to the

equation, considering µ to unity, and the semi-angle to 3.5 mrad. The approximate

resolution is approximately 0.14 nm. Even though a subnanometric resolution is

possible. An extensive setup is necessary to guarantee it. Figure 2.4 presents a sketch

of a TEM where the main parts are presented. As observed a CTEM is comprised of

many different parts that are there to provide beam stability, decrease the possible

aberrations generated by the lenses, and turn the beam parallel [35]. Further, most

of the TEMs need to operate under high-vacuum due to the necessity to avoid

possible electrical discharges and allow electrons to travel within the instrument

without interaction with the atmosphere [70]. In addition to the need for good

pumps, other important choices are necessary to achieve an optimal function of the

microscope, like:

• the source used to generate the electron beams;

• accelerating voltage to be used;

• the type of camera used for recording;

• capacity for in situ experimentation;

• necessity for scanning transmission electron microscope (STEM);

• necessity for using electron dispersive spectroscopy (EDS);

• necessity for having correctors to increase the resolving power.
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Figure 2.4: Sketch of a TEM showing the main components for functioning [71].

In addition to it, the aforementioned 3 pm of resolution is normally called the

information limit of a microscope, which is not normally reached due to distinct

sources like noise, bad sample preparation, lens imperfection, and machine limita-

tions [70, 35]. Therefore, to increase the point resolution of a TEM, spherical, and

chromatic correctors can be used. Another solution to enhance the TEM resolution

is by increasing its acceleration voltage. However, such a method implies higher

costs and increases the beam damage caused to the sample [70, 35].

2.4.2 Scanning Transmission Electron microscopy imaging

Scanning transmission electron microscopy (STEM) is a microscopy that combines

the principles of scanning electron microscopy (SEM) and conventional transmission

electron microscopy (CTEM). In STEM, a focused beam of electrons is transmitted

through a thin sample, and the electrons that pass through the sample are collected

and used to generate an image. However, unlike TEM, STEM´s focused beam

scans along a whole region, instead of illuminating a bigger surface. Further, the

STEM is advised to be used over TEM in cases where the specimen is too thick
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Figure 2.5: Comparison of the beam path and setups between CTEM and STEM regard
to image formation.

that chromatic aberration limits its usage, the specimen is beam sensitive, and or

it has low contrast in the TEM mode [70]. Moreover, a STEM microscope offers

different types of images depending on the angle of scattering observed. For example,

the image modes include bright field, dark field, and high-angle annular dark field

(HAADF) imaging. Whereas HAADF mode is very sensitive to the material atomic

mass revealing the specimen Z-contrast, which is a contrast formed by the elastic

scattering of the electrons with the nucleus of the atoms. Such scattering is also

known as Coulomb, or Rutheford scattering [70]. Overall, STEM offers a powerful

tool for materials characterization, with the ability to provide high-resolution images

and chemical information of samples by the usage of an EDS sensor exploiting the

generated characteristic X-ray emanating from the sample [70]. Figure 2.5, presents

a beam diagram showing how the image is formed, and the position of the camera

and detectors in a CTEM and STEM setup.
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2.4.3 Sample preparation

Despite the equipment setup, a good result is only obtainable through good sam-

pling. Thus, a shared saying among TEM users, the thinner the sample, the better

the results[72]. Thus, to properly prepare a specimen the first thing to be considered

is in which state the material is available. For instance, a material can be prepared

from a bulk sample, a thin film, or from fibers and powders [70]. So, each sample

will need a different support or holder set up for its observation. Additionally to it,

the type of washer to be used needs to be taken into account, and it can change de-

pending on the morphology and chemical composition of the sample. For example,

powder and fibrous material can be supported by a grid washer, while a thin TEM

lamella can support itself. Figure 2.6 presents different holders setup and washers

to be used on each.

Figure 2.6: The insets show different TEM holders and distinct sample carriers. Inset (a)
displays a double tilt Gatan holder capable of cryogenic in situ experiments; inset (b)

shows a Thermofisher double tilt holder for 3D tomography characterization; in inset (c)
one can see a protochip fusion holder for in situ heating experiments. Furthermore, inset
(d) shows the possible washer used to carry powder, or fiber samples and an Al thin
lamella; inset (e) presents a microelectronic mechanical specimen holder for the in situ

heating fusion holder shown in inset (c).
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Table 2.3: Different sample preparation techniques for TEM

Type of sample TEM preparation method

Powder, fiber [44, 70]
Immersion of the washer in the solution,

or pipetting the solution onto the washer

Organic material [70, 73, 74]

(1) Replica technique.

(2) Cryfixation

(3) Chemical fixation

Bulk [70, 44, 75]

(1) Precision ion polishing;

(2) Focused ion beam polishing;

(3) Electropolishing;

(4) Mechanical polishing.

Thin film [70, 75, 76, 77]

(1) E-beam evaporation;

(2) Atomic layer epitaxy;

(3) Replica;

(4) Photochemical etching lithography;

(5) Polishing techniques used for bulk samples.

Nevertheless, prior to adding the sample to the TEM holder a preparation step

is necessary depending on the type of the sample. Table 2.3 describes the different

techniques according to each type of sample.

2.4.4 In situ heating

As mentioned before, different species of in situ treatments or experiments can be

studied in a TEM. To illustrate some, one can study thermally activated mechanisms

within a crystal [78], phase changes in nanowires, and nanoparticles [79], physical

and mechanical changes in grain boundaries [80], and chemical changes in batteries

or capability of nanoparticles to work as sensors [81, 82], to cite some. In spite of

that, the cornerstone of that dissertation orbits around in situ heating experiments.

So, some possible frameworks will be herein introduced. During heating experi-

ments, the samples are either heated or cooled promoting phenomena like reaction

and/or phase transformation that can be observed dynamically [83, 80]. There-
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fore, the operator can control some of the thermodynamic parameters found within

the TEM system. Unfortunately, one of the main limitations concerning parameter

control is found in the high vacuum necessary to run the TEM, which hinders the

observation of the effect involving gases and liquids due to sublimation and or va-

porization [11]. Yet, due to these limitations, new solutions were found in modern or

innovative holder setups enabling overcoming some of these [83]. Nowadays, in situ

heating enables the investigation of solid-solid, solid-liquid, and solid-gas reactions

[83, 70]. For each of the following systems, a unique holder is needed. Figure 2.7,

hand over sketches of distinct holders used for one of the aforementioned conditions.

Figure 2.7: Example of different holders capable of in situ heating, where (a) shows a
holder containing a solid specimen [84]; (d) a holder with solid-liquid specimens [85], (g)
and an environmental holder [86]. Insets (b) and (c) present precipitates formed after in

situ heating annealing of a high entropy alloy, where precipitate formation can be
observed [87]; Inset (e) shows the change of a Co nanoparticle in an oxygen-rich
environment, while (f) its volume decrease over time [88]; insets (h) shows a Cu

nanoparticle under different liquid environment varying pure H2 to a mixture with H2O,
where the first and the last are exposed to H2, and the middle one exposed to 3:1

H2:H2O mixture [89].

However, regarding solid-solid in situ heating, another limitation can be found

in the form of thermal drifting and longer waiting times until system stabilization

[90]. Therefore, a possible solution for such impairment can be found in SiN micro-

electronic mechanical system (MEMS), which can perform fast cooling, and heating

without compromising image quality, or promoting longer waiting time [86]. The

holder functions through joule heating, whereas the observed area does not conduct

any current with only the Cu surrounding capable of conducting electricity. In ad-

dition, the heating is controlled by the calibration file that relates the resistance
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measured to the temperature, and for that specific system, it can reach a maximum

temperature of 1200 °C [86]. The setup MEMS chip and holder are framed in Figure

2.8.

Figure 2.8: Protochip holder, with an SiN e-chip [86]
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[84] M Gaumé, P Baldo, Frédéric Mompiou, and F Onimus. In-situ observation

of an irradiation creep deformation mechanism in zirconium alloys. Scripta

materialia, 154:87–91, 2018.

[85] Climate sample holder, Nov 2021.

[86] Protochips. In situ tem electrothermal analysis: Fusion, Feb 2022.
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Materials, methodology, and approach

As described, the topic of nanometallurgy is a flourishing new field of study in the

area of nanoengineering. A reason for such is the development of new techniques like

in situ heating within a TEM and its stability which increased drastically in the last

decade. Moreover, nanomaterials in general present different properties due to the

size effect. So, the present work will exploit and study these properties by observing

changes in the behaviour of Cu NWs under different oxidation ex-situ conditions,

and TEM in-situ heating with the use of MEMS. TEM in-situ nanoalloying will be

also another focus of the work. It will be attempted by using Au NPs, and Cu

NWs laid upon Al thin foils. Therefore, this chapter will cover in a general way the

approaches used to prepare and characterize the different samples studied over the

course of this thesis, exploiting the use of MEMS technology.

3.1 Sample preparation

Different setups and samples were used for the experiments. For the nanowire prepa-

ration, two different Cu NWs specimens were supplied by SIGMA-ALDRICH, the

first one in powder condition batch number MKCL4542, and the second one in an

ethanol solution with lot batch number MKCL4540. For the first batch, it was

necessary to prepare a liquid solution to disperse the NWs. The solution used in

this work was made with 8 mg of Cu NWs for 6.8 g of isopropanol[1]. The same

dilution method was used for the second batch. Ultrasonic mixing was used for
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the two solutions and it was done 30 min before the TEM sample preparation to

unclutter the Cu NWs in the solution. After ultrasonic mixing, the Cu NWs in

solution were pipetted directly onto metallic substrates and left to dry in the air [1].

These metallic substrates consisted of 3 mm electro-polished TEM disks [1]. For the

experiments, different metallic substrates were used, and the results reported here

were reproduced using three different substrates (Sn, Al, and steel AISI347). For

the MEMS samples, the Cu NWs were pipetted on top of the MEMS chips [1].

3.2 Substrate preparation

For the substrate preparation, the twin-jet electropolishing techniques was used.

The process was carried out at a temperature of 223 K and a voltage of 12 V, where

twin jets of electrolyte are pumped and shot at the sample central area promoting the

removal of impurities. The thinning is caused by a chemical reaction that occurs

due to the presence of a pair of electrodes, one positive and one negative. The

positive electrode, or anode, is typically made of stainless steel or titanium, while

the negative electrode, or cathode, was the sample itself. The solution used was

a mixture of 1 : 3 HNO3 plus methanol, and the process aimed to smooth the

surface and generate an electron-transparent region around the hole punctured by

the central area of the sample [1]. Figure 3.1, displays an example of the apparatus,

showing the region where the hole is eroded.

3.2.1 Sample sectioning

For the nanoalloying step, it was necessary to add on top of the MEMs chips a part

of the electron transparent area of an electropolished Al 3 mm disk [1]. The method

consists of the manual sectioning of an electropolished disk around an electron-

transparent region found around the hole in the middle of the sample. The cutting

is done by sectioning the sample in half, after that, the piece is divided around the

transparent region until it has a diameter of around 50 µm. After that, the piece is

placed onto the e-chip with the assistance of a bristle [2, 3].
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Figure 3.1: The electropolishing setup and sketch are presented in the insets (a) to (c),
where inset (a) shows the electropolished sample with the hole formed in the middle of
the sample; inset (b) presents a sketch showing how the equipment works [4]; (c) shows

the apparatus presents in the laboratory used to electropolish the samples.

3.3 Image analysis

The microscope used to generate the image was a ThermoFisher Scientific Talos

F200X G2 operated at 200 kV with a field-emission gun, and it was equipped with

Super-X EDX detectors. To properly understand and characterize the phenomena

being studied, pre- and post-characterization results were compared using static

micrographs. This was achieved by taking bright-field TEM (BFTEM) and high-

annular angle dark field (HAADF) images, as well as using STEM-EDX mapping,

selected electron-area diffraction (SAED), and high-resolution imaging for material

or phase characterization. To analyze ongoing effects, videos were recorded using

the HAADF sensor, as Cu, Au, and Al have strong contrast differences due to their

atomic masses, which results in good Z-contrast. The ThermoFisher Velox software

(version 2.9) was used for image and video post-processing.
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3.4 MEMS Heating programs and calibration

Different heating programs were created for various experimental setups. For the Cu

sublimation assessment, the programs focused on heating to temperatures of 600,

650, 700, 750, 800, and 850°C for varying lengths of time to gather enough data to

evaluate the sublimation effect. For temperature calibration, the provided calibra-

tion program by Thermofisher was sufficient. However, for the nanoalloying heating

sequence, a separate calibration step was necessary. The goal was to correct the

read temperature since Al melting temperature was being registered, in some cases

(specifically for rapid heating) 150 °C off. So, Pure Al (99.9995%) supplied by Alfa

Aesar was heated until melting was observed. After that, the calibration was re-

placed by the corrected one by using 660 °C and 25 °C as the calibration points. So,

by using at first the wrong temperature scale as a base, the material was pre-heated

to 404°C for 2 minutes to alleviate thermal stress and prevent sample displacement.

Then, a heating spike increased the temperature to 510°C for 300ms before quench-

ing to 404°C. If melting was not observed, the methodology was repeated with an

additional 10°C added to the spike temperature. Melting was confirmed by a change

in volume. Once calibrated, the heating programs were used for heat treatment and

melting. Heat treatments were based on the research of Dumitraschkewitz et al.

and Bourgeois et al. [5, 6]. Melting was achieved by heating the pure Al above 660

°C for 300 ms [6], a time frame chosen to allow for melt to occur without forming a

droplet. For the heat treatments, different ones have been used accordingly to the

binary system in question. For the Al-Au alloy, a 2h heating under 250 °C was used

[5]. For the Al-Cu system, the sample was heated to 440 °C for 5 min [6].
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Abstract

The quest for miniaturisation of electronic devices is one of the backbones of industry 4.0

and nanomaterials are an envisaged solution capable of addressing these complex tech-

nological challenges. When subjected to synthesis and processing, nanomaterials must

be able to hold pristine its initial designed properties, but occasionally, this may trig-

ger degradation mechanisms that can impair their application by either destroying their

initial morphology or deteriorating of mechanical and electrical properties. Degradation

of nanomaterials under processing conditions using plasmas, ion implantation and high

temperatures is up to date largely sub-notified in the literature. The degradation of

single-crystal Cu nanowires when exposed to a plasma environment with residual active O

is herein investigated and reported. It is shown that single-crystal Cu nanowires may de-

grade even in low-reactive plasma conditions by means of a vapour–solid–solid nucleation

and growth mechanism.
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4.1 Introduction

The advent of nanoscaled materials such as nanoparticles (NPs), nanotubes (NTs) and

nanowires (NWs) has been subjected to intense research studies in the recent years given

their reported electrical, mechanical and optical properties which differ from bulk mate-

rials mainly due to the large surface-to-volume ratio (SVR)[1, 15]. This set of properties

explains the wide range of suggested applications that nanomaterials face nowadays in sev-

eral areas of industry and science such as biomedical and electronics industries[2, 3, 4, 3].

A recent application of nanomaterials involves miniaturisation of electronic circuits and

devices which has potential to revolutionise the electronics industry [5, 6, 7, 8, 9, 10], not

only by extending the validity of Moore’s law, but exceeding the scientific vision beyond

it [11, 14, 15]. In this context, the search for reliable synthesis and processing routes

for nanomaterials remains a significant challenge for academia and technology companies:

for example, the ion-beam-induced processing doping of semiconductor nanowires was

shown to severely degrade them via mechanisms known as ion-induced bending [16, 17].

Additional studies exploring degradation effects (from distinct and/or multiple sources

operating synergistically) in nanomaterials are still largely required.

Despite the ongoing research and industrial interest on the semiconductor branch,

metallic nanomaterials are also focusing the attention of the scientific community due to

the recently reported superior properties when compared with their metallic bulk form

[18]. Among the wide variety of metallic nanomaterials under investigation, Cu is com-

monly used in the microelectronics industry due to its suitable cost–benefit and appro-

priate mechanical and electrical properties [19]. As an example, in its oxide form, it has

been discovered that Cu can be used as a one-dimensional nanostructure with envisaged

applications in solar cells, gas and humidity sensors, high-temperature conductors and

field emitter miniaturised transistors[2, 20, 21]. Many of these applications are related

with its narrow band gap that varies from 1.2 to 2.1 eV (both CuO and Cu2O are p-type

semiconductors) at room temperature [2, 20, 21].

Nevertheless, the applicability of metallic nanomaterials like Cu NWs in nanocircuitry

may be impaired when the thermodynamic stability of its (metallurgical) phase upon

exposure to degradation environments is considered. The use of Cu can be limited by

its susceptibility to oxidation at low temperatures [22], resulting in the formation of a
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partial self-passivation layer as opposed to Al which reacts with O creating a more uniform

and continuous self-passivation layer [19, 22, 23]. In addition, as observed in thin films,

the reaction with monoatomic O and/or O2-rich environments may induce the formation

of oxides like CuO and Cu2O which can degrade the initial electrical and mechanical

properties of pure Cu [22].

An important requirement of microelectronics is the appropriate cleaning of materials

and devices before and after their processing. The presence of carbonaceous impurities

may destroy the component or reduce its initial designed functionality. A method fre-

quently used by industry to carry out such cleaning is via the use of plasma which can

remove superficial impurities by means of physical processes such as ablation, bombard-

ment, physi- and/or chemisorption [19, 24, 12, 25]. Besides cleaning the surface of a

material, plasma has been also used in inorganic nanostructure fabrication [26, 27, 28].

The latter fact is due to the distinct physicochemical properties of plasma such as the

presence of several ionised chemical species that have a high reactivity with some metallic

surfaces [2, 3, 28, 29, 30, 31]. For application in electron microscopy, for example, plasma

cleaning devices are designed to neither induce heat nor sputtering of samples, but to

remove the outermost layers of surface contamination (in a form of carbonaceous impu-

rities and/or C–H-based weakly bonded contaminants)33. Notwithstanding, the presence

of active species in a plasma environment can also lead to undesired degradation effects

in nanomaterials, but to the best of our knowledge, there is a current lack of reports

regarding the effects of reactive plasma exposure in Cu NWs.

Although the low- or high-reactive plasma degradation of NWs is largely sub-notified

in the literature, several authors reported degradation effects of plasma on metallic thin

films. Gibson et al.[5] observed the effects of a simulated plasma environment (similarly to

that found in low earth orbit) on a Cu thin films by analysing interaction of monoatomic

O with their surfaces. In the study, the authors observed that the Cu thin films (Cu2O)

had a higher reactivity with monoatomic O than with molecular O (i.e. O2), even in

low-pressure conditions (0.0013 mbar)[5]. This was similarly investigated by Kennedy and

Friesen [7] whose concluded that the growth of Cu films via sputtering processes can be

affected by the O partial pressure and that the presence of a low-content O atmosphere

can lead to adsorption, which upon segregation at the surface may initiate oxide layer

growth.
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The effects of plasma exposure in nanomaterials has been recently reviewed by Ostrikov

et al.[29] who also were pioneers to investigate the degradation effects of a high-reactive

(O-rich) plasma environment on metallic substrates in promoting nucleation and growth

of different types of metal oxide NWs. In this context, two distinct physicochemical

mechanisms were identified: the solid–liquid–solid (SLS) and vapour–solid–solid (VSS)[29]

mechanisms. SLS mechanism is observed for metallic substrates with low melting point

and it consists on the melting of a nanoregion caused by the reaction of the metal with

the monatomic O present in the plasma. VSS mechanism is observed for metals with

higher melting point, such as Fe for example. The melting of a nanoregion may also occur

in the VSS, but the direct adsorption of a gas-phase into the molten-metal nanoregion

(or activated nanoregion) and the higher temperatures involved with these processes can

catalyse recrystallisation and growth of an oxide solid phase at the liquid–solid interface

[29].

In the present study, the effects of low-reactive plasma exposure on Cu NWs will be re-

ported. The NWs were characterised within a scanning/transmission electron microscope

(S/TEM) before and after the plasma exposure. The low-reactive plasma is mainly com-

posed of Ar ions with residual gases—such as O which was not intentionally added—and

the initial objective was to clean the Cu NWs before electron microscopy. However, the

exposure to such plasma environment revealed an unexpected degradation of the Cu NWs,

which was the main motivation for the investigations that will be reported in this study.

The characterisation of this degradation effect was carried out by the detailed use of

electron-microscopy techniques such as high-angle annular dark field (HAADF), energy-

dispersive X-ray (EDX) spectroscopy mapping and also via conventional TEM techniques

such as selected-area electron diffraction (SAED).

4.2 Methods

The experimental methodology used to characterise the degradation effects of low-reactive

plasma exposure on single-crystal Cu NWs will be detailed and described in this section.
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4.2.1 Sample preparation

Single-crystal Cu NWs in a form of powder was received from Sigma Aldrich. The total

mass of Cu NWs was 250 mg and the batch number is MKCL4542. The preparation of

a liquid solution was necessary to disperse the NWs. The solution used in this work was

made with 8 mg of Cu NWs for 6.8 g of isopropanol. Ultrasonic mixing was used for 30

min before the TEM sample preparation in order to unclutter the Cu NWs in solution.

This type of sample preparation for nanomaterials has been described elsewhere [57, 56].

After ultrasonic mixing, the Cu NWs in solution were pipetted directly onto metallic

substrates and left to dry in air. These metallic substrates consisted of 3 mm electro-

polished TEM disks. For the experiments reported in this work, different metallic sub-

strates were used, and the results reported here were reproduced using three different

substrates (Sn, Al and steel AISI347).

4.2.2 Low-reactive plasma exposure experiments

Plasma exposure was carried out using the plasma cleaning device model FEMTO with

a 2.8 L chamber from Diener. The generator was operating at 60% of maximum power

which corresponds to 100 W. The frequency of the generator was 40 kHz. The chamber

was pumped (pre-purge) to a pressure of 0.2 mbar. At this condition, as a matter of

comparison, a quick calculation considering the air as an ideal gas and 1 L of volume

(for simplification) shows that at this pressure level, the O2 concentration is around 414

ppm. Then Ar gas was purged until the pressure stabilised at 0.3 mbar. The used Ar

gas was 99.999% pure; therefore, the generated plasma is herein defined as low-reactive

plasma, i.e., a low-content of reactive species may be present, but not intentionally added,

due to the vacuum conditions. It is worth emphasising that a pressure level of 0.3 mbar

corresponds to the category of medium vacuum, often referred in the literature as not

high enough to mitigate the influence of active species such as O [57]. Therefore, given

the residual concentration of monoatomic active species such as O, the term “low-reactive

plasma” has been adopted throughout this work. For the experiments reported in this

work, plasma exposure was carried out in function of two time lengths: 10 and 25 min.
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4.2.3 Electron-microscopy characterisation

For these experiments, a ThermoFisher ScientificTM Talos F200X G2 electron microscope

was used. The TEM operated a field-emission gun at 200 kV and it is equipped with Super-

X EDX detectors. Before plasma exposure, a TEM pre-characterization was carried out

in the pristine Cu NWs onto metallic 3 mm disks. The edges of the 3 mm disks were

used as landmarks to pinpoint specific Cu NWs. After plasma exposure, some Cu NWs

were not found in their landmarked areas, most likely because they were washed away

during plasma exposure. The pre and post-plasma exposure TEM characterisation under

identical conditions—consisted of BFTEM, HAADF and STEM-EDX mapping. SAED

patterns using a 660 mm camera length were also recorded to monitor the crystallinity

of the NWs. The EDX maps presented in this work were processed in the ThermoFisher

Velox software (version 2.9) and represent the net intensities of Cu and O. Elemental

quantification was carried out within Velox using the Schreiber-Wims ionisation cross-

section model and a multi-polynomial (parabolic) fit function for the EDX spectra. The

radius of each quantified NW was measured a priori and this value was used for absorption

correction purposes along with a density of 9.0 g.cm−3. As the standardless error for

elemental composition is around 20% of the value (from the manufacturer [13]), a set of

three different areas were measured for all the quantified NWs reported in this work in

order to confirm the estimated compositions within a standard deviation ≤5%.

4.3 Results

4.3.1 Morphology of the pristine Cu NWs

The pre-plasma exposure electron-microscopy characterisation of the Cu NWs is shown

in Figure 4.1. This Cu NWs condition is herein referred as pristine. SAED pattern and

bright-field TEM (BFTEM)analysis, shown in Figure 4.1b, c, respectively, revealed that

the CuNWs are initially single-crystalline and nanoroughness (known as“hillocks” in the

literature [29]) is noticeable on the surface of the CuNWs. The superficial inhomogeneities

observed on the Cu NWs in BFTEM were also previously reported as partial passivation

layer [23, 24]. Insets in Figure 4.11d–f show micrographs from the STEM analysis including

HAADF, Cu and O EDX mapping measurements, respectively.
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Figure 4.1: Pre-plasma exposure electron-microscopy characterisation of a Cu NWs. a
BFTEM micrograph of a Cu NW along a zone axis including b the SAED pattern
confirming the single-crystallinity of the NWs. The BFTEM micrograph in c shows

inhomogeneities often observed in the surface of the Cu NWs. The STEM analysis ind–f
show the Cu NWs viewed with the HAADF detector and the Cu andO elemental maps,

respectively.

4.3.2 Morphology of Cu NWs after exposure to a low-reactive

plasma

Typical morphologies of the Cu NWs after exposure to the low-reactive plasma environ-

ment as a function of time are shown in Figure 4.2. The set of STEM micrographs,

EDX maps and the SAED pattern presented in Figure 4.2a shows the electron-microscopy

characterisation of a typical Cu NW after 10 min of plasma exposure while the set of mi-

crographs in Figure 4.2b shows two CuNWs after 25 min of exposure. From the analysis

presented in Figure 4.2, two major experimental observations can be pointed out so far: (i)

the Cu NWs—initially single-crystals—have altered their crystal structure as per exposure

to the low-reactive plasma and (ii) the modification of their crystal structure is followed

by the formation of small rounded-shape nuclei as can be observed in detail with brighter
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contrast in the HAADF micrographs. These nuclei will be hereafter referred to either

nanoclusters (NCs) or nuclei. It is important to emphasise that such low-reactive plasma

effect was not observed to occur on the different metallic substrates (TEM lamellae) used

in this work; therefore, this phenomenon was restricted to the Cu NWs.

Figure 4.2: Analytical electron-microscopy characterisation of the Cu NWs.After a 10
and b 25 min of low-reactive plasma exposure with their respective SAED patterns.

Upon exposure to a low-reactive plasma, the initial single-crystal Cu NWs are observed
to degrade to randomly oriented NCs as indicated by the SAED polycrystalline patterns

in a and b.

4.3.3 Analysis of pristine and plasma-exposed Cu NWs

With the EDX analysis, an elemental quantification of both Cu and O as a function of

the low-reactive plasma exposure time was carried out. Figure 4.3 shows a plot where the

atomic concentration of O was observed to increase with the plasma exposure time and

a trend towards the expected composition of Cu2O was detected. The pristine Cu NW

has a passivation layer circumventing its core as shown in the overlapped O and Cu maps

in Figure 4.3. By measuring the radius difference between O and the Cu in the pristine

condition, the value was estimated to be 14.1±1.3 nm. The overlapped O and Cu maps

for the 10 and 25 min plasma-exposed Cu NWs also show the association of O both with

the formed NCs and the degraded NW core.
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Figure 4.3: Analytical characterisation of the Cu NWs plasma exposure degradation.The
elemental composition of the Cu NWs before and after exposure to the low-reactive
plasma is shown in plot a. The overlapped O and Cu elemental maps are shown for b
pristine,c 10 and d 25 min plasma-exposed Cu NWs. As the O content was observed to
increase as a function of the plasma exposure time, a trend towards the expected Cu2O

composition was noted.

4.3.4 Formation of rounded-shape NCs

The formation of rounded-shape NCs from the Cu NWs can be better assessed when

looking at the surface of the metallic substrates after the plasma exposure. Figure 4.4a

shows a Cu NWs above a pure Al substrate after 10 min of low-reactive plasma exposure.

NCs are observed both at the surfaces of the NWs and as-deposited on the pure Al

substrate. The latter case occurs when the nuclei are formed at the surface of the Cu

NWs and then deposits onto the substrate during plasma exposure. Figure 4.4 shows an

NCs size distribution estimated using the Cu EDX map presented in Figure 4.4d: the

histogram of NCs radii resembles abi-modal distribution.The O map from the area shown
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Figure 4.4: Formation of rounded-shape nanoclusters.Electron-microscopy
characterisation of the Cu-rich nanoclusters formed after 10 min of low-reactive plasma
exposure:a BFTEM micrograph a Cu NWs above the pure Al substrate where some NCs
are observed deposited onto it,and b NCs size distribution from the NCs present in the

red dashed-square area. The EDX maps of O and Cu are shown in c and d,
respectively,and they correspond to the red dashed-square area in a.

as a red dashed-square in Figure 4.4a revealed no significant enrichment of this element

around the formed NCs. The absence of O-enrichment is also noticeable in the EDX maps

presented in Figure 4.2a, b.

4.3.5 SAED pattern indexing

SAED pattern indexing was carried out with the electron-diffraction pattern recorded from

a Cu NWs after 25 min of low-reactive plasma exposure as shown in the plot in Figure

4.5. This SAED pattern resembles to a polycrystalline material which is consistent with

the formation of NCs. Crystallographic reference data from both Cu and Cu oxide phases

(CuO and Cu2O only) were used [32, 33, 34]. The indexing was performed by measuring

the radii of the Debye–Scherrer rings with respect to the transmitted beam. In order to

improve the accuracy in measuring the rings radii (with an estimated error of 5%), the

customised ImageJ script“radial profile extended” was used and the detected diffraction

peaks were overlapped with the SAED pattern in Fig.4.5. These measured radii corre-

53



CHAPTER 4

Figure 4.5: Crystallographic identification of possible Cu oxide phases.a SAED pattern
indexing using a typical electron-diffraction pattern from a Cu NW after 25 min of

low-reactive plasma exposure. The diffraction peaks overlapping the SAED pattern were
obtained with radial profile extended analysis within the ImageJ software. The
crystallographic models for b Cu,c CuO and d Cu2O were generated based on

crystallographic database data available in the literature [32, 33, 34]

spond to the reciprocal interplanar spacing of the potential phases present in the material

syste mafter plasma exposure. Table 1 shows experimental and crystallographic database

reference values. In some cases, an overlapping between the experimental and reference

interplanar spacing data from multiple phases was noticeable. By this, the following cri-

terium was used to perform the SAED pattern indexing: (i) numerical value matching;

prioritisation of planes with (ii) lower indexes and (iii) higher diffraction intensities. Using

this criterium, both Cu and Cu2O phase were indexed with higher probability of occur-

rence than the CuO phase.

4.4 Discussion

Comparing the STEM micrographs in Figure 4.1 a and Figure 4.2 a, b, it is possible to

conclude that a significant morphological change of the Cu NWs has occurred as a result

of low-reactive plasma exposure. Such changes are that the initial single-crystal Cu NWs
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Experimental data Crystallographic database values

Peak Indext d[A] Error Cu[33] CuO[34] Cu2O[35]

d [A] and reflection planes

R1 2.43 0.12 - - -

R2 2.05 0.10 2.087 (1 1 1)a - 2.134 (0 0 2)

R3 1.76 0.09 1.808 (0 0 2)a 1.797 (1 1 2) 1.743 (1 1 2)

R4 1.48 0.07 - 1.515 (1 1 -3) 1.509 (0 2 2)a

R5 1.25 0.06 - 1.261 (2 2 -2)a 1.232 (2 2 2)

R6 1.07 0.05 1.090 (1 1 3)a 1.079 (1 3 1) 1.067 (0 0 4)

R7 0.89 0.04 0.904 (0 0 4) 0.899 (2 2 4) 0.871 (2 2 4)a

R8 0.79 0.04 0.808 (0 2 4)a 0.798 (4 0 4) 0.793 (2 3 4)

Note: The crystallographic database values marked with a are satisfying

the indexing criterium adopted in this work

became polycrystalline upon plasma exposure and this degradation effect manifests as

a function of the low-reactive plasma exposure time: the higher the exposure time, the

more nanocrystals are formed, leading to a complete degradation of the Cu NWs core.

Remarkably, using the HAADF detector, it was possible to confirm that the formation of

such NCs is driven by a phenomenon occurring at the surface of the Cu NWs. This is

reflected by the experimental detection of NCs formation at the surface of a Cu NW after

10 min of low-reactive plasma exposure as shown in the HAADF micrograph in Figure 4.2

a.

It is worth emphasising that although the plasma degradation of metallic thin films and

nanomaterials have been already reported under high-reactive plasma exposure [29, 35],

the results herein reported and the detailed characterisation presented clearly indicate that

severe degradation can occur—in the case of single-crystal Cu NWs—even in low-reactive

plasma environments.

The degradation of the single-crystal Cu NWs can be empirically interpreted via the

electron-beam-induced contrast mechanisms of the HAADF micrographs [58, 36, 37] ob-

tained during the characterisation before and after low-reactive plasma exposure. When

imaged with the HAADF detector and along a specific zone axis, the initial single-crystal

structure of the Cu NWs is of a complete uniform bright contrast as can be noted in
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Figure 4.1 d. But after 10 min of low-reactive plasma exposure—the micrograph in Figure

4.2a—the HAADF contrast is strongly changed when compared with the pristine Cu NW

in Figure 4.1 d: this contrast alteration is due to the presence of the randomly oriented

NCs at the surface of the plasma-exposed Cu NW. Due to a combination of the HAADF

signals emerging from both NCs and NW, at the surface of the latter, the NCs are of

brighter contrast. By this, both shape and size of NCs are revealed.

These superficial NCs were further characterised in Figure 4.4 where it was observed

that they can form at the surface of the Cu NW and then deposit onto a substrate

directly beneath the Cu NW. By using the EDX signal from Cu, the sizes of such NCs

were estimated to have a bi-modal distribution which has been already associated with

characteristic nucleation and growth mechanisms described in the literature [10, 38].

The hypothesis of surficial degradation triggered by the low-reactive plasma exposure

was investigated in-depth via SAED pattern indexing. The EDX measurements presented

in Figures 4.1e, f, 4.2a, b as well as the overlapped O and Cu maps in Figure 4.3 suggest

the presence of O at the NW before and after plasma exposure. As mentioned in the

results section, the presence of O before plasma exposure is probably associated with a

partial passivation layer at the Cu NW surface as metals (at low temperatures) do not

dissolve O atoms in solid solution. Using the Cu and O maps, this passivation layer was

estimated to have a thickness of around 14.1 ± 1.3 nm. The presence of O within the

NW–NCs system persists after low-reactive plasma exposure, which motivated the use of

the Cu, CuO and Cu2O crystallographic data to index the polycrystalline rings in Figure

4.5. Giving the limits of detection, the presence of either CuO or Cu2O cannot be ruled

out by the SAED indexing analysis, but this creates an apparent contradiction with the

facts that neither O does not show a significant enrichment around the NCs in the EDX

maps of the Fig. 4.2a, b nor the estimated atomic composition after plasma exposure

matches with the CuO or Cu2O oxide phases, although a trend has been detected towards

the elemental composition of the latter.

The formation of Cu-rich oxide NCs after low-reactive plasma exposure can be better

understood by analysing the reported thermodynamic data on the Cu–O system and its

phase diagrams [39, 40, 41, 42]. It is established that at the nanoscale [43, 44], conventional

thermodynamics does not necessarily correlate nanomaterials with bulk materials [45, 46]

due to the large surface-to-volume ratio and the prevalence of surface tension effects [47];
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however, these Cu–O phase diagrams are herein used for shedding light on the discussion

of the obtained results.

In the Cu–O phase diagrams reported in the literature, for the regime of very low O

partial pressures, the formation of oxide phases such as Cu2O is already thermodynamic

favoured. Naturally, upon a reduction of such O partial pressure after purging and plasma

generation, the oxide phases can form in non-stoichiometric conditions (i.e. metal rich)

given the favourable thermodynamic conditions [40, 48]. It is worth of emphasising that

in the plasma chamber, the pressure before Ar gas purging was measured to be around

0.2 and 0.3 mbar after purge. Although no O was intentionally added into the chamber,

it is reasonable to assume some O will be present as impurity in the chamber in low O

partial pressure, which allows oxide formation off the ideal stoichiometry. In summary,

the exposure to a low-reactive plasma induce the formation of small non-stoichiometric

NCs of Cu-rich oxide phases, but a reasonable physical mechanism for explaining this

phenomenon is still required.

A first hypothesis to shed light on the degradation mechanism observed to occur in

pristine Cu NWs is the possibility of Ar ion bombardment within the plasma chamber.

The plasma chamber in our work is not equipped with a device to intentionally accelerate

Ar ions in a limited set of directions (i.e. it does not generate an Ar ion beam). Under the

conditions herein studied, the literature reports that the kinetic energy of Ar ions within

a plasma under a pressure of approximately 0.3 mbar is of around 5 eV [49]; however,

the sputtering yield of Cu by Ar ions in this energy range is close to zero [50, 51, 59].

To confirm this, additional experiments of Ar ion bombardment of pristine Cu NWs were

performed in this work and are shown in the Supplementary Information file: the results of

these experiments demonstrate that Ar ion bombardment itself is not capable of explaining

the observed Cu NWs degradation when exposed to a low-reactive plasma.

The mechanism of Cu NW degradation under low-reactive plasma exposure can be bet-

ter understood using existing models that were recently studied and reviewed by Ostrikov

et al. [29] regarding the synthesis of metal oxide NWs under exposure to a high-reactive

plasma. It has been reported that when an elemental metallic substrate is subjected to

a high-reactive plasma (i.e. O-rich plasma), its surface undergoes localised molten nano-

regions which can promote the heterogeneous nucleation and growth of metal oxide NWs

upon adsorption of O atoms. These nucleation and growth mechanisms—known as SLS
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Figure 4.6: Proposed sequence for the observed Cu NWs degradation in a low-reactive
plasma.An adaptation of the VSS mechanism as a hypothesis to explain the

surface-driven degradation of single-crystal Cu NWs. The scheme in a shows an initial
stage where the plasma is generated and co-exist with the Cu NW; the BFTEM

micrograph shows that the Cu NWs used in this work always present nanoroughness at
their surfaces. The schemes in b show the subsequent stages of monoatomic O

recombination, O adsorption and nuclei formation; the micrograph shows that these
nuclei are detected using the HAADF detector.

and VSS—were already discussed in the introduction.

In contrast to the SLS, the VSS mechanism is responsible for surface degradation of

metals with a high melting point, as here for Cu NWs. This model can be adapted to

the results reported in this present work on the exposure of single-crystal Cu NWs to a

low-reactive plasma. The diagram pictured in Figure 5.6 further elaborates this core idea.

In Figure 4.6a, the surface of a Cu NW is represented with roughness (or “hillocks”)

at the nanoscale, in contact with Argon atoms, along with a residual content of O atoms,

thus setting up a low-reactive plasma. The BFTEM micrograph presented in Figure 4.6a

shows that such nanoroughness is recurrent feature observed in the Cu NWs investigated

in this study.

A hypothetical process to explain the low-reactive plasma induced degradation of Cu

NWs is exhibited in the scheme presented in Figure 4.6b. The presence of monoatomic O

atoms within the plasma suggests that a recombination reaction between two O atoms at a

hillock site on the Cu NW’s surface is possible and likely to occur. Such O recombination

reaction is highly exothermic [29]; thus, the energy generated can be absorbed at a hillock
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site and it is sufficient to raise the temperature in a nanoregion. Due to the rapidly

increase in the local temperature, monoatomic O chemisorption can occur, which leads to

an incorporation of O in the Cu nano-melted region. It should be noted that nanomaterials

have a lower melting point than their counterparts [52, 53, 54] and that low-energy Ar ion

collisions (on average ±5 eV52 for the plasma conditions in this thesis) are able to promote

Cu surface diffusion [55]. Both characteristics may facilitate the proposed degradation

process. Upon O adsorption, non-stoichiometric Cu oxide nuclei are allowed to form upon

cooling. These are the nuclei which are observed as NCs in the HAADF micrographs at

the surface of the Cu NWs after plasma exposure. Because of their short-term melting

and phase transformation, the compatibility of the nuclei with the NW is greatly reduced,

so that they can fall off and the described process takes place repeatedly on the Cu NW

surface.

A major distinction between the degradation model herein proposed and the metal

oxide nucleation and growth model proposed by Ostrikov et al.[29] must be made. In

the latter, after nuclei formation and given the high O content in the plasma (i.e. more

recombination reactions implying in a higher temperature), a complete metal oxide NW

is allowed to grow upon O adsorption. In the former case, given the lower O content, only

nuclei are formed, and its crystallised phase is Cu-rich and O-poor.

As experimentally demonstrated in this work, the continuous formation of non-stoichiometric

Cu oxide NCs upon exposure of single-crystal Cu NWs to a low-reactive plasma leads to

a complete degradation of the NWs core via the destruction of the initial single-crystal

structure and characteristic morphology. In contrast to previous works, the present re-

search shows such degradation is able to occur in plasma environments with a low content

of O.

A model based on the VSS mechanism has been proposed to explain the observed

degradation results. This model assumes that the surface of the initial Cu NWs has

nanoroughness (confirmed by electron-microscopy characterisation) which are preferential

sites where monoatomic O recombination exothermic reactions are allowed to take place,

releasing enough energy to induce local melting of a nanoregion, favouring the formation

of such non-stoichiometric Cu oxide NCs upon O consumption via chemisorption.

Although the phenomenon herein observed to occur is referred as degradation of Cu

NWs, the results show that this may be an alternative approach for the synthesis of Cu

59



CHAPTER 4

oxide NCs when compared with the existing magnetron-sputtering methods.

Further research is needed to understand the mechanism of non-stoichiometric Cu

oxide formation at low pressures as well as more accurate techniques to detect low content

of O in the nanometre-sized nuclei. The question whether only metallic Cu NWs are

subjected to such observed low-reactive plasma degradation needs further clarification.
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Abstract

Technological advances set new challenges for materials development. Miniaturization of

electronic devices demands the migration of metallurgy from macro/micro to the nanoscale,

thus requiring a re-definition of existing and classical concepts in metallurgy. The present

study reports on the behaviour of pure Cu nanowires with diameters ranging from 40 to

140 nm heated in a low-pressure environment within a transmission electron microscope.

The response of Cu nanowires was investigated at different temperatures up to 1123 K

and analyzed using electron-microscopy techniques, revealing both volumetric and shape

changes over time. Sublimation, with a steady-state length reduction of the nanowires,

was identified as the dominant mechanism. Additionally, it was detected that sublimation

occurred not only at temperatures above ≈ 1023 K, where Cu has a higher vapor pressure

than the column pressure of the electron-microscope, but also at temperatures as low as

923 K. This unexpected behavior is explained by the presence of active regions at sharply

curved regions at the nanowire tip and the imbalance of evaporation and redeposition

rates of Cu atoms due to the experimentally-induced loss of vapor atoms. Nevertheless,

by studying the Cu at the nanoscale, some fundamental aspects of the field of nanomet-

allurgy are unraveled.
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5.1 Introduction

Copper (Cu) has a rich history that has shaped the development of modern society, dating

back to its first use in the Cu and Bronze Ages. Despite its traditional origins, Cu is still

intensively studied at the frontiers of materials science. It is ubiquitous in electronics [1, 2],

with a wide range of applications and contributing to the improvement and miniaturisation

of circuits and electronic components, always extending the limits of Moore’s law [3, 4, 5,

6, 7, 8, 9, 10]. It is used, for example, in high-efficiency vehicles or devices that require

high power and are used over long time periods [11, 12, 13]. In addition, more than 80%

of Cu is used in electronics and has a great price advantage compared to other metals

[10, 14].

Further miniaturization of the electronics industry requires the study of metals pro-

ceeds at both nano and atomic scales, therefore, the invention of a new fundamental

research field – the “nanometallurgy” – is required. Applications of metals and alloys as

nanomaterials are a relatively new topic of research that spans over the last two decades

[15, 16]. Hence, their processing techniques are still under development and has limita-

tions. In the literature, specific properties of nanomaterials are generally attributed to

their high surface-to-volume ratio and surface energy [17, 18, 19]. This enables them to

maintain metastable phases, which is not possible for their bulk counterparts [20]. A clas-

sic example relating to the high surface-to-volume ratio is the melting point depression

observed in metals such as Cu, Ni, Au, and Ag when in a form of nanomaterials [21, 19, 22].

However, the same properties that are desirable on the surface at the nanoscale can re-

sult in degradation, as shown in previous work where a Cu nanowire (NW), exposed to

a low-reactive plasma containing impurities, degraded into CuO-Cu2O nanoclusters [23].

Another fact reported in the literature concerns the sublimation of Ag and Mg nanopar-

ticles in the Transmission Electron Microscope (TEM) [24, 25, 26, 27]. In these studies,

the sublimation effect occurs at temperatures lower than the melting point and is mainly

associated with surface energy effects, showing that nanometals undergo continuous sub-

limation when their radii are around 50 nm, or discontinuous sublimation when the radii

are below 30 nm [24, 25, 26]. It is also worth mentioning other degradation effects ob-

served in nanomaterials in TEM and Scanning Electron Microscope (SEM), such as the

Rayleigh effect in Cu NW and Sn NW with a radius of about 30-50 nm [28, 29]. In Ag NW
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networks, coalescence effects are observed when annealing is performed at temperatures

up to 623 K [30]. Furthermore, a relationship between the surface-to-volume ratio of a

NW and the cohesive energy was obtained, with a decrease in the cohesive energy for NWs

smaller than 10 nm [8, 31].

Understanding the impact of surface effects on the behaviour of nanomaterials and

its relationship with the thermodynamics of metals when confined to the nanoscale is of

paramount importance for further establishing the field of nanometallurgy. This is due to

the fact that classical concepts in metallurgy, derived from both empirical and theoretical

knowledge from thousands of years of the investigation of metals, may drastically change

in the nanoworld. Herein, we revisit the classical metallurgy study of the metal Cu, but at

the nanoscale by means of in situ TEM experiments. We show this methodology can be

used to harness the potential of nanometallurgy by studying how intensive and extensive

thermodynamic core-properties are of particular importance when the metal Cu is confined

within the nanoscale.

5.2 Experimental

5.2.1 Sample preparation for the transmission electron mi-

croscope (TEM)

Two types of MEMS chip sensors were used, SiN coated and uncoated e-chips from Pro-

tochips for Vacuum Applications. A solution supplied by SIGMA-ALDRICH (lot number

MKCL4540) containing Cu NWs was used to place the Cu NWs on the chip membrane.

The initial solution contained 5mg Cu NWs (99.999 %) in 1 ml C2H5OH with an aver-

age diameter of 80 nm ± 60 nm. To avoid stacking of the NW on the MEMS e-chips,

the solution was diluted to 0.126 wt% by mixing 8 mg of the original solution with 6.35

g of ethanol (measured with Satorius precision analytical balance). Prior to TEM pre-

characterization, the 0.126 wt% solution was treated in an ultrasonic bath for 15 min to

disperse the Cu-NW in the solution. After treatment in the ultrasonic bath, 3 drops of

the solution were pipetted onto the MEMS chips. This was repeated once the first appli-

cation was dry. The e-chip was then placed on the Fusion Select double-tip holder from

Protochips [23].
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5.2.2 TEM analysis

Analyses in TEM (ThermoFisher ScientificTM Talos F200X) were performed differently

for each set of objectives. Bright-field TEM (BFTEM) with a magnification of 310kX and

electron diffraction in selected regions (SAED) were used for the experiments investigating

the passivation layer. These experiments focused only on a limited area of the NW since

the goal was to elucidate the evolution of the passivation layer morphology. High-angle

annular dark field (HAADF) on the other hand was used for the analyses of the sublimation

rate. The use of HAADF was required because of its advantages in the depth of field,

maintaining each NW in focus during the acquisition of the experiment, and the use of

Z-contrast. A frame rate of 4.235 frames per second with a resolution of 1024x1024 pixels

was used for the acquisition.

5.2.3 Beam effect experiment

To analyse if the electron beam would affect the sublimation behaviour, an experiment

was performed with minimal beam influence. The beam was exposing the samples only to

observe the volume decrease over time and it remained “off” for most of the experiment.

Moreover, the sublimation effect was observed under temperatures of 923 and 973 K.

Where at 973 K, the observation was made periodically every 30 min being the beam was

closed for most of the experiment, which went for 230 min. Additionally, for 1023 K, the

observation occurred every 5 min for the first 40 min. After it, the NW was observed

every 20 min until the end of the experiment which took 160 min.

5.2.4 Image analyses

Velox software was used for image analysis. This made it possible to manually measure

the change in length of the NW. For each NW examined, at least 5 length measurements

were made, each at a distance of about 50 to 200 nm, to record the length change over

time. For each of the selected test temperatures (923, 973, 1023, 1053, 1073, and 1123K),

such a procedure was performed at approximately 6 NW. Thus, a total of more than 180

length/time value pairs were used to assess the sublimation behaviour.
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5.3 Results and Discussion

5.3.1 Morphological changes and solid-vapour transition

The first series of experiments illustrate the observed phenomena of morphological changes

of Cu-NW when heated in the TEM at a column pressure of ≈ 3–8×10−6 Pa. The exper-

iments have been performed under bright-field TEM (BFTEM). In the first experiment,

a temperature increase with time was manually applied. Figure 5.1 shows the changes

on the surface of the NW at temperatures up to 673 K, Fig. 5.1a-c. It can be seen

that the twin located in the center of the NW disappears, and the oxide layer around

the NW becomes thinner. Such effects of thinning of the passivation layer was observed

occurring in Cu nanoparticles when annealed within a TEM [32]. The thinning of the

oxide layer might be connected to desorption caused by the low pressure and high tem-

peratures. Thermal decomposition under vacuum is also a potential process described in

the literature [33]. Along with that, an EDS micrograph of a pristine NW is presented in

the appendix in Figure 5.8 illustrating the oxide and C layer before the heating. These

changes occurred before volume loss was observed. Fig. 5.1d-f shows the morphological

change during annealing treatment for 6.5 ks at 973 K. The Cu NW has vanished com-

pletely. After degradation, only a “shell” from the surface layer of the NW remain, which

consist mainly of C, as shown by the elemental mapping obtained with EDX in Fig. 5.1f.

Similar observation can be found in the Literature [27, 34, 35].It is important to remark

that the C present is a typical result of contamination in TEM. Possible sources could

result from the existence of surfactants over the NWs or even come from the isopropanol

used to prepare the sample [36].

The observations shown in Fig. 5.1 leads to the following question: which mechanism

responsible for the degradation of the Cu NWs? In principle, three mechanisms have to

be considered: (i) melting followed by evaporation, (ii) damage and/or heating induced

by the electron beam, and (iii) direct sublimation of the Cu NWs.

To determine whether melting takes place or not, a probing experiment was performed

using the scanning transmission electron mode (STEM), both equipped with dark-field

(DF), and high-angle annular dark field (HAADF) detectors. Fig. 5.2 shows an isolated

Cu NW at 1123 K. The aim was to detect a possible molten state in which the material
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Passivation layer thinning

Degradation effect at 973 K

t = 0 s
T = 298 K

t = 365 s
T = 473 K

t = 1005 s
T = 673 K

C O Cu

a) b) c)

d) Before e) After 6.5 ks f)

20 nm

1 µm

Twin

Oxide layer

Twin

Oxide layer

Figure 5.1: BFTEM micrographs and EDX of Cu NW; a) to c): Modifications on th
surface of the NW by thinning of the oxide layer; d) and e): BFTEM micrographs

showing a stack of Cu NWs before and after annealing at 973 K. Complete degradation
of the NWs occured after 6.5 ks; f) STEM-EDX elemental map showing mainly the

presence of carbon after annealing.
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Figure 5.2: In situ TEM analysis of the material while holding at 1123K; (a) HAADF
and DF sequences showing the sublimation effect; (b) BFTEM of the area where the
convergent electron diffraction pattern (CBED) was measured; (c) NW CBED pattern

and (d) CBED pattern of the amorphous protochip membrane

loses its crystallinity. The temperature of 1123 K was considered because it was the

highest temperature used in our experiment. If melting did not occur at this temperature,

we would not expect it to occur at temperatures lower than that. In case of melting, no

contrast would be visible under DF imaging [37, 38, 39, 40], however, it would still be

visible on the HAADF sensor, as it depends on the Z-contrast. Since no such discrepancy

in contrast was observed, it can be concluded that the material has not melted. To further

support the finding, convergent electron beam diffraction (CBED) was performed at 1123

K [39]. The result is shown in Fig. 5.2c. No loss of the crystallinity was detected, therefore,

during the annealing experiments of Cu NWs under the TEM environment, no melting

occurred, thus ruling out the melting followed by evaporation mechanism (i).

Regarding the damage caused by the electron beam, previous research refer this mech-

anism to deleterious effects of high-energetic electrons that may take place in samples

during imaging in the TEM, and such a damage manifests in a form of sputtering or

heating [41, 24, 42, 43]. Therefore, it was important to understand whether these effects
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are also relevant to the observed degradation of Cu NWs during annealing. Equation 1

expresses the total dose (D) for our imaging conditions within the TEM, with the frame

dosage (Df ), the number of frames (Nf ), the measured beam current (Ib), the frame area

(A), and the frame time (tf ):

D = DfNf =
Ib
A
tfNf (5.1)

Under the conditions used in our experiments, the calculated dose was 3.69×104 Cm−2.

Konrad et al. observed the onset of sputtering in Ag nanoparticles (NPs) when the dose

was 8.4×108 Cm−2 [41]. Thus, we conclude that beam damage does not play a significant

role in the degradation of Cu NW that we observe (note that Ag and Cu are similar with

respect to atomic density and melting point). The hypothesis of temperature increase

caused by the electron beam was also checked. We carried out the same annealing ex-

periments by switching off the electron beam and monitoring the Cu NWs periodically,

as described in the materials and method section. The electron beam has not changed

the degradation observed in Fig. 5.1, thus also ruling out the hypothesis on temperature

increase by the electron beam. We can conclude that the electron beam causes no de-

tectable sputtering or heating on the Cu NWs during our experiments, thus discarding

the mechanism (ii).

As there is neither evidence of melting followed by evaporation nor any influence of the

electron beam in a form of excess heating or sputtering, sublimation is considered to be the

main effect behind the observed degradation of Cu NWs within the electron-microscope.

5.3.2 Analysis of the sublimation behaviour

Previous research assessed the sublimation process in nanomaterials. It typically starts

from leakage on the surface layer, preferably at the NW’s tips, and subsequently extends

along its length. Several studies have reported sublimation effects on NPs and NWs

made of different materials such as Mg, Ag, GeTe, Zn2GeO4 and Cu [27, 24, 35, 34, 44,

45]. These studies point that sublimation usually takes place upon an increased vapour

pressure or reduced cohesive energy caused by the highly curved surface of nanomaterials

[31, 8, 21]. Based on the experimental observations presented above and in Figs. 5.1 and

5.2, a series of degradation experiments were carried out using Cu NW with a diameter of
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Figure 5.3: Schematic representation of the individual stages of the observed degradation
of Cu NWs whilst annealing within the TEM. The sequence of micrographs on the right

side was recorded at 1073 K and illustrates the degradation rate in stage II.

approximately 100 nm and in the temperature range from 923 to 1123 K. In each case, the

sublimation process was observed to follow the same pattern. After a long initiation (or

activation) phase, the onset of thinning and leakage through the oxide passive layer takes

place (stage I), the sublimation of the Cu NW manifests itself by its shortening (stage II).

The phase II is characterized by a constant sublimation rate. In the final phase, stage III,

spheroidization of the Cu NW residue is observed, and after that, the Cu NW is observed

to completely vanish. The gaseous phase of Cu escapes through the open surface skin and

leaves behind an empty C-rich shell (Fig. 5.1). Fig. 5.3 shows a schematic representation

of the individual stages of the degradation, accompanied by corresponding TEM images

of the progressing sublimation (see also supplementary movie 1).

The change in the length of the Cu NWs with the annealing time at different temper-

atures was recorded by means of video sequences that were systematically analyzed. Fig.

5.4a-d shows the result for selected temperatures: 923, 973, 1073, and 1123 K. It is worth

noting that the change in length is constant, i.e. the sublimated Cu volume increases

proportionally with the sublimation time. Thus, a given sublimation rate can be easily

determined for each temperature. The temperature dependence of the sublimation rate

obtained in this way is shown in Fig. 5.4e for the entire temperature range investigated

(additionally including two extra points at both 1023 and 1053 K). From 923 to 1123 K,
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Figure 5.4: Diagrams presenting the sublimation rate (vs) of Cu NWs with distinct
initial (r0) under different holding temperatures. Inset (a) shows a NW with r0 = 54.5
nm, heated to 923 K, Inset (b) a NW with r0 = 54.1 nm, heated to 973 k, Inset (c) a
NW with r0 = 37 nm, heated to 1073 K, and (d) a NW with r0 = 67.3 nm, heated to

1123 K. The sublimation rate is presented in nm ·s−1 as a function of time. The
dependence of vs with the annealing temperature is summarized in (e) showing a clear
exponential dependence. Note: the inset shows the variation of the sublimation rate in

(e) at the lower temperature range (1073-923 K).

the sublimation rate changes by 3 orders of magnitude from approximately 0.02 to 40

nm·s−1. The sublimation rate has notably an exponential dependence with the annealing

temperature.

In order to shed light on these experimental results from a metallurgical point of view,

we first consider the temperature range where the sublimation rate changed strongly with

the annealing temperature (923 to 1123 K). According to Hertz-Knudson [46], the driving

force for the sublimation of a condensed phase is its vapor pressure, or in our case the

difference between the Cu vapor pressure, pV , and the TEM column pressure,pC . The

analytical relationship between the sublimation rate and the difference in pressure is given

by:

vs =
C

ϱ
·
(︂ µ

2πRT

)︂0.5
· (pV − pC) (5.2)

In equation 5.2,ϱ is the density of the sublimating material, µ its molar mass, R is

the universal gas constant, T is the temperature on the sublimation surface and C is a

dimensionless sublimation coefficient that varies between 0 and 1. The Cu vapour pressure

(pV ) was calculated for different temperatures, by using equations given in previous works

[47, 48]. The result based on the experimental results and the Kelvin equation show the
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opposite of what was observed in the experiments, that Cu NWs exhibit sublimation even

below the “threshold temperature” of 1023 K (see inset in Fig.5.4 e). Please note that such

unexpected behaviour has also been observed purely phenomenologically in Ag-NWs [35],

which makes our model seem generally valid. In the following, we address this unique Cu

NW situation and discuss possible reasons for such “unexpected” behaviour. First, we take

a closer look at the sublimation front. Figure 5.5 shows its typical shape as it forms during

sublimation. Perpendicular to the direction of sublimation, i.e. in the axial direction of the

NW, a dome forms with a curvature of several tens of nm. This curvature is – qualitatively

speaking – more pronounced at lower sublimation temperatures. The transition region to

the C-rich outer layer is characterized by the formation of a zone of strong curvature at

the edge [35], which has a radius varying from 1 to 10 nm. Here, according to the Kelvin

equation [49], the vapor pressure, and consequently the sublimation rate, are increased.

This “active site” will now also be operative at temperatures below 1073 K and contribute

to the unexpected sublimation behaviour. But, if more Cu atoms are emitted at the edge

zones, where a smaller radius triggers sublimation [24], than toward the center of the wire,

then this manifests itself in the formation of the observed dome. It is important to remark

that in Figure 5.5 some blurred regions are observed. However, such regions are likely to

present due to artifacts caused by the motion of the NWs resulting from the heating and

sublimation.

We now determine the extent of the increase in the sublimation rate and the shift in

the threshold temperature caused by the experimentally observed sharp curvature. To do

this, we extend equation 5.2 by the Kelvin equation, i.e. we determine pV = pV (T, r),

with r as the radius of curvature. Fig. 5.6a-b illustrates the result of the calculation for

r = ∞, r = 5nm and r = 1 nm, and a surface energy of 1.52 J·m−2 [50] (note that the

sublimation coefficient C in equation 5.2 was set 1). Several conclusions can be drawn

from the plots presented in Fig. 5.6: (i) The sublimation rate increases significantly at

the active spot, by about an order of magnitude for r = 1 nm, (ii) at the same time, the

threshold temperature shifts by a delta of 77 K from 1027 K to 950 K. However, this still

does not explain why the measured sublimation – although small at 0.02 nm·s−1 – occurs

at temperature of 923 K. Obviously, another aspect has to be considered, which we now

identify as a sublimation-deposition imbalance.

The equilibrium vapor pressure can be defined as the pressure that is obtained when
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Figure 5.5: (a) High-resolution BFTEM of the Cu NW tip during sublimation at 1073 K.
In the transition region to the C-rich outer layer, a zone of sharp curvature forms at the
edge. Here, the vapor pressure and consequently also the sublimation rate are increased.

These zones can be referred to as an “active site” and can have different radii of
curvature.
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(a) (b)

Figure 5.6: Comparison between the measured sublimation rate (vs) versus calculated
values on the basis of equation 5.2: (a) Influence of the edge curvature (r = ∞ (bulk), 5
nm and 1 nm) by considering the change of the vapor pressure, pV , using the Kelvin
equation [49]; (b) Influence of the column Cu vapor partial pressure, pCCu, on the

sublimation rate, assuming that the column Cu vapor partial pressure is lower than the
TEM column pressure due to the escape of Cu vapor from the NW shell.

a condensed phase is in equilibrium with its own vapor. In the case of the Cu NW, this

pressure is that at which the Cu evaporation rate equals the redeposition rate of the Cu

vapor phase. However, this view implies a closed system, which is not applicable to our

situation. As noted earlier, Cu atoms escape from the carbon shell through a leakage.

They will deposit eventually at the cold column wall within the TEM. Seen in this way,

we are dealing with an open system, in which the walls of the TEM chamber with a

temperature of around 298 K work as a cold finger, and thus the column pressure in

equation (2) can be neglected. This, however, shifts the evaporation-deposition balance in

favor of evaporation. In other words, it is not the column pressure per se that is decisive

for the ambient pressure, but the column Cu vapor partial pressure, pCCu. However,

because of the loss of Cu vapor, pCCu is lower than the TEM column pressure pC . Fig.

5.6 b illustrates the influence of the column Cu vapor partial pressure, i.e. the pressure

difference (pV -pCCu) on the sublimation rate. It can be seen that a reduction of pCCu by

one order of magnitude will shift the limiting temperature for sublimation by about 100

K to lower values. Thus, it seems quite plausible that the interaction of active spots and a

sublimation-deposition imbalance caused by Cu vapor loss can be considered responsible

for the shift of the sublimation limit temperature down to values as low as 923 K.

As it is the sublimation enthalpy (∆Hsubl) that reflects the energy required to trans-

form atoms from the solid crystal into vapor, we now consider the activation energy which
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Figure 5.7: Arrhenius plot of the measured values where the x-axis shows the ln of the
sublimation rate in nm.s−1 and the y-axis shows the temperature multiplied by the gas
constant; (a) shows a fit where the activation energy is 338 kJmol−1; (b) presents a fit

considering the whole dataset where the activation energy is 332 kJmol−1.

can be derived from the experiments carried out. The exponential dependence of the sub-

limation rate on temperature shown in Fig. 5.4e is illustrated in Fig. 5.7 as an Arrhenius

plot. A straight line fit reveals an activation energy of 338 kJ·mol−1, which surprisingly

agrees with published data for the sublimation enthalpy of Cu (∆Hsubl = 337.2 ± 1.7

kJ·mol−1) [47]. The insert in Fig. 5.7 shows the Arrhenius plot for all measured Cu

NW, even for those wires that varied in diameter from 40 nm to 140 nm. A consider-

able scattering of the data can be seen, but the activation energy is comparable to that

evaluated with the selected reduced data set. Although not specifically mentioned here,

it can be stated that the thinner NWs degrade somehow faster, which could be explained

by a greater effect of the active sites, because of the higher specific proportion. However,

due to the scatter of the data, a quantitative evaluation of the diameter influence was not

performed.

Besides the influence of the NWs radii, additional factors may be responsible for the

scatter of the data, namely different sizes, shapes, numbers, and positions of the leakages

in the C-rich outer layer as well as variations in the temperature of the NW due to a
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beam effect. In order to clarify whether the electron beam heats the Cu NW and thus

influences the sublimation behavior, experiments were conducted in which the beam was

only open for a short time in order to measure the length change. For example, during a

test at 923 K, which lasted 230 minutes, measurements were made only every 30 minutes,

meaning that the beam was closed for most of the experiment. At 1023 K, the length

determination was done every 5 minutes for the first 40 minutes, after which the NW was

measured every 20 minutes until the end of the experiment, which took 160 minutes. In

both experiments, the deviation from the experiment with a permanently open beam was

insignificant.

In stage III, the final phase of the degradation process, a spheroidization of the Cu NW

residues is observed. It was found that the sublimation of these spherical nanoparticles

generally occurs at a lower rate than that of NW (see a kink in the schematic diagram in

Fig. 5.3a). A possible explanation is provided by the omission of active sites, since here,

at least up to the terminal step, no extreme radii of curvature are present.

5.4 Conclusions

We observed that Cu NWs degrade upon temperature under low pressure in distinct

stages. In the initial stage, the passivation layer on the surface of the Cu NWs is thinned

and breaks open, triggering a second stage of degradation characterized by a shortening

of NWs at a constant length reduction rate driven by sublimation. In the last stage,

spheroidization and sublimation at lower rates are observed. Looking at the temperature

dependence of the sublimation effect at a fundamental level gives remarkable interesting

insights for establishing the field of nanometallurgy. The temperature dependence of sub-

limation is governed by the enthalpy of sublimation. However, the temperature range

where sublimation happens is surprisingly wide. That Cu sublimates when exhibited

to temperature-pressure conditions, where the Cu vapor pressure is above the ambient

pressure is common textbook knowledge and can be well described by the Herz-Knudsen

equation. But, herein we observed that even a difference of 150 K below the equilibrium

temperature where the Cu vapor pressure equals the ambient pressure significant subli-

mation occurs. Simply considering the NWs‘ radii by the Kelvin equation cannot explain

the effect for the studied nanowire diameters (around 100 nm). Using in situ electron-
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microscopy we found that a sharp edge in the range of a few nanometers can exist at the

sublimation front during the length reduction stage which acts as an active spot to trigger

further sublimation at lower vapor pressure. Nevertheless, such a low-temperature limit,

which can be derived from the established theory of reaction rates and thermodynamics

and their size dependence, proves to be insufficient to describe satisfactorily the sublima-

tion observed at low temperatures. A potential explanation can be given by the imbalance

between the sublimation-deposition part of the reaction due to the non-closed system and

the resulting Cu vapor loss.

Our experimental findings clearly demonstrates that metals at nanoscale can degrade

via sublimation at unexpectedly low temperatures, which needs to be considered in future

products made from such materials, such as nanoalloys for functional applications. The

field of nanometallurgy is emerging and it will be not surprising if deviations from classical

theories are unexpectedly observed in future experiments.

5.5 Appendix: Supplementary information

Supplementary movie 1.

82

http://oc.unileoben.ac.at/index.php/s/eSy2XPFwsriuqQY


CHAPTER 5

Figure 5.8: The micrograph shows an Energy Dispersive X-ray Spectroscopy (EDS)
image of a nanowire (NW), captured using the Bright-Field Scanning Transmission

Electron Microscopy (BF-STEM) sensor. Inset a) displays the micrograph of the NW,
which was taken using the BF-STEM sensor. Inset b) presents the EDS map, showing
only C and O’s presence on a pristine NW. Inset c) displays the complete EDS map,

which considers the presence Cu in addition to C and O.
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Abstract

Potential applications of nanomaterials range from electronics to environmental technol-

ogy, thus a better understanding of their manufacturing and manipulation is of paramount

importance. The present study demonstrates a methodology for the use of metallic nano-

materials as reactants to examine nanoalloying in situ within a transmission electron

microscope. The method is further utilised as a starting point of a metallurgical toolbox,

e.g. to study subsequent alloying of materials by using a nanoscale-sized chemical reactor

for nanometallurgy. Cu nanowires and Au nanoparticles are used for alloying with pure

Al, which served as the matrix material in the form of electron transparent lamellae. The

results showed that both the Au and Cu nanomaterials alloyed when Al was melted in the

transmission electron microscope. However, the eutectic reaction was more pronounced

in the Al-Cu system, as predicted from the phase diagram. Interestingly, the mixing of

the alloying agents occurred independently of the presence of an oxide layer surround-

ing the nanowires, nanoparticles, or the Al lamellae while performing the experiments.

Overall, these results suggest that transmission electron microscope-based in situ melting

and alloying is a valuable lab-on-a-chip technique to study the metallurgical processing of

nanomaterials for the future development of advanced nanostructured materials.
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6.1 Introduction

Energy efficiency and the generation of green energy are trending topics affecting tech-

nological development and the design of new materials. To ensure continued economic

progress, today’s technologies are often based on nanotechnology, which aims at improv-

ing both properties and efficiency of existing functional materials. New applications need

to comply with stricter environmental and climate protection policies [1]. There are many

examples of novel nanomaterial applications varying from electronics to environmental

engineering where the manipulation on chips at nanoscale is of great research and devel-

opment interest [1, 2, 3, 4]. For instance, in the electronics industry, the most commonly

discussed challenges concern the miniaturization of circuitry and an increase in efficiency

[5, 1, 6]. In the energy storage branch nanometallic alloys are being studied as possible

candidates capable of storing thermal energy [7]. In medicine, nanomaterials can be used

as drug-delivery systems and biosensors [8]. Environmental engineering uses nanofilters

for water cleaning and waste recycling. In the case of polymers, nanoadditives can be

added within the process to improve the properties of the recycled material [9]. Other

important applications comprise the use of nanoadditives to depolymerize polymers back

to monomers for recycling [10] and nanostructuring materials via additive manufactur-

ing which can positively affect the final product properties [11]. Nevertheless, complex

manufacturing methods are necessary to enable such applications. Production-wise, two

different classifications are considered: top-down and bottom-up processes. The top-down

process focuses on atomizing a bulk precursor, which can agglomerate in a film [12]. On

the other hand, bottom-up aims at producing material by using basic fundamental blocks

like atoms or molecules to generate its final product [13, 14, 15]. As a general example

of the top-down route, one could refer to nanolithography [16, 15], where the material

is etched from bulk to the desired volume. For the bottom-up route, one can consider

techniques like chemical-vapor deposition (CVD), and plasma or flame spraying synthesis

[17, 18]. Considering traditional smelting metallurgy on the nanoscale, current literature

is limited. Many manufacturing methodologies of nanoscaled materials are based on the

bottom-up route. For instance, metallic nanoparticles can be produced via organometallic

synthesis or by using a colloidal solution [19]. An alternative could be to use laser metal-

lurgy for the manufacturing of nanoparticles [20]. For the production of alloy nanoclusters
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(nanoalloys) ultrasonication can be employed, as it is used in the case of Bi-Sn eutectic

nanoalloys [21]. Besides, other techniques like laser vaporization, radiolysis, electrochem-

ical synthesis, ion implantation, chemical reduction, and ion sputtering can be applied

in the production of nanoalloys [22]. Ultimately, upon demonstration of alloy design,

manufacturing and manipulation at the nanoscale (i.e. nanometallurgy), a long-standing

desire [23] of producing light sails for photonic-based propulsion of interstellar probes up

to fractions of the speed-of-light could be realized and nanomaterials have been recently

investigated in this context [24, 25]. The current study aims to introduce a new nanomet-

allurgical method for exploring alloying and phase transformations using nanomaterials

in transmission electron microscopy (TEM). This lab-on-a-chip approach, which uses the

TEM as a chemical reactor for metals, is based on a previously described method by

Tunes et al. [26] where a material can be deposited on a micro-electro-mechanical systems

(MEMS) chip without the need for focused ion beam (FIB) preparation. The experiments

focus on the Al-Cu and Al-Au systems since both have well-established literature on their

thermodynamic properties and precipitation sequences [27, 28, 29, 30]. In addition, Cu is

a common alloying agent in commercial Al-based systems used for improving precipitation

hardening [31, 32, 33]. Therefore, to validate the methodology, the results obtained are

compared with previous findings available in the literature.

6.2 Methods

6.2.1 TEM sample preparation

The methodology used for the in situ nanomelting and heat treatment setup is shown

in Figure 6.1. The drawing illustrates the sequence of steps necessary to obtain a viable

sample. The first step is based on the methodology presented by Tunes et al. [26], in

which a jet-electropolished electron-transparent sample can be sectioned and transferred

onto a MEMS chip. For later alloying, a nanomaterial-diluted solution is pipetted upon

the latter, which is the substrate and will act as a matrix material. Nanoparticles (NPs)

or nanowires (NWs) can also be added before the substrate is transferred to the MEMS

chips.

The material used as substrate and base for the in situ alloying was pure Al supplied
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Figure 6.1: The sketch illustrates the preparation of the sample prior to the heating
experiments. The sample is electropolished, sectioned using a scalpel, and transferred to
a chip where NW or NP solutions are added. Note: this methodology is a modified, but

new version of a previously reported sample preparation method for MEMS/TEM
analysis [26].

by Sigma-Aldrich with 99.999% purity. For electropolishing, a Struers TenuPol-5 twin-

jet electropolishing system was used. The temperature used was –25°C, the voltage was

set to 12 V, and the electropolishing solution was composed of 33% nitric acid and 66%

methanol in vol.%. After the electropolishing, the TEM lamella was sectioned using

a ZEISS SteREO Discovery V12 light stereo-microscope. The sample was divided into

4 equal pieces, where the scalpel cuts through the sample taking the middle as the hole

formed by the electropolishing. After the first sectioning, the exposed electron-transparent

area is cut again until a piece around 50 µm in diameter is obtained. The sample is then

transferred to the MEMs chip sensor membrane with the help of a fine electrostatic bristle

used as a manipulator [26]. SiN-coated e-chips from Protochips for Vacuum Applications

were used as MEMS chips. Two solutions supplied by Sigma-Aldrich, one containing Cu

nanowires, serial number MKCL4540, and the other containing Au nanoparticles, serial

number MKCK9621, were used as the carrier substance to be used as alloying elements.

The initial solution contained 5 mg Cu NWs (99.999%) in 1 ml of ethyl alcohol with an

average diameter of 80±60 nm. The Au NPs were supplied in powder condition with

sizes smaller than 100 nm and a purity level of 99.9%. To avoid stacking the NWs and

NPs on the MEMS e-chips, the solution was diluted to 0.126 wt.% for both, the Cu-NWs
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and the Au-NPs. Prior to TEM pre-characterization, the diluted solutions were treated

in an ultrasonic bath for 15 min to disperse the particles within. After treatment in the

ultrasonic bath, 3 drops of 20 µm of the solution were poured onto the MEMS chips. This

step was repeated once the first application was dried. The specimen was then adjusted

with help of the bristle, and the e-chip was then placed on the Fusion Select double-tilt

holder from Protochips [34].

6.2.2 MEMS chip sensor calibration

The MEMS chips used in the experiments were additionally calibrated for increased tem-

perature accuracy in the applied temperature ramps. The calibration was performed using

a pure Al sample before adding the nanoparticle solution. The FUSION software was uti-

lized to create a heating program that would heat the Al until melting was observed, with

the temperature at which melting occurred being considered 660°C. The melting was con-

firmed by a decrease in the volume of the specimen, as demonstrated in Figure 6.2. The

change in shape was used as a marker for melting, as molten material tends to spheroidize.

To prevent excessive spheroidization during the following experiments, the material was

kept at the melting temperature for only 300 ms.

6.2.3 Heating programs and characterization

The heating programs were designed to allow a meaningful characterization of the sample.

Moreover, a comparison of the sample was done prior to and after each step by using

a selected area electron diffraction (SAED) pattern, and energy dispersive X-ray spec-

troscopy (EDX). Further, bright-field TEM and HAADF micrographs were taken. The

heating programs used, varied accordingly to the system in question (Al-Au, and Al-Cu),

and quenching was done after each heating step to preserve the microstructural state de-

veloped during the heat treatment. The two binary systems, Al-Cu and Al-Au, have in

common that an eutectic is present on the Al-rich side, Al-Al2Cu and Al-Al2Au, respec-

tively. The eutectic temperature is 548 °C for Al-Al2Cu and 650 °C for Al-Al2Au. The

most significant difference is the maximum solubility, which is 2.5 at-% for Cu [35] and

0.3 at-% for Au [36]. For the Al-Cu system, the heating program starts with the melting

of the Al at 660°C, after which the temperature is kept constant for 300 ms. After that
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Figure 6.2: BFTEM micrographs featuring an Al thin foil resting on a SiN substrate.
The Al foil appears as a translucent, ghostly veil against the darker gray of the

substrate. The brighter area on the image indicates a hole present on the SiN substrate.
In (a) and (b), a change in shape can be observed within the region highlighted by a blue
circle. This alteration in shape was the result of melting and served as a temperature

calibration.

two heating sequences were done, and a heating spike to near eutectic temperature (537

°C for 300 ms), in order to simulate solution annealing was applied. Subsequently, the

sample was heated for 300 s at 440 °C. A different approach was taken for the Al-Au

system to allow the results to be compared with literature data [37]. First, melting was

performed (660°C using a 300 ms ramp) followed by a heat treatment at 460 C for 220

seconds. Subsequently, a remelting step at 660°C for 300 ms and a second heat treatment

at 250°C for 2 hours was conducted.

6.3 Results and Discussion

The present study demonstrates the application of nanoalloying and the potential of sub-

sequent heat treatment directly within a transmission electron microscope to be used as

a metallurgical “lab-on-a-chip”, where the sample will be made in situ through alloying,

instead of ex-situ. As shown in Figure 6.1, a specific type of TEM sample preparation in

combination with a MEMS chip is used to conduct the in situ experiments. The results

of the nanometallurgical experiments on the Al-Cu and Al-Au systems are presented and

discussed below.
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6.3.1 Nanoalloying experiments

To assess the feasibility of melting and dissolving the nanomaterial alloying agents in situ

within the TEM, both systems were heated to 660°C (the melting point of Al), and the

temperature was maintained for 300 ms. The duration of 300 ms was chosen based on

the findings of Dumitraschkewitz et al. [38] to ensure that melting would occur and to

reduce the thickening of the sample due to surface tension. Prolonged exposure to the

liquid state increases the risk of spheroidization/balling of the sample. Evidence of melting

was observed in both systems, and the formation of an alloy was confirmed by the EDX

maps and HAADF STEM micrographs shown in Figures 6.3 and 6.4, which compare the

samples before and after melting. For the Al-Cu system, the effects of alloying were more

pronounced and well visible by structural dendrite-like features whose formation is most

likely due to solidification solute partitioning of Cu. The precipitated phase visible after

the alloying experiment is of the type θ-Al2Cu, as revealed by the SAED analysis (Fig.

6.5). The mixing of the alloying agent occurred regardless of the presence of the oxide

layer surrounding the NWs or the Al foil. One possible explanation for this is a thinning of

the oxide layers that may occur during heating [39]. Similar effects were noted by Coradini

et al., who report that Cu NWs sublime through a leak in the oxide layer caused by the

thinning of the layer upon heating [40].

In contrast to Al-Cu, the Al-Au system showed only marginal changes after alloying

compared to the initial state. However, a couple of NP clusters dissolved after melting Al

(as indicated by the red arrows in Figure 6.4), which indicates that alloying was carried

out with it. At this point, it must be noted that at 660°C the equilibrium solubility of Au

in the melt is much lower when compared with the Cu in the melt. Being it 2.5 at-% for

Au in Al, and 36 at-% for Cu in Al (see phase diagrams in Fig. 6.7). Alloy formation is

likely to be correspondingly more sluggish. Furthermore, it is assumed that a large part

of the little alloyed Au remains in a supersaturated solid solution after rapid cooling and

is not precipitated.

6.3.2 Heat treatments

Now that it has been shown that the alloying experiment was successful, the phase trans-

formations in the course of heat treatment procedures for each system will be presented.
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Figure 6.3: Results of melting and alloying for the Al-Cu system. The same region of the
Al-Cu sample before and after alloying is shown. In the foreground are the Cu NWs, and
in the background is the sample. (a) and (b) show BFTEM micrographs. (c) and (d)

display the corresponding EDS maps of the sample.

The results show that the alloys synthesized in the TEM exhibit formation of precipitates,

in the Al-Cu system as expected Al2Cu, and in the Al-Au system, Al2Au [41, 35]. To

ensure that the heat treatment performed as expected, we monitored the composition

change of the alloys over time and compared it with a phase diagram. Given the scale of

our system, we considered a bulk phase diagram, which is reasonable since only particle

sizes smaller than 100 nm show changes in formation temperature. For example, Bajaj et

al. showed that the Al-Cu eutectic temperature changes are only significant for particles

smaller than 30 nm [42].Since the Al foil in our system falls outside this size range, we

did not consider a nanoscale diagram, although there might be minor temperature and

solubility shifts. The formation of precipitates in the Al-Cu system at 440°C, following a

spike ´solution annealing’ at 537°C, is shown in Figure 6.5. After spike solution annealing,

i.e. at time t=0, a new structure can be seen. According to the EDX analysis, the Cu

content of the alloy is 2.47 at-%. As the annealing time progresses, the coalescence and

coarsening of the precipitate progress. At the end of the experiment after 300 s, the matrix

shows a depletion of Cu to a value of 0.8 at-%, which agrees very well with the equilibrium
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Figure 6.4: Results of melting and alloying for the Al-Au system. HAADF STEM
micrographs and EDX maps before and after melting are shown in the insets (a) and (b),
(c), and (d), respectively. Some Au NP clusters (highlighted by the red arrows) are no
longer present after the melting experiment and small nanometric precipitates formed
after solidification, which are presented in the inset (e). Note that the speckled pattern

in the dark areas is an artifact of the EDX mapping.
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Figure 6.5: Annealing of the Al-Cu system at 440°C after solution treatment (spike
annealing at 537°C). The image series (a) display HAADF micrographs taken at different
times. Image series (b) show the sequence with a High-Pass filter applied in the Velox

software. (c) and (d) show the EDX maps of the composition/matrix composition before
and after the heat treatment. At the start of the annealing treatment, a different

structure compared to the dendritic-like seen in Figure 6.3 is observed, followed by the
spheroidization and coarsening of Al2Cu-type precipitates (verified with SAED pattern

of the precipitates, see insert in series (a) on the right).

concentration at 440°C (see Fig. 6.7). The fact that the precipitates are of Al2Cu type

was confirmed by SAED in Figure 6.5 in the inset (a).

With the intention of obtaining a clear picture of the precipitate formation in the

Al-Au system and to be able to make a comparison of results with the literature, heat

treatments were performed at two different temperatures, 460°C, and 250°C. The initial

condition for the heat treatments was as-alloyed. Solution annealing was not performed

due to the low maximum solubility of 0.26 at-%. It is shown in the table in Figure 6.6,

that after the alloying procedure at least as much Au is present in supersaturated solution

as would be the case after solution heat treatment. We first consider the ageing at 460°C

(Fig. 6.6). In the initial state at 0 s, sporadic precipitates (possibly primary Al2Au) are

already present. As the annealing time increases, the precipitates grow and new ones

are formed (see light green arrows in image series (a) and compare images (b) and (c)).

Simultaneously, the content of Au in solid solution decreases from 0.13 at-% to 0.07 at-%
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Figure 6.6: Annealing of the Al-Au system at 460°C after melting. The image series (a)
display HAADF micrographs taken at different times, starting with the as-alloyed state
(0 s). (b) and (c) show the EDX maps of the matrix composition before and after the
heat treatment, respectively. At the start of the annealing treatment, precipitates are

sporadically present in the Al matrix, followed by the formation of Al2Au-type
precipitates and EDS (indicated by the SAED pattern of the precipitates, see insert in c).
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Figure 6.7: Calculated phase diagram of Al-Cu (a, b) and Al-Au (c, d), using the
thermochemical software FactSage 8.2 [43]. (a) and (b) display the Al-Au diagram with
two different regions, (a) presenting the limit solubility of the liquid phase at 660 °C, and

(b) showing the limit of solubility in the solid phase. (c) and (d) show the Al-Cu,
whereas (c) depicts the solubility of Au in the liquid phase, and (d) in the solid phase.
The numbers indicate the solubility limits at the corresponding annealing temperatures.
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Figure 6.8: HAADF image illustrating the formation of plate-like Al2Au structures
during a heat treatment for 3600 s hour at 250 °C

after 220 s. The equilibrium state is almost reached, 0.05 at-%, see Fig. 6.7 (a). Bourgeois

et al. [37] report on the bulk and interfacial structures of the Al2Au after precipitation

annealing at 250°C of an Al-Au alloy with 0.2 at-% Au. After an annealing time of 3600 s,

they observe the formation of plate-like Al2Au precipitates with a side length of about 50

nm. A comparable result can be observed in our 250 °C annealing experiment (Fig. 6.8).

6.4 Conclusions

The study of the application of in situ nanoalloying and its utilization for subsequent heat

treatment direct within a transmission electron microscope has shown promising results in

the examination of the effect of metallurgical processes using nanomaterials and Al matrix

as precursors. Herein, the results showed that Au nanoparticles and Cu nanowires can

undergo melting and alloying on an Al substrate within an electron microscope. In line

with thermodynamic predictions and a higher solubility of Cu in Al, the effect of melting

and alloying was more pronounced in the Al-Cu system. The formation of a precipitate

composed of likely Al2Cu was observed in the Al-Cu system. However, the mixing of

the alloying agent occurred regardless of the presence of an oxide layer surrounding the

NPs/NWs or the Al foil for both systems. The Al-Au system showed comparatively fewer

changes, but alloying was achieved and precipitate formation could be observed. Overall,

these results suggest that TEM-based in situ melting and alloying is a valuable technique

for studying the effects of metallurgical procedures on nanomaterials and can provide cru-

cial information for the development of advanced materials with improved properties while
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undertaking alloying, heat treatment, and characterization steps entirely within the TEM.

Therefore, we can conclude that the in situ TEM nanoalloying technique herein presented

is a new “lab-on-a-chip” approach for the emerging science of nanometallurgy. Neverthe-

less, more studies are needed to define a more controlled way of introducing the alloying

species to the Al sheet enabling better control of the outcome material composition.
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Conclusion and Outlook

The size effect in materials at the nanoscale is a matter of increasing importance with

the reduction in the volume of the devices used in day-to-day life. Notwithstand-

ing, the increase in significance ensues more challenges that surface with the intense

usage of nanodevices or equipment reliant on them. Therefore, understanding size-

related effects is of paramount importance for the development of metallurgy in such

a field. So, by taking into account the topics of degradation and manufacturing, the

present results aimed at unveiling some of the possible phenomena that might af-

fect nonferrous metals while exposed to a distinct environment while a nanometric

scale. The first publication presented in Chapter 4 revolved around the degradation

of a Cu nanowire (NW) when exposed to a low-reactive plasma environment. The

results displayed a surprising effect regarding the unexpected degradation presented

in the form of oxidation and formation of nanoclusters with an increase in expo-

sure time. The surprising part, however, doesn´t concern the oxidation, but its

mechanism. Hence, it was considered that the degradation was a modified type of

vapor-solid-solid mechanism where the existent monoatomic oxygen present within

the plasma reacted. The reaction generated heat and promoted the melting of a

nanorough region. Afterward, a monoatomic oxygen atom would chemisorb on this

newly generated nano-molten region reacting into Cu-oxide clusters. Chapter 5 ex-

plored a distinct aspect of the size effect over a Cu NW, and its sublimation within

a TEM. More specifically, the effect herein described consisted of its sublimation at

a temperature lower than expected. The unexpected phenomena were attributed to
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CHAPTER 7

the size effect, as the high surface area-to-volume ratio in the NW can significantly

affect their thermodynamic properties. The results showed that Cu nanowires ex-

hibit lower sublimation temperatures compared to their bulk counterparts due to the

existence of active spots, which are regions with sharp edges with radii of less than

5 nm. This information is crucial in the development of nanodevices, as it provides

insight into the thermal stability of materials used in such applications. Finally, in

Chapter 6, the focus shifted to the manufacturing aspect of nanometallurgy. The

aim was to investigate the possibility of nanoalloying within a TEM environment,

using Al as a solute material and Cu and Au as alloy elements. Thus, a common

metallurgical methodology was used to achieve it, alloying by melting. Two differ-

ent systems were analyzed, Al-Cu and Al-Au, due to their different solubility levels,

chemical stability, and well-established thermodynamical studies in the Literature.

The results showed successful nanoalloying between the elements and the potential

for using in situ TEM observations to study and control such processes. Another

interesting aspect of this methodology was the possibility of observing precipita-

tion sequences and the development of the system under different conditions of an

in situ prepared alloy. In conclusion, the studies presented in this thesis provide

insight into the size-related effects of nonferrous metals at the nanoscale, with a

focus on degradation, thermodynamic properties, and manufacturing. The findings

presented herein contribute to the development of nanometallurgy and can aid in

the design and implementation of nanodevices and related technologies.
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