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Abstract 
 

The introduction of Industry 4.0 in 2011 resulted in a paradigm shift in the industry that continues to 

this day. In the course of this digital transformation, established or newly developed technologies have 

been implemented in the industry and corresponding concepts have been discussed scientifically, yet 

specific digitalization approaches for the metal forming industry are not sufficiently addressed.  

As an initial step, a literature review on the state of the art was conducted to evaluate the current state 

of digitalization and digital transformation in the manufacturing industry in relation to the value chain 

and individual companies. The lower level of digitalization in Small and Medium Sized Enterprises 

(SMEs) compared to other industries is due to machinery that is often no longer up to date, the 

digitalization of which nevertheless is economically sensible. To also be able to integrate SMEs into a 

digitalized value chain, standardized yet individual digitalization concepts must be developed, which is 

why the MUL 4.0 project was initiated - an interdisciplinary cooperation to depict the digitalization of 

an industry-related value chain. In order to best design the digitalization solutions for SMEs, the 

machines and aggregates were equipped with suitable low-cost sensors, data acquisition systems and 

software for process simulation and prediction, transforming them into Cyber Physical Production 

Systems. Due to the high complexity and high diversity of forming operations, different process 

modeling approaches were applied, which were realized by specially developed real-physics numerical 

simulations and data-driven Machine Learning models. Furthermore, Graphical User Interfaces were 

developed to enable Human Machine Interaction, visualizing relevant information and thus supporting 

the decision-making process. In order to be able to map the digitalized value chain and to ensure the 

data governance and interoperability of the cooperating entities, a superordinate production network 

incorporating a Data Base Management System was implemented. For all solution approaches, open-

source programming language were used to the highest possible extent due to the high interoperability 

and connectivity to other software solutions, avoiding interface problems and the resulting proprietary 

solutions. As a result of this work, a standardized framework was developed, applicable for the 

digitalization of SMEs in the metal forming industry. This framework was developed with a special 

focus on open-source programming languages, cost-effectiveness, standardization and resilience to 

support SMEs in this industry with the implementation of Industry 4.0, to increase the sustainability of 

products and processes, and to ensure economic competitiveness in the future. 
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Kurzfassung 
 

Die Konzeptvorstellung der Industrie 4.0 im Jahre 2011 hatte einen bis heute anhaltenden 

Paradigmenwechsel in der Industrie zur Folge. Im Zuge dieser digitalen Transformation wurden 

etablierte oder neue entwickelte Technologien in der Industrie implementiert und entsprechende 

Konzepte wissenschaftlich diskutiert, dennoch wird nicht ausreichend auf spezielle 

Digitalisierungsansätze für die umformtechnische Industrie eingegangen.  

Als initialer Schritt wurde eine Literaturrecherche zum Stand der Technik durchgeführt, um den 

aktuellen Stand der Digitalisierung und digitalen Transformation in der Fertigungsindustrie in Bezug 

auf die Wertschöpfungskette und Einzelunternehmen zu evaluieren. Der geringere Digitalisierungsgrad 

in kleinen und mittleren Unternehmen (KMUs) ist im Vergleich zu anderen Branchen auf einen oft nicht 

mehr zeitgemäßen Maschinenpark zurückzuführen, deren Digitalisierung dennoch wirtschaftlich 

sinnvoll ist. Um auch KMUs in eine digitalisierte Wertschöpfungskette integrieren zu können, müssen 

standardisierte aber dennoch individuelle Digitalisierungskonzepte entwickelt werden, weshalb das 

Projekt MUL 4.0 initiiert wurde - eine interdisziplinäre Kooperation, um die Digitalisierung einer 

industrienahen Wertschöpfungskette abzubilden. Um die Digitalisierungslösungen bestmöglich auf 

KMUs auszulegen, wurden die Maschinen und Aggregate mit geeigneten kostengünstigen Sensoren, 

Datenerfassungssystemen und Software zur Prozesssimulation und -vorhersage ausgestattet und diese 

in Cyber Physical Production Systems transformiert. Aufgrund der hohen Komplexität und hohen 

Vielfalt von Umformoperationen wurden verschiedene Ansätze zur Prozessmodellierung verfolgt, 

welche durch speziell entwickelte realphysikalische numerische Simulationen und datengetriebene 

Machine Learning-Modelle realisiert wurden. Weiterführend wurden grafische Benutzeroberflächen 

entwickelt, um die Mensch-Maschine-Interaktion zu ermöglichen, prozessrelevante Informationen zu 

visualisieren und damit den Entscheidungsfindungsprozess zu unterstützen. Um die digitalisierte 

Wertschöpfungskette übergreifend abbilden zu können und die Datenverwaltung sowie Interoperabilität 

der kooperierenden Entitäten zu gewährleisten, wurde ein übergeordnetes Produktionsnetzwerk mit 

eigenem Datenbankmanagementsystem implementiert. Für alle Lösungsansätze wurde im 

höchstmöglichen Ausmaß Open-Source-Programmiersprachen verwendet, um durch die hohe 

Interoperabilität und Konnektivität zu anderen Softwarelösungen eine Schnittstellenproblematik und die 

daraus resultierenden proprietären Lösungen vermeiden zu können. Als Resultat dieser Arbeit wurde 

ein standardisiertes Framework entwickelt, welches für die Digitalisierung von KMUs in der 

Umformtechnikindustrie anwendbar ist. Dieses Framework wurde unter speziellem Fokus auf Open-

Source-Programmiersprachen, Wirtschaftlichkeit, Standardisierung und Resilienz entwickelt, um 

KMUs in dieser Industrie bei der Industrie 4.0-Implementierung zu unterstützen, die Nachhaltigkeit von 

Produkten und Prozessen zu erhöhen, sowie die wirtschaftliche Wettbewerbsfähigkeit auch in Zukunft 

zu gewährleisten. 
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1. Introduction 
 

The fourth industrial revolution has unleashed a fundamental digital paradigm shift, implying and 

accelerating several drastic changes in the manufacturing industry [1]. The premises of the third 

industrial revolution automation persist and undergo further refinement supported by new data-driven 

approaches and technologies. Thus, the Industry 4.0 (I 4.0) implies the increased integration of 

established and innovative Information and Communication Technology (ICT), such as Machine 

Learning (ML), Artificial Intelligence (AI), Industrial Internet of Things (IIoT) and Cloud Computing 

(CC) [2,3]. As a result, the holistic implementation and application of these I 4.0 enabler technologies 

boost higher productivity, efficiency, competitiveness and sustainability, and the overcoming of various 

long-standing obstacles to realize a highly automated industry [4,5].  

In order to unlock the full potential of the digital transformation, the highly scalable and networked 

nature of these new technologies makes it imperative to broaden the focus from locally isolated to more 

global networked solutions [3,4]. For this reason, all value creating production steps of a product of a 

value chain must be interconnected and networked, allowing transparent data sharing to improve the 

overall operational effectiveness (OEE)  and sustainability of the corresponding value chain [2]. 

Additionally, more frequent disruptions of global value chains (GVCs) due to shocks, such as COVID-

19 or dynamic political changes, accelerate the digital transformation.  

Nevertheless, many industries, such as the heavy industry, are still facing obstacles to implement I 4.0 

technologies and the necessary ICT infrastructure. In the case of the manufacturing industry, a 

significant share of value-adding enterprises are Small and Medium Sized Enterprises (SMEs), that have 

to be incorporated in the digital value chain, enabling a holistic digital transformation by avoiding 

disruptions along the value chain. Although these SMEs receive the smallest benefit when displayed as 

a single entity, they have to adapt to the digital transformation to be able to meet future requirements 

and not be forced out of the market. Furthermore, manufacturing SMEs are obligated to use norms and 

standards, as they are considered a necessity by customers to be eligible as a supplier. For example the 

ISO 9001, specifying the requirements of a quality management system. In the context of ICT security, 

the ISO/IEC 27001 serves as rulebook for establishing, implementing, maintaining and continuously 

improving an information security management system, and the ISO/IEC 27017 provides guidelines for 

information security controls for CC. Regarding sustainability, the ISO 14001 provides requirements 

for an Environmental Management System. The reason for the application of these norms and standards 

is important for various aspects, such as the quality assurance, risk management, legal compliance, and 

can therefore also be seen as a competitive advantage. Conversely, key questions regarding data 

governance have to be clarified. Thus, to fully leverage I 4.0 in GVCs, special but standardized 

approaches to ensure effective interconnection have to be made as SMEs often face financial and 

technical obstacles implementing these technologies. Obstacles faced are the transparency and 

standardization of a digital value chain, concerning data governance between the different entities of a 
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value chain. Thus, cyber security plays an increasingly important role in order to protect the value chain 

from cyber attacks and the resulting damage. In essence, value chains in general have to become more 

resilient in order to be able to withstand and recover from shocks. Besides the technical aspects, the 

digital transformation also affects the organization and business model of the respective enterprises, 

changing the way of working. The sustainable implementation and application of I 4.0 requires skilled 

workers, having several practical socioeconomic implications that have to be taken into account [1]. 

First, the increasing degree of digitalization reduces the need for manual labor, favoring the reshoring 

of production to high-wage countries. Furthermore, the increasing need for knowledge-intensive work 

urges enterprises to invest in tech talent and enrich a positive corporate culture. As a result, a shift from 

material to intangible assets has been evident. As a further premise, the digital transformation enables 

more sustainable production and a circular economy, reducing waste along the value chain as a result of 

the data-driven product and process optimization enabled by I 4.0. 

Concluding, to fully leverage I 4.0, which can only be done by a transparent and interconnected value 

and supply chain, standardization and frameworks for the effective interconnection are imperative. For 

this reason, this thesis aims to present a holistic and applicable framework for the digitalization of a 

value chain with special focus on the metal forming industry, being a significant part of the heavy and 

manufacturing industry, accounting for a significant 18.8 % of the Austrian Gross Domestic Product 

(GDP) in 2021 [6], and thus ensure the future economic competitiveness of this industry. In order to 

accomplish this goal, a literature study was conducted, identifying the key enablers of I 4.0 necessary 

for a holistic digital transformation of a value chain. Building on the findings of the literature study 

presented in section two, the research questions were derived. Consequently, section three presents how 

each respective research question was approached, specifying the individual contributions of the 

published manuscripts to answer the research question. In section four, the scientific contributions and 

the resulting contribution to the reduction of the research gap is outlined and discussed. In section five, 

a conclusion and an outlook is presented. 
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2. State of the art, identified research gaps and resulting 
research questions 

 

The advancement of I 4.0 has led to the establishment of new technical terms, which have been 

elaborated ever since. Nevertheless, the definition of key enablers and technologies still shows 

inconsistency, which furthermore depend on the field of application and industry. Serving as the initial 

step, a literature study was conducted, identifying I 4.0 key enablers and technologies in the 

manufacturing industry and presenting the respective state of the art definitions of current literature 

[3,7–12]. As a result, the analysis of current literature concluded that the following key technologies are 

crucial for a successful and holistic digitalization and digital transformation [3]: 

 Industrial Internet of Things (IIoT) 

 Cyber Physical Production Systems (CPPS) 

 Visualization Technologies 

 Cloud Computing (CC) 

 Digital Model (DM), Digital Shadow (DS), Digital Twin (DT) 

 Artificial Intelligence (AI) and Machine Learning (ML) 

 Big Data 

Generically, the IIoT refers to the connection of physical objects through the internet [13]. In the course 

of this thesis, the refined definition according to Boyes et al. [14] was used: ‘A system comprising 

networked smart objects, cyber-physical assets, associated generic information technologies and 

optional cloud or edge computing platforms, which enable real-time, intelligent, and autonomous 

access, collection, analysis, communications, and exchange of process, product and/or service 

information, within the industrial environment, so as to optimise overall production value. This value 

may include; improving product or service delivery, boosting productivity, reducing labour costs, 

reducing energy consumption, and reducing the build-to-order cycle.’ 

The CPPS is defined as an interconnected physical and virtual system, capable of controlling and 

coordinating processes through the means of real-time data gathering, analyzing and sharing through 

the IIoT [3,14]. The definition of CPPS is further concretized by Cardin et al. and Wu et al. [15,16] with 

three characteristics and extended by Ralph et al. [17] by two more characteristics, specially tailored to 

SMEs in the metal processing industry. 

1. CPPS are superordinate systems within systems. Thereby, the data exchange across process 

steps and further process adaptations in the value chain are enabled. 

2. CPPS are composed of connected and cooperative elements, capable of adjusting the data 

transfer situationally appropriate on and between different layers of a production 

environment. 
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3. CPPS enhance real-time decision-making and act state dependent. This can be supported 

by various modeling approaches, enabling real-time predictions based on process 

parameters and provide recommendations for adaptation. 

4. CPPS incorporate user-centered and tailored to the application Human Machine Interfaces 

(HMIs), also supporting the decision-making process. 

5. CPPS exhibit low cost and resilient design. Therefore, exhibiting a suitable combination of 

low-cost and high-quality hardware and software components under simultaneous 

consideration of environmental conditions 

Complimentary, Visualization Technologies support the reintegration of specific information in the 

physical world, thus supporting real-time decision-making across all hierarchy layers. Hereby, the 

visualization can be realized with Graphical User Interfaces (GUIs), Augmented Reality (AR) and 

Virtual Reality (VR) [13]. 

According to the National Institute of Standard and Technology (NIST), CC can be defined as [18]: ‘A 

model for enabling convenient, on-demand network access to a shared pool configurable computing 

resources (e.g., networks, servers, storage, application, and services) that can be rapidly provisioned 

and released with minimal management effort or service provider interaction’.  

The technology of DM, DS and DT refers to a virtual representation of a physical entity, whereas a 

differentiation depending on the degree of automated connectivity and thus data transfer between the 

physical and digital entity has to be made. The DM has no automated connectivity between both entities. 

Continuing, the DS features a unilateral automated data transfer from one entity to another. 

Conclusively, the DT exhibits a bilateral automated communication between both entities [3]. Further 

differentiations have to be made depending on the field of application. Compared to logistics, where a 

DT for supply and value chains can be considered as more advanced [19–21], the heavy industry is 

dealing with complex and strongly varying process simulations, e.g. using Finite Element Analysis 

(FEA) [22]. For this reason, different modeling approaches can be applied, depending on a variety of 

aspects. Data-driven black box models (BBM) in combination with AI and ML have the potential to 

substitute complex and time-consuming simulations, but have the disadvantage of requiring a huge 

amount of data and may be less reliable with highly heterogeneous manufacturing process steps, as 

compared to real-physics based white box models (WBM). Thus, the combination of both models into 

a grey box model (GBM) can be seen as a favorable modeling approach, benefitting from the advantages 

of both models [3]. 

AI emulates the human intelligence with the superordinate goal of situationally appropriate autonomous 

decision-making and acting. In addition, ML is a sub-discipline of AI using computational algorithms 

with the goal to enhance the AI with training data, making it more adaptable, precise and accurate 

without human interference [13,23–25]. Per definition, AI can be integrated into DM, DS and DT, thus 

acting as a technology enabler, to substantially enhance the benefit of these technologies. 
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According to Mills et al. [26], Big Data can be defined as ‘large volumes of high velocity, complex and 

variable data that require advanced techniques and technologies to enable the capture, storage, 

distribution, management, and analysis of the information’. As concluded by Sorger et al. [3] in 

Publication 1 (A 1), a characterization using the 5Vs of Big Data – Volume, Velocity, Variety, Veracity 

and Value - can be made. In summary, a volume of a least one Petabyte [27] must be processed and 

continuously or discretely transferred at high speeds. Furthermore, the variety arises from structured, 

semi-structured and unstructured data, which has to have a certain veracity in order to gain value from 

the analysis of the data [28–30]. 

Owing to the impact of I 4.0 and the global situation in recent years, the progressing digital 

transformation has not only produced locally isolated solutions, but also caused a rethinking of the global 

interplay and connectivity of value chains. Hereby, a value chain is defined by all material and intangible 

activities, inputs and steps which are required to produce and deliver a final product or service [31,32]. 

In order to produce a final product, various steps spanning various enterprises and countries are required, 

embossing the term of the GVC. Thereby, 70% of today’s global trade includes GVCs [32]. Thus, the 

result of a digital value chain is a network of all value creating steps and enterprises involved in the 

creation of a product along a value chain, enabling the omnipresent monitoring of processes and products 

and thus prediction and adjustment of value chains to changing conditions [33,34]. Therefore, a holistic 

digitalization and digital transformation of entire value chains enables huge benefits in terms of 

flexibility, circularity and sustainability [1,35]. 

Logically, the enablers of a digital value chain are congruent with I 4.0 enablers, but face additional 

value chain specific obstacles. As current literature shows, the main barriers to overcome and enablers 

include [12,21,36–39]: 

 Information and Communication Technology (ICT) infrastructure 

 Cyber security 

 Transparency  

 Real-time monitoring 

 Simulations (DT, DS, DT)  

 AI and ML 

 Quality Control (QC) 

 Automation, Advanced Robotics and collaboration 

The ICT infrastructure is a key factor for the holistic digital transformation of a value chain, as it is for 

I 4.0 itself. In order to be able to gather, analyze, share and utilize data, a suitable ICT infrastructure is 

imperative, e.g. enabling the communication of CPPS and DT through the IIoT, and analyzing Big Data 

with CC resources. The NIST defines the term of cyber infrastructure as follows [40]: ‘Includes 

electronic information and communications systems and services and the information contained in these 

systems and services. Information and communications systems and services are composed of all 

hardware and software that process, store, and communicate information, or any combination of all of 
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these elements. Processing includes the creation, access, modification, and destruction of information. 

Storage includes paper, magnetic, electronic, and all other media types. Communications include 

sharing and distribution of information. For example: computer systems; control systems (e.g., 

supervisory control and data acquisition–SCADA); networks, such as the Internet; and cyber services 

(e.g., managed security services) are part of cyber infrastructure’. Therefore, this thesis defines the ICT 

infrastructure as everything tangible and intangible, e.g. hardware and software, which enables 

information distribution in and between systems.  

Acting as the integral connective link of ICT, protocols enable communication and interoperability 

between different systems. The selection of a protocol depends on several factors, including 

standardization, compatibility, bandwidth, efficiency, scalability and security. Regarding 

standardization, protocols ensure that all systems are subject to the same rules and standards, thus 

enabling a uniform and transparent communication. Depending on the different hardware and software 

of the system, the compatibility with the respective protocol must also be determined, ensuring the 

communication with other systems. Furthermore, the protocol must depict high efficiency to transfer 

data quickly and securely. Additionally, protocols also must be able to be compatible with different 

amounts and types of data, concerning the factor of scalability. Established protocols used in I 4.0 are 

[41–48]: 

 Open Platform Communications Unified Architecture (OPC UA) is a platform-independent 

protocol, enabling communication between systems in a manufacturing environment. OPC UA 

offers secure and reliable data exchange between systems, compatible with a wide range of 

operating systems and programming languages. 

 Message Queuing Telemetry Transport (MQTT) is referred to as a lightweight protocol created 

for the machine-to-machine communication in Internet of Things (IoT) environments, using a 

publish-subscribe model to enable systems to send and receive messages, supporting reliable 

and efficient data transfer even with low-bandwidth or unreliable network conditions. 

 Advanced Message Queuing Protocol (AMQP) is designed for message-oriented middleware 

environments, where applications must send and receive messages asynchronously. AMQP 

supports reliable message delivery, transactions, as well as other features, and is compatible 

with a wide range of messaging platforms and programming languages. 

 Constrained Application Protocol (CoAP) is a lightweight protocol specifically designed for 

IoT environments, incorporating systems with limited processing power or memory. For this 

task, the User Datagram Protocol (UDP) is utilized for data transfer, and other operations. 

 Data Distribution Service (DDS) is made for real-time, distributed systems, requiring high 

performance and reliability, using a publish-subscribe model to enable data sharing across 

systems, also supporting control over data delivery and quality of service. 

To provide a structured way to store, manage, and retrieve data generated by various sources, Data Bank 

Management System (DBMS) are imperative. Due to I 4.0, requirements for DBMSs have increased, 



 
State of the art, identified research gaps and resulting research questions 

7 
 

making efficient data management, real-time processing, advanced analytics, and high degree of 

connectivity and compatibility. Similar to protocols, the selection of a DBMS is highly dependent on 

the set requirements. Established DBMS and their respective capabilities in I 4.0 include [49–60]: 

 Relational DBMSs are the most commonly used type of DBMS in I 4.0, using a relational model 

to arrange data into tables, supporting Structured Query Language (SQL) for data querying and 

manipulation. Examples include MySQL, Oracle, SAP HANA, Microsoft SQL Server, 

PostgreSQL, and MariaDB. 

 Time Series DBMSs are designed to store and manage time-series data, e.g. data generated by 

sensors. Time Series DBMS is optimized for fast data processing and real-time processing. Time 

Series DBMSs examples are InfluxDB, TimescaleDB, and OpenTSDB. 

 Graph DBMSs are used to store and manage graph data, such as network and supply chain data, 

allowing complex data relationships to be easily queried and modeled. Examples are Neo4j, 

OrientDB, and ArangoDB. 

 Document DBMSs are utilized to store and manage unstructured or semi-structured data, such 

as JSON and XML data, enabling fast and flexible data modeling and querying. Examples of 

Document DBMSs are MongoDB, CouchDB, and RavenDB. 

 Object-Oriented DBMSs are designed to store and manage object-oriented data, such as object-

oriented programming language data structures, enabling efficient object storage and retrieval. 

Examples of Object-Oriented DBMSs include db4o and ObjectStore. 

Due to the interconnected and data-driven nature of the I 4.0 enabler technologies, cyber security plays 

and increasingly important role [61]. According to the NIST, cyber security can be defined as ‘the ability 

to protect or defend the use of cyberspace from cyber attacks’, whereas cyber attacks are ‘an attack, via 

cyberspace, targeting an enterprise’s use of cyberspace for the purpose of disrupting, disabling, 

destroying, or maliciously controlling a computing environment/infrastructure; or destroying the 

integrity of the data or stealing controlled information’ [40]. Concluding, cyber security is applied to 

protect information, software and hardware from misuse and unauthorized access. As concluded by 

Lezzi et al. [62], successful cyber attacks and the resulting unauthorized access can lead to the disclosure, 

disruption, modification or destruction of data or denial of service of networks and computers. As in 

case of a value chain, this could result in downtime or malfunctions and thus in delays in the entire value 

chain [33]. The volatility of the resilience of the entire value chain is higher as the resilience of the 

interconnection within all value chain entities, and thus just as strong as the weakest IT-secured entity 

within. In further consequence, this vulnerability could lead to trust issues of the individual participants 

of the value chain and thus also endanger transparency, being one of the major enablers in order to fully 

depict a digital value chain. As it is often the case, data resides in silos without being managed or 

analyzed for insights, e.g. in Enterprise Resource Planning (ERP) systems [63]. Therefore, relevant data 

has to identified and transparently shared throughout the entire product lifecycle, starting with the 

mining and production of the raw material to the end of the life cycle of the product [64]. As a 
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consequence, enterprises need to critically scrutinize key questions in terms of data governance in order 

to provide relevant data to the value chain and conversely reintegrate value chain inputs into the 

enterprise’s processes [65]. Consequently, the aspect of standardization of I 4.0 technologies and 

communication are a key aspect to support a holistic digital transformation. Therefore, a framework like 

Reference Architecture Model Industry 4.0 (RAMI 4.0) provides a structured approach for the 

implementation of I 4.0 technologies, specifying utilized assets along the product life cycle and value 

stream, hierarchy levels and layers (Figure 4) [3]. 

Therefore, the transparency and collaboration between the participants of a value chain to some extent 

requires (near) real-time monitoring [66]. A comprehensive and detailed view of the value chain has to 

be mapped, identifying all steps and interrelationships along the value chain [64]. As a result, a seamless 

and transparent data flow can be enabled, allowing an omnipresent real-time monitoring and a 

simultaneous data gathering of both processes and product, resulting in several practical beneficial 

implications for the application of AI, ML and QC [25,33,64,66].  

In combination with a control tower system, referring to a centralized platform that provides real-time 

visibility and control over a wide range of business operations, the enterprise-wide real-time monitoring 

enables end-to-end planning of processes, identification of disruptions, bottlenecks and potential threats 

to the supply chain, thus increasing the flexibility, efficiency and sustainability [64,66]. As stated by 

Lund et al. [64], General motors uses a real-time monitoring system to map the flow of products and 

processes, in order to take action in the case of disruptions, tracking affected products and preventing 

potential bottlenecks. For this purpose, Product Lifecycle Management (PLM) is an essential process, 

managing the entire lifecycle of a product, and improving product quality [67]. Despite the benefits 

PLM software offers, it may not always be applicable for manufacturing SMEs, concerning high costs 

and complexity in interplay with limited product range and quantity produced, resulting from the low-

volume high-complexity tasks. Nevertheless, manufacturing SMEs can adopt alternative software 

approaches such as Quality Management Systems (QMS), lean manufacturing, or agile manufacturing 

[68]. Despite PLM and QMS being different systems, QMS and the integrated QC processes can help 

to manage and improve the quality of products and processes, and serve as a cost-effective alternative 

software solution for SMEs. Since many manufacturing SMEs perform low-volume high-complexity 

tasks, the open-source approach enables high modularity and customization to the respective products 

and processes, resulting in higher flexibility and comparatively low costs, compared to commonly used 

PLM software. 

To support the monitoring, control and optimization of value and supply chains, simulations and other 

modeling approaches can be utilized. As aforementioned, simulations can be realized using a BBM, 

WBM and GBM approach. Furthermore, a differentiation depending on the automation of connectivity 

and thus data transfer between the physical and digital entity can be made, therefore referring to it as 

either a DM, DS or DT. In the field of manufacturing, simulations are utilized to validate and optimize 

products and processes, enabling cost reduction, quality improvements and thus waste reduction [1,13], 
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also incorporating real-time product data for value chain planning and optimization purposes [69,70]. 

Thus, simulations and analyses provide insights of potential static or dynamic choke points, bottlenecks 

and its root causes. Additionally, insights about correlations, dependencies and strategic decisions across 

the entire value chain can be incorporated to better manage and optimize the value chain [66]. 

Further technologies with value creating capabilities are AI and ML. In essence, AI can help increase 

the resilience and efficiency of a value chain with analytics-based forecasting, DT value chain 

simulations and optimization [66]. By utilizing sophisticated AI in a value chain, production planning 

can be optimized with AI-based transparent end-to-end planning, thus increasing the overall efficiency 

[66]. Furthermore, the evaluation of risks and uncertainties can be significantly increased, supporting 

real-time decision-making [66]. As a result of a holistic digital transformation and value chain 

transparency, the appropriate acting to unplanned events and changing circumstances can lead to the 

prevention of disruptions [66,71]. As stated by Bosche et al. [25], a technology company developed a 

QC system, using computer-vision technology, AI, robotics powered by CC, boosting the detection of 

defective products from 20% to over 99%. Henceforth, this advancement does not only improve the 

overall process and product quality, but also reduces downtimes and delays in the value chain [25].  

Enabled by the omnipresent real-time monitoring, the QC of the product undergoes a disruptive change. 

As classical QC approaches project the quality of an inspected sample onto the entire population of 

products, the real-time data enabled QC can evaluate the quality of every individual product [33]. The 

data of the simultaneous monitoring of product and process can be linked and evaluated for correlations 

and conclusions about quality can be derived [39,72]. For this purpose, machine vision in combination 

with AI and ML can be utilized to classify the quality of products, additionally implementing tracking  

technologies like bar codes or RFID [73]. By implication, root causes for non-compliance of the product 

quality can be identified. In conjunction with a high level of transparency, the entire value chain can be 

optimized by analyzing and reintegrating data from the entire life cycle of the product. The optimization 

also reduces waste, thus increasing the overall sustainability [1,33,39,73–75]. Fueled by the global 

impact of COVID-19 and the occurrence of further market volatilities, the improvement of the resilience 

of value chains as well as focusing on environmental footprint reduction has become increasingly 

important [64,76]. A holistic digital transformation has the potential to fulfill both of these goals. In the 

case of the heavy industry, it takes many processing steps of globally acting enterprises to produce a 

finished product [64]. As past years have shown, these GVCs, initially designed on overall cost 

effectiveness, impose increasing financial risk due to the current VUCA (Volatility, Uncertainty, 

Complexity, and Ambiguity) environment, for example the impact of the value chain problems in the 

semiconductor industry on the European automotive industry [77]. As evaluated by Lund et al. [64], 

disruptions due to cyber attacks lasting over a month are expected to occur every 3.7 years on average, 

whereby enterprises are estimated to lose 40% of a year’s profit every decade on average. Due to the 

highly connected nature of GVCs, changes regarding locations are often complex, as they can spawn 

thousands of enterprises under multifaceted geographical and economic circumstances e.g., access to 
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customer markets, customer relationships and specialization. In summary, the closest thought of 

relocation is associated with a number of complex factors and thus leads to the alternative of improving 

the resilience of GVCs. As stated by Camonita et al. [78], recent global developments, such as the 

Ukraine war, and business closures as a consequence of the pandemic can be seen as a strategic 

opportunity. Nevertheless, the associated considerable investments are a significant obstacle, 

compounded by high inflation and the European energy transition trough RED III. Necessary steps for 

building more resilient GVCs include improving transparency and risk management, including 

establishing redundancy in supplier networks, increasing stock inventory, creating backup production 

locations, improving the abilities to deal with shocks and recover from them, as well as other activities 

[64]. Another development in recent years was outlined by Lund et al. [31], revealing that output and 

trade increase in absolute terms, but the trade intensity in good-producing value chains decreases as data 

and service flow play an increasing role in today’s global economy.  Additionally, GVCs become more 

knowledge-intensive, whereas low-skill labor is in decline. In fact, global goods trade is not dominated 

by labor [31]. As stated by Lund et al. [31], this can be attributed to three factors. First, the growing 

demand of the developing world increases the consumption of the domestic production. Second and 

third being the trend of reshoring results in more domestic value chains reducing imports [31], being a 

consequence of the digital paradigm change and utilization of new technologies as result of I 4.0. Due 

to recurring disruptions in 2020, 76% of enterprises reinforced the application of digital network 

technologies [63]. 

The enterprises participating in GVCs can be divided into small, medium and large enterprises. As 

defined by the European Commission [79,80], these enterprises can be defined by their number of 

employees, and annual revenue or balance sheet total (Table 1). In Europe, SMEs make up a portion of 

99% of all enterprises contributing to over 50% of the added gross value in Europe [13,81]. Focusing 

on Austria, enterprises specialized on manufacturing represent 18.8% of the industry [82], whereby 

99.7% of these enterprises are SMEs [83]. 

 

Table 1. Definition of SMEs according to the European Commission [79,80]. 

Category Number of employees [-] Annual revenue [€] Balance sheet total [€] 

Medium enterprise < 250 ≤ 50 M ≤ 43 M 

Small enterprise < 50 ≤ 10 M ≤ 10 M 

 

Historically, new technologies open up new opportunities, impose new challenges and promise benefits 

and advantages but also imply new threats, also applying to the heavy industry. According to Behrendt 

et al. [2], over 70% of enterprises struggle with implementing and scaling digitalization technologies 

and thus sustainable improvements. The digital transformation of enterprises and value chains is a 

multifaceted challenge, implying not only technical but also socio-economic changes. Research by Forth 

et al. [84] of 70 leading enterprises has shown, that 70% of all digital transformation did not fulfil their 
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individual set objectives, pointing out the importance of technology but also of the socioeconomic 

aspects. Thereof, 26% of enterprises fulfilled less than 50% of their objectives. Doing a little better, 44% 

of these enterprises did not fulfil their objectives, not creating long-term changes. In contrast, the 

successful 30% of enterprises either met or exceeded the objectives, creating sustainable and lasting 

changes (Figure 1). These successful digital transformations resulted in an average of 66% more value 

and an improvement of corporate capabilities by 82%. Furthermore, objectives were met 120% more 

frequently. Nevertheless, 80% of enterprises are planning to accelerate their digital transformation, 

pointing out the evidence of improvement of performance and competitive advantage [84]. Hereby, the 

short term benefits of a digital transformation include improvement of productivity and customer 

experiences, the medium term benefits open up business model innovation and thus growth 

opportunities, whereas the long term benefits is the mastering continuous innovation [84]. 

 

 

Fig. 1. Share of digital transformations creating no sustainable change (Woe), only limited long-term change 

(Worry) or sustainable change (Win) [84,85] 

 

To successfully implement and operationalize these new technologies and support a successful digital 

transformation, a resilient and appropriate foundation has to be built to meet the new requirements. 

Serving as the foundation of I 4.0, the necessary ICT infrastructure has to be implemented in order to 

be able to participate in digital value chains and remain economically competitive [84]. ICT has already 

shown lasting effects in the past decades, but the impact of I 4.0 is estimated to be more complex [31]. 

As stated by Lund et al. [31], one major impact will be the reduction of transaction costs, supporting 

logistics, transportation and financing, thus increasing trade in services and goods. The second and third 

impact will concern production processes and products, due to utilization of the I 4.0 enabler 

technologies in combination with automation technology [31]. Leading enterprises have already at least 

partially started to upgrade existing infrastructure allowing the implementation of these new 
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technologies such as IIoT, CC and CPPS [76,84,86]. Through the utilization of I 4.0 technologies, a 

general improvement of the flexibility, agility, efficiency, optimization, modularity and sustainability 

of the respective enterprise and value chain is expected [38,87,88]. Although the term I 4.0 was already 

established in 2011, especially SMEs struggle with the implementation and application of I 4.0 

technologies but steadily increase digitalization efforts [13,38,73,89]. According to Matt et al. and 

Müller et al. [13,90], this struggle is a result of a limited availability of resources, unclear strategies and 

insufficient access to external knowledge. Despite these difficulties a global study by McKinsey [91] 

surveyed 36 manufacturing companies about the impact of I 4.0 on their business. Highlight impacts 

include a reduction in resource consumption by more than a third while tripling throughput. Others 

increasing efficiency by more than 10%, reducing CO2 emissions by 50%, and increasing quality by 

300% while reducing costs by 20%. 

Serving as nerve center of the networked digital industry, the IIoT is a highly scalable value-creating 

technology that is imperative for every digital transformation. By implementing resilient IIoT objects, 

all connected entities, such as CPPSs but also customers, are enabled to communicate near real-time, 

making a sufficient broadband network imperative [2]. This kind of networking is expected to deliver 

improvements in performance, flexibility, customer experience and to the reaction of shocks originating 

from GVCs [2]. Through the application of the 5G or 6G broadband network, data can be transferred at 

high speeds with low latency, enabling the further utilization of CC, Big Data, AI, ML and sophisticated 

simulations [2,36,92,93]. The access and computing resources to CC has been significantly improved in 

recent years, whereby the processing costs have decreased, facilitating the application for SMEs [2]. 

This is particularly favorable for SMEs with lower financial resources, as many CC companies offer 

different payment models and services. For instance, utilized computing resources can be paid on 

demand and thus, surplus financial resources can be used in other projects [94]. A global study 

conducted by Brinda et al. [94], revealed that enterprises that successfully adopted CC approached for 

things differently than their peers. First, successful adopters managed and analyzed data for insights, 

thus driving improvements. Second and third, the reduction of assets and the outsourcing through 

partnerships serves as a scaler, moving the scalability from production to connection. In essence, the 

outsourcing of capabilities to collaborates enables faster scaling and is financial more beneficial than 

internal development. Fourth, the investment in tech talent helped them to develop the further potential 

of CC [94].  

In order to gather and analyze data using CC, entities like shop floor CPPSs have to be connected through 

the IIoT. Depending on the field of application and enterprise, these CPPSs can be state of the art 

machines with integrated Programmable Logic Controllers (PLCs) or Data Acquisition Systems (DAQs) 

or old machines without any sensors or DAQ. Especially in SMEs in the manufacturing industry, old 

machines are common and due to the great substance of these old machines, a retrofitting following a 

brownfield approach can be highly applicable. Furthermore, the investment in new state of the art 

machines can pose as a major financial obstacle for SMEs because of high investment costs. In order to 
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enable a holistic connection of CPPSs through the IIoT, the following aspects should be specified 

beforehand implementing them in the IIoT. First, the identification and specification of required value-

creating data of the respective CPPS. Hereby, the necessary data has to be specified and documented in 

terms of data type, format, unit, range and frequency and use, keeping the machine’s physics, expected 

outcome and added value in mind [2,17]. Second, the data of CPPSs, especially of those with integrated 

PLCs, often are not public available because of proprietary systems. As a result of the previously 

specified required data from the CPPS, suitable technology such as sensors can selected and retrofitted, 

thus providing the required data [2]. Third, attention should be paid to the resilience of the system with 

respect to the retrofitted components, considering the environmental conditions, ease of implementation, 

reliability and sustainability of the solution [2,17]. According to Lerch et al. [89], Cyber Physical System 

(CPS) technologies achieved the lowest growth rates in recent years, thus posing as one of the major 

obstacles of a holistic digital transformation. 

Following the automation paradigm of the third industrial revolution in combination with new data-

driven solutions, more process automation is enabled. Moving away from the static programming of 

PLCs to a more agile data-driven and rule-based approach, improvements in labor and quality are 

expected, additionally reducing conversion costs by up to 25% [4]. In the manufacturing industry, 64% 

of all work activities could be automated, having 33% more automation potential in comparison to other 

sectors [5,31]. According to a study by Berruti et al  [5], more enterprises are making process automation 

a strategic priority, whereby 61% have met their automation targets. Hereby, 72% of these defined 

process automation as one the highest strategic priorities [5]. Furthermore, a study by Doddapaneni et 

al. [95] concluded that 86% of employees welcome the automation process, including smart robotics, 

whereby only 14% of employees had the opportunity to engage with it. Furthermore, the incorporation 

of user-friendly cognitive automation tools, AI and ML promise further potential in automating manual 

labor and improving efficiency [95]. 

The implementation of these technologies provides considerable amounts of data ready to be analyzed 

and drawn insights from. By outsourcing the computing resources to CC providers, AI and ML can 

provide further advantages. A study conducted by Brinda et al. [94] revealed the increasing use of CC 

for AI purposes, stating that 15% of today’s CC resources are used for AI computing, increasing to 30% 

by 2025. It is estimated that by 2025, CC based AI will be distributed into 20% vision, 18% natural-

language processing, 16% recommendation, 12% intelligent search, 8% cognitive decision and security, 

7% optimization engines, 6% automated generators and 14% other applications [94]. 

A study by Berruti et al. [5] surveyed 793 enterprises regarding the deployment of orchestration and 

task automation, analytics and decision automation, digitization and process insights. Concerning 

orchestration and task automation, 57% deployed business-process and/or case-management platforms 

and 44% utilized assisted or unassisted robotic process automation. Regarding analytics and decision-

making, 36% already used ML algorithms. Belonging to digitization, 37% utilized image-recognition 

tools. Furthermore, 32% applied process mining and documentation tools for process insights [5]. 
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Another important step towards a holistic digital transformation is transparent design of value chains. 

Here, the hurdles lie in transparency and standardization. As aforementioned, transparency and 

standardization is required in order to conduct a holistic digital transformation of a value chain, including 

the deconstruction of data silos, data governance and multinational legal aspects. Thus, the cross-border 

data flow enables, enhances and simplifies the cooperation between value chain participants. In fact, the 

globally used cross-border bandwidth has increased by about 1480% from 2005 to 2017, partially 

reflecting the cross-border interaction of enterprises [31].  

Due to the high degree of networking, the vulnerability to cyber attacks increases, making cyber security 

imperative in order to build a resilient value chain. The awareness of the importance of strong cyber 

security is reflected in a study of Buehler et al. [61], showing that the number one priority for acquiring 

IoT products is cyber security, closely followed by reliability.  

In order to withstand cyber attacks, accommodate dynamically changing conditions and thus prevent 

disruptions, resilience is imperative for a well working digital value chain [66]. Hereby, the challenges 

of building resilience in a value chain are the identification of static and time-variable constraints, the 

specification of the optimal value chain setup and capacity scheduling, and thus the evaluation of the 

ideal production strategy [66]. Furthermore, the identification of vulnerabilities to cyber attacks and 

shocks poses as a cyclical challenge [66]. As stated by Dilda et al. [66], the successful and resilient 

digital transformation is estimated to result in an increase of two to five percent of earnings before 

interest, taxes, depreciation, and amortization (EBITDA). 

In addition to technological changes and corresponding restructuring, the same applies to the 

organization and business side of the enterprises. Focusing on the business side, use cases of the 

application have to be identified, mapped out, prioritized and implemented across all locations [76]. 

Furthermore, the necessary values and Key Performance Indicators (KPIs) are defined, also considering 

the monitoring of such for continuous improvement [2]. On the other hand, the organization side has to 

define the target value of the digital transformation with respective KPIs. Additionally, the way of 

working has to be rebuild in an interdisciplinary and skill orientated way [2,76]. According to Lerch et 

al. [96], 59% of survey enterprises reorganizations of production during the lockdown, whereby 

additional 18% plan to rebuild their supply chain. A survey conducted by Schatteman et al. [63] revealed 

that the second biggest obstacle in the way of a digital transformation is legacy supply chain architecture, 

which also concerns the Manufacturing Execution System (MES) and ERP systems, urging the 

harmonization of proprietary systems [63]. Moreover, providers of such systems like Oracle and SAP 

will discontinue support for outdated systems [63]. As a result, data management and reconstruction of 

outdated MES and ERP system and its respective legacy suboptimizations pose as a major obstacle for 

many enterprises, preventing the beneficial aspect of dynamically responding to changing conditions. 

More than one-third of enterprises are not able to provide real-time data of their supply chain, imperative 

for the digital value chain. As aforementioned, the redefinition of the way of working as a result of the 
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new technologies like CPPS, AI and automation enhances efficiency and quality while reducing the 

contribution of labor to the overall costs [31].  

Other reasons for the reshoring of production beside COVID-19 include the decreasing importance of 

labor costs due to the advancement of I 4.0  and the shift from material to intangible assets [31,97]. 

Hindering aspects concern the highly specialized nature of specific value chains that have developed in 

specific locations with its own ecosystems, making relocation complicated and costly [64]. As stated by 

Lund et al. [31], the reshoring favors nations with advanced economics, innovation ecosystems, lucrative 

consumer markets and skilled workforces. Given the premises of lean and just-in-time production, the 

regionalization enables better interaction between value chains participants and accelerates the speed to 

market of production [31]. Another benefit lies in the export of good, whereby Lerch et al. [98] 

concluded the higher export of complex products without correlation to production volume, thus 

favoring specialized manufacturing enterprises with skilled workforces. Further concluded by Lerch et 

al. [98], the resulting profits from higher exports allow higher investments in innovations. Thus, the 

combination of focused domestic production and digitalization strengthens the domestic production and 

creates the capabilities for new products for export [98]. On the other hand, the reshoring and the greater 

reliance on domestic production makes value chains more vulnerable to shocks of domestic origin, thus 

highlighting the importance of resilience [97]. Therefore, the building of redundancy in the form of 

backup locations poses as another aspect to consider, as done by Henkel [76]. A study by Lerch et al. 

[98] revealed that 12% of all industrial enterprises in Germany have at least one non-domestic 

production site, whereby 6% of all industrial enterprises in Germany even have non-domestic Research 

and Development (R&D) locations. In conclusion, the reshoring and digital transformation implies the 

need in the heavy industry for high skilled and knowledge-intensive labor, why it is necessary to focus 

on people, especially on tech talent, and thus on intangible assets. 

Besides the technologies, tech talent is high on the agenda in order to implement new systems and keep 

them running [76,84]. In fact, 90% of enterprises plan to invest in tech talent [73]. A study conducted 

by Brinda et al. [94] reflects the demand of specific knowledge-intensive skills and tech talent. Thereby, 

job posting in the USA with the demand of specific skills from 2015 to 2019 increased by 69% for 

software engineering, 167% for data science, 417% for ML and 443% for DevOps [94]. Recognizing 

this, the approach of Henkel for a sustainable digital change sees the people as one of three enablers, 

besides flexibility of production and redundancy [76].  As stated by Sänger et al. [76], enterprises have 

to invest in their employees, building the right mindset and skills to sense disruptions and how to react 

and adjust accordingly [76]. Henceforth, commitment from the management is imperative, empowering 

local teams and tech talents [76]. Factors that inhibit progress are the fear of job loss as a result of 

automation and new technologies as well as a lack of confidence in employees [95]. As aforementioned, 

86% of employees welcome the automation process, but struggle to identify automation potential in 

their daily work [95]. Therefore, enterprises are obligated to frequently educate and train employees in 

order to familiarize them with new technologies and create mutual benefits [5,95]. An estimation by 
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Behrendt et al. [2] concluded, that employees in the manufacturing industry need 15-20% hiring, 10-

15% reskilling, 50-65% training and only 10-25% none of the previously stated actions, although the 

current tech layoff challenges this estimation. 

Furthermore, global trade through GVCs is increasingly shifting towards intangible assets [32]. These 

intangibles include intellectual property such as patents, software, databases and product design [32,99].  

As forecasted by Berruti et al. [5], the need for low skill manual labor will decline by about 30% in 

Europe and the USA over the next decade. On the other hand, technological skills like programming 

will be increasingly demanded by over 50% and complex cognitive skills by over 33% [5]. Furthermore, 

skills regarding high emotional intelligence including leadership and entrepreneurship are expected to 

increase by over 30% [5]. Additional developments are the trade intensity of good-producing value 

chains and the increasing importance of services, outgrowing goods from 60-300% depending on the 

sector [31]. A study conducted by Hasan et al. [100] revealed a correlation between the investment in 

intangibles and Gross Value Added (GVA), an economical metric measuring the contribution of an 

enterprise or municipality to sector or economy. Based on their main competitive advantages, four 

sectors were classified: “(1) innovation-driven services such as ICT, (2) knowledge-intensive services, 

such as finance and insurance, and professional services; (3) labor-intensive services, such as wholesale 

trade, transportation and warehousing, accommodation and food services, construction, and 

healthcare; and (4) resource-intensive goods such as mining, manufacturing and utilities” [100]. The 

study revealed a general correlation between investment in intangibles and GVA growth, whereby the 

manufacturing sector with an average investment of 15.3% of its GVA only achieved 0.4-1.4% GVA 

growth per year, which is comparably low to other sectors given the relatively high investment [100]. 

The reason behind this are the high investment costs in R&D for product development, posing as sunken 

costs [100]. Nevertheless, top growers in the comparably slow growing manufacturing industry 

outperform the sector by investing 3.2 times more in intangibles, also diversifying their business and 

focusing in improvements of productivity [100]. This claim is also supported by Roth et al. and Thum-

Thysen et al. [101,102], concluding a significant positive relationship between the investment in 

intangibles and labor productivity growth, being a key component of GVA. This correlation is also 

observed by Gumbau-Albert et al. [103], however it is suggest that this relationship may be stronger or 

weaker depending on the type of intangible investment. Concluding, future competitive advantages for 

manufacturers are likely to result from the incorporation of software and automation of the product, 

customizable or tailor-made customer solutions and monetization [1].  This correlation between 

investment in intangible assets and GVA could be positively influenced by the successful 

implementation of I 4.0 in several ways. First, the enabled data collection from various sources can be 

used to gain insights about the impact of intangible assets on GVA, enabling the optimization of 

intangibles investment strategies, consequently increasing GVA. By utilizing technologies as AI and 

predictive maintenance, efficiency and productivity increases while simultaneously increasing output 

and reducing resource consumption, resulting in a higher GVA. Similarly, R&D also benefits from the 
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utilization of these technologies, leading to a reduction of development times, and a decrease of R&D 

costs, which are very high especially in the manufacturing industry [100]. Consequently, the necessary 

investment costs in intangible assets are reduced while at the same time GVA increases. 

 

 

Fig. 2. Comparison of the GVA growth of different sectors in dependency of their percentage GVA investment in 

intangibles [100,104]. 

 

Visualized in Figure 2, Cayler et al. [105] identified eight value driving levers and their quantitative 

benefits. By leveraging I 4.0, optimized resource utilization and improved processes can lead to 

increased efficiency, increased productivity, and reduced costs. This is possible through the digital value 

chain and omnipresent monitoring, which enables situational appropriate behavior and adaptation, all 

under the supervision of superordinate MES and ERP systems. Furthermore, real-time monitoring and 

predictive maintenance, are a key factor to maximize asset utilization, leading to reduced downtime and 

increased productivity by taking advantage of the benefits of a digital value chain and interconnected 

CPPSs, enabling situationally appropriate action-taking and thus increasing the overall flexibility. By 

supporting HMI with CPPSs by incorporating GUIs, AI, ML and other cooperative elements, the 

decision-making process on the store floor can be significantly enhanced, increasing labor productivity 
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and higher job satisfaction. Furthermore, repetitive labor can be automated, resulting in the elimination 

of isolated data silos and the digitalization of knowledge. Henceforth, the digital value chain enables the 

inventory optimization, due to omnipresent real-time monitoring and analysis, resulting in reduced 

shipping costs and improved cash flow. The same implications apply to quality, reducing costs by 

detecting product defects and additionally increasing customer satisfaction. Furthermore, real-time 

tracking, analytics, and demand forecasting can enhance supply chain efficiency by aligning supply and 

demand, leading to faster delivery times, lower expenses, and higher levels of customer contentment. 

As a consequence of the enhanced collaboration, the time to market can be reduced, driving innovation 

and competitiveness. Considering the customer, service and after-sales support can be optimized, 

building stronger relationships with their customers and differentiate their business from competitors. 

Through the application of predictive maintenance and condition monitoring, data from the entire 

lifecycle of the product can be gathered and analyzed for optimization purposes, in further consequence 

increasing the effectiveness of resource utilization and sustainability. 

In essence, I 4.0 can help SMEs to become more efficient, competitive, sustainable and customer-

focused. Real-time monitoring and predictive maintenance can help SMEs to maximize the utilization 

of their assets and reduce downtime, consequently leading to increased productivity and profitability. 

Similarly, data analytics and automation can help SMEs to optimize their processes and reduce costs, 

while improving product quality and customer service. However, SMEs are facing several obstacles and 

potential risks associated with the digital transformation. One of the biggest challenges is the cost and 

complexity of implementing I 4.0 technologies, particularly for businesses with limited resources. 

Further obstacles arise in terms of data security and privacy, as well as the need to upskill their workforce 

to effectively use and manage these technologies. Additionally, big enterprises with more resources 

could take more advantage of the benefits of I 4.0, intensifying existing inequalities in the market.   

Regardless of enterprise size and industry, and the potential benefits and risks associated with I 4.0, the 

digital transformation of businesses and industry will continue. SMEs that are able to effectively 

leverage I 4.0 will be able to compete in the increasingly digital and connected global economy. 

However, it is imperative to carefully consider associated risks and costs, to invest in the necessary 

infrastructure, skills, and capabilities to fully realize and leverage the I 4.0 potential. 
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Fig. 3. The eight main value drivers of Industry 4.0 and their benefits according to [105,106]. 

 

Following the global disruptions and climate change, GVCs and thus the entire industry are undergoing 

an additional paradigm shift towards sustainability, as customers also demand sustainable products 

[1,107]. As a result, enterprises are rebuilding their supply chains and footprints and develop 

environmental sustainable capabilities in order to stay competitive [1,76,107]. Therefore, a holistic 

sustainable transformation is imperative to ensure both effectiveness and sustainability [108]. As 

proposed by Jawahir et al. [109], the sustainable impact on value creation can be observed on the 

product, process and system level. Therefore, all value-creating manufacturing processes and lifecycle 

steps of the product have to be considered, following the 6R concept of Reduce, Reuse, Recycle, 

Redesign, Recover and Remanufacture [110,111]. As concluded in [33], the utilization of I 4.0 
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technologies and the resulting omnipresent real-time QC helps optimizing processes and products and 

thus in a reduction of costs, waste, emissions and use of resources [8,75,112–116]. As another result of 

the sustainable paradigm change, enterprises have to reevaluate their business models, considering a 

more sustainable and customer-driven rather than purely product-oriented approach [1,81]. Furthermore, 

the rethinking of the business model and strategy enables the entry in a faster growing market with 

higher margins [1]. In terms of a green footprint, most enterprises pursue the goal of reducing their 

Scope 1 and Scope 2 emissions and meeting their net-zero goals, rebuilding production and supply chain 

[1,117]. Hereby, the term Scope 1 refers to direct emissions due to production, whereas Scope 2 refers 

to indirect emissions due to energy consumption. Additionally, Scope 3 describes the all remaining 

indirect emissions originating along the value chain [1]. From this, the idea of a circular economy and 

zero waste manufacturing manifested [1]. For example, the elevator manufacturer Kone recycles 94% 

of the production waste and uses 90% recycled metals and other materials for its products. Furthermore, 

the product and processes optimization using I 4.0 technologies and green energy resulted in 70% energy 

savings in elevator system and the enterprise estimates to produce zero waste by 2023 [1]. 

As shown in Figure 3, one of the main I 4.0 value drivers is resources and process, incorporating smart 

energy consumption. Since the manufacturing industry is very resource intensive, thus also concerning 

energy consumption, the entire industry is heavily affected by increasing energy prices. Additionally, 

the green energy transformation has become a significant cost driver for the heavy industry since 2022, 

requiring significant investments in renewable energy infrastructure, and also increasing the cost of 

electricity. Driven by global efforts to reduce carbon emissions, the European Union's Directorate-

General for Climate Action (DG CLIMA) requires EU states to increase their use of renewable energy 

sources to at least 32%, an energy efficiency improvement of at least 32.5%, and a reduction of 

greenhouse gas emission of at least 40% by 2030 [118]. Consequently, the heavy industry has to 

drastically adapt, shifting from traditional fossil energy sources to renewable energy sources, facing 

significant costs associated with the implementation of renewable energy infrastructure and purchase of 

green electricity. Especially for companies with high energy demands, such as automotive Original 

Equipment Manufacturers (OEMs), the costs for the green energy transformation are particularly high. 

Additionally, customers of OEMs increasingly demand sustainable operations, making it imperative to 

shift towards renewable energy and green electricity to remain economically competitive. As a personal 

hypothesis, I 4.0 will play a significant role in helping the heavy industry transition to green energy 

sources and reduce their energy costs. By successfully utilizing I 4.0, for instance by adapting production 

plans depending on the current cost of electricity, reducing the electricity consumption while also 

increasing flexibility, will be a key factor to achieve sustainability goals and at the same time remain 

economically competitive. 
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The state-of-the-art literature review in this thesis and Publication 1 (A 1) led to the identification of I 

4.0 and digital value chain enabler technologies and has factually demonstrated its possibilities, 

opportunities and threats. Based on the fact, that SMEs contribute to 99.7% of all Austrian 

manufacturing enterprises [83], it is highly likely that at least one SME is incorporated in a domestic or 

global value chain. Therefore, the incorporation of SMEs in value chains as a result of a holistic 

standardized digital transformation is imperative for a digital value chain to fully leverage I 4.0. Outlined 

in Publication 3 (A 3), the project MUL 4.0 maps a value chain composed of multiple geographically 

separated SMEs, aiming to depict the current situation and conditions in the heavy industry. Given the 

subject and location of this project, a study conducted by Ralph et al. [119] evaluated the degree of 

digitalization in the Austrian metal forming industry, coming to following conclusion: 

 Big Data and IIoT are hardly applied 

 CC is not heavily utilized 

 Simulations like FEA are utilized, but rarely integrated in superordinate layers 

 Management and technicians welcome and support the digital transformation 

Consequently, the following research question and corresponding subquestions can be derived from the 

literature study in order to support the holistic implementation of I 4.0 technology and thus enable the 

digital transformation of a value chain: 

 

I. How can a holistic digitalization be executed under special consideration of SMEs?  

a) What is the state of the art in SMEs regarding digital maturity? 

b) What are the limitations of open-source software in the context of an industrial application?  

c) How can real-physical interrelationships and data-driven correlations be used in an Industry 4.0 

environment (e.g. FEA, especially within SMEs)?  

d) How must SME specific digitalization solutions build up to ensure compatibility within a value 

chain? 

 

(I) is a conclusion due to the high share of SMEs in the manufacturing industry and the author’s practical 

experience in this industry and its digitalization issues. The initial step to answer (I), is to evaluate the 

state of the art of I 4.0, the respective enabler technologies, and consequently the obstacles that 

complicate the implementation in subquestion (a). Concerning the previously outlined limitations of 

SMEs, subquestion (b) aims to point out the possibilities and limitations of open-source software, 

focusing on low-cost but resilient design, simple modification and training in order to prevent 

proprietary solutions. Subsequently, (c) points out the applications of different modeling approaches in 

the manufacturing industry, focusing on the practical application and implementation of the models. As 

a result of the subquestion (a), (b) and (c), (d) concludes insights gained to answer the question of how 

to holistically implement I 4.0 enabler technologies in the context of manufacturing SMEs. 
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3. Methodological approach 
 

For this thesis, a multiple methods approach was deemed suitable, considering the interdisciplinarity of 

the subject [120]. Serving as the initial step, a quantitative and qualitative literature study was conducted. 

Based on the findings of the literature study and the respective state of the art, case studies were designed 

and concretized, resulting in the identified research gaps, which were eventually essentialized and 

transformed into the research questions.  

The research question “How can a holistic digitalization be executed under special consideration of 

SMEs?” can be divided into the corresponding subquestions, presented in the following subsections: 

 

3.1. Answering research question (a): Methodology and contribution 

 

To answer research question (a) regarding the state of the art of I 4.0 technologies in SMEs, a literature 

study was conducted, identifying the I 4.0 enabler technologies and resulting implications in the first 

case study and further practical implications on QC in the second case study. Consequently, the gained 

insights can be applied within the framework of the MUL 4.0 project, enabling further concretization of 

the project scope, which is the digitalization of various aggregates and machines along the defined value 

chain. The investigated aspects are addressed in Table 2. 

 

Table 2. Contributions to answer (a). 

No. Case study Adressed issues Corresponding 

publications 

3.1.1 Identification and evaluation of 

Industry 4.0 enabler technologies 

Identification, definition and 

evaluation of I 4.0 enabler 

technologies; Introduction of a 

framework for standardized 

implementation of a digitalized 

value chain with focus on SMEs; 

Elaboration of MUL 4.0 in the 

context of the framework 

 

A 1 

 

3.1.2 Practical implications of Industry 

4.0 enabler technologies on 

Quality Control 

Differentiation of traditional QC 

and QC in the context of I 4.0; 

Identification of potential 

applications, opportunities, and 

challenges for QC for the 

A 2 
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application of I 4.0 enabler 

technologies and digitalized value 

chains 

 

3.1.3 MUL 4.0: Systematic 

digitalization of a value chain – 

from raw material to recycling 

Design of a value chain; 

Concretization of project scope, 

machines and aggregates; 

Specification of interconnections 

of several value chain participants 

 

A 3 

 

3.1.1.  Identification and evaluation of Industry 4.0 enabler technologies 

In this literature study, the enabler technologies of I 4.0 were identified and further concretized, coming 

to the result presented in section 2. In summary, suitable ICT infrastructure, IIoT, CPPS, CC, DM, DS, 

DT, AI, ML, Big Data, and Cyber Security were identified as enabler technologies, allowing the 

implementation of Smart Factories and a digital value chain. As a result of the networked nature of I 

4.0, a suitable framework for the structured integration of all entities along the entire value chain must 

be implemented to ensure uniform and standardized technical communication. For this purpose, the 

Reference Architecture Model Industry 4.0 (RAMI 4.0) was highlighted and further elaborated in the 

context of MUL 4.0, concretizing the RAMI 4.0 layer fragments along the Life Cycle & Value Stream, 

Hierarchy Levels and Layers (Figure 4). Furthermore, a case study and a correlating framework for the 

digitalization and development of a metal processing value chain for SMEs was introduced. [3] 
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Fig. 4. RAMI 4.0 as a framework for the structured integration and standardized communication between entities 

of a value chain [3]. 
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For the practical application and networking of value chain participants of MUL 4.0, the Layer 2 

production network was designed, developed and implemented, as shown in Figure 5.  

 

 

Fig. 5. Schematic of the MUL 4.0 production network [3] 

 

3.1.2. Practical implications of Industry 4.0 enabler technologies on Quality Control 

In this literature study, the practical implications of I 4.0 on QC were highlighted. In comparison to 

traditional QC approaches, the high degree of digital data transfer between the individual entities and 

process steps, and the superordinate data integration in a digitalized value chain, an omnipresent 

monitoring of product and process is enabled, establishing the term Quality 4.0. In addition to the goals 

of increasing efficiency and productivity, the interaction between humans and product is also taken into 

consideration, to collect data of the product along the entire life cycle and value stream, enabling a more 

holistic data gathering and optimization. This holistic approach of process and product optimization can 

be used to identify sources of error and optimize the value chain, ultimately leading to waste reduction 

and higher sustainability in the manufacturing industry [33]. In conclusion, the importance and 

potentials of new QC approaches for the manufacturing industry were outlined, leading to two newly 

developed approaches, presented in the publications A 8 and A 9. 

 

3.1.3. MUL 4.0: Systematic digitalization of a value chain – from raw material to recycling 

The MUL 4.0 project was initialized as an interdisciplinary digitalization project, incorporating different 

academic chairs at the Montanuniversität Leoben (MUL). In this cooperation, the Chair of Metal 
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Forming (MF), Chair of Non-Ferrous Metallurgy (NFM), Chair of Industrial Logistics (IL), and the 

Institute of Mechanics (M) are involved, depicting a value chain representative for the manufacturing 

industry. Hereby, each chair can be considered as an SME (Table 1) in geographically separated 

locations and technically different fields, showcasing a low digital maturity, representative for the 

situation in the manufacturing industry [3,121,122]. The circular value chain is initiated at the NFM 

with the casting of aluminum alloy using a Finite Volume Analysis (FVA) supported continuous caster, 

as shown in Figure 6. Subsequently, the cast is cut into specimens, which are subsequently transported 

to the MF for metal forming processes and QC. At the MF, the specimens can undergo different cold or 

hot forming processing steps, including rolling with a rolling mill, and upsetting with a hydraulic press, 

as well as QC. For the process simulation, different modeling approaches were implemented at the MF 

with the support of M, as elaborated in the respective publications. To conclude the circular value chain, 

the specimens are remelted at the NFM. For the logistics, the IL was tasked to implement a specimen 

tracking system as well as implementing a logistics DT. For the proof of practical applicability, the 

machines and aggregates to be digitalized at the MF show close resemblance to the situation of SMEs 

in the manufacturing industry, lacking I 4.0 compatible technologies. For the brownfield digitalization 

approach, the initial setup was analyzed and relevant parameters determined, in order to choose suitable 

sensors and DAQs, allowing the integration of resulting the CPPSs into a superordinate production 

network (Figure 5). Consequently, the integration of the CPPSs into the production network enables the 

data storage in a database, data sharing, and visualization using GUIs. [121] 
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Fig. 6. Schematic value chain and interconnectivity of physical and functional domains of the MUL 4.0 project 

[121]. 
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3.2. Answering research question (b): Methodology and contribution 

 

To answer research question (b) concerning the limitations of open-source software in the context of an 

industrial application, five practical case studies were conducted. Hereby, the case studies used open-

source software for applications gaining more importance in a digital manufacturing environment, 

including data analysis, data integration, algorithms, condition monitoring, ML, and the interaction with 

proprietary software. The contributions made to answer (b) are summarized in Table 3.  

 

Table 3. Contributions to answer (b). 

No. Case study Adressed issues Corresponding 

publications 

3.2.1 Implementation of a Six‐Layer 

Smart Factory Architecture 

Implementation of a low-cost layer 

architecture approach for a metal 

forming smart factory; Integration 

of a condition monitoring system 

and interactive project 

management tool; Integration of 

different DAQ systems into a 

superordinate low-cost main 

processing layer; Implementation 

of open-source MySQL database 

 

A 4 

3.2.2 Transformation of a rolling mill 

into a CPPS with special focus on 

the application of open-source 

software 

Implementation of resilient low-

cost WAGO DAQ; Development 

of an open-source data analysis 

algorithm using supervised ML; 

Integration into layer architecture; 

Development of user-centered 

front-end GUI to support decision-

making process 

 

A 5 

3.2.3 Transformation of a hydraulic 

press and furnaces into a CPPS 

with special focus on the 

application of open-source 

software 

Implementation of resilient low-

cost RevPi DAQ; Development 

and implementation of a 

modifiable automated process 

simulation and data analysis 

A 6 
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algorithm simulation using Python 

and Abaqus; Integration of an 

open-source condition monitoring 

system; Integration into production 

network; Development of user-

centered front-end GUI to support 

decision-making process 

 

3.2.4 Development of an open-source 

machine learning algorithm for the 

prediction of stresses for the shot 

peening process 

Development of a modifiable 

automated process simulation 

using Python and Abaqus; 

Development of an open-source 

data analysis algorithm using 

supervised ML; Development of 

user-centered front-end GUI to 

support decision-making process 

 

A 7 

 

3.2.5 Development of an open-source 

approach for the synchronization 

of two proprietary systems to 

correlate anisotropy and electrical 

resistivity of rolled aluminum 

 

Development of an open-source 

data analysis algorithm 

synchronizing time series data of 

two proprietary systems 

 

A 8 

 

3.2.1. Implementation of a Six‐Layer Smart Factory Architecture 

As a predecessor of MUL 4.0, a six-layer architecture was implemented at the MF, serving as the base 

of a metal forming smart factory (Figure 7). On the machine layer, three machines were digitalized using 

a brownfield approach, implementing resilient low-cost sensors and DAQs. First, a proprietary CNC 

lathe was equipped with a three-phase current transducer and a Structured Text (ST) based WAGO DAQ 

system, publishing data in-situ into a GUI, visualizing data and system related information for the front-

end user (Figure 8). Furthermore, the data is published on the preprocessing layer, from which the open-

source software Python analyzes available data and publishes obtained information in another Python 

GUI and on the main processing layer (Figure 7). Second, the rolling mill at the MF was implemented 

into the layer architecture, which will be elaborated in section 3.2.2. Additionally, a Gleeble 3800 

thermal mechanical simulator at the MF was implemented into the layer architecture, using iba hardware 

and software, following a similar principle as the brownfield approach applied at the CNC lathe, 

elaborated in section 3.4.2. Consequently, the processed data is stored in an open-source MySQL DBMS 
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and integrated into the superordinate project management (PM) layers for the implemented open-source 

Hypertext Preprocessor (PHP) PM tool. This PM tool was deployed at the MF, requiring a user login in 

order to restrict unauthorized access and enhance data security. Within this case study, the possibilities 

of the integration of resilient low-cost hardware and software was highlighted, proofing the applicability 

of non-proprietary open-source software in a metal forming smart factory, showcasing the scalability of 

such solutions. 

 

 

Fig. 7. Six Layer Architecture with respective layers and nodes [123]. 
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Fig. 8. WAGO GUI of the CNC-lathe, visualizing machining hours (top) and the subordinate electrical 

measurement GUI (bottom). 

 

3.2.2. Transformation of a rolling mill into a Cyber Physical Production System with special 

focus on the application of open-source software 

To proof the scalability of the layer architecture presented in section 3.2.1., the rolling mill at the MF 

was retrofitted with state of the art resilient low-cost sensors and DAQ, enabling the gathering of 

processes related data at a sampling rate of 500 Hz. Hereby, the WAGO DAQ system used for the CNC 

lathe was modified with additional Input/Output (I/O) modules to implement the rolling mill into the 

smart factory layer architecture, publishing data on the preprocessing layer (Figure 7). To proof the 

applicability of open-source software in this context, Python was used to analyze data from a statistical 

experimental setup of over 1900 process steps. As a result, a supervised ML algorithm was developed 
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(section 3.3.1.), allowing the data-driven prediction of a rolling schedule. To enhance the decision-

making process, a rolling schedule predictor was developed, in which the front-end user can input 

various process and material related parameters into a user-friendly Python GUI, automatically 

executing the back-end ML algorithm, and thus generating the rolling schedule (Figure 10). 

Furthermore, additional data sets or data points of the end height of the rolling material can be input into 

GUI by the user, adding them to the database further improving the prediction accuracy of the algorithm. 

In addition to the Python GUI, a WAGO GUI (Figure 9) was developed, visualizing process parameters 

and enabling the manual execution of measurements, which are subsequently published in the layer 

architecture. In the course of this thesis, the rolling mill CPPS was also implemented in the MUL 4.0 

production network. [17] 

 

  

Fig. 9. WAGO GUI of the rolling mill, visualizing relevant process parameters and enabling the recording 

individual measurements. 
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Fig. 10. Python GUI for the support of the decision-making process and prediction of a user input-specific rolling 

schedule [17] 

 

3.2.3. Transformation of a hydraulic press and furnaces into an interconnected Cyber 

Physical Production System with special focus on the application of open-source 

software 

As part of MUL 4.0, the hydraulic press and two furnaces of the MF were transformed into an 

interconnected CPPS, which was implemented into the production network, as well as into the six layer 

architecture. Congruent to the resilient low-cost approach of the rolling mill digitalization (section 

3.2.2.), sensors and a RevPi DAQ system were retrofitted to the aggregates, described in more detail in 

section 3.4.2. (Figure 21). For digital process mapping, a DS was developed, running a modular 

modifiable multistep Python-scripted FEA, elaborated in section 3.3.2.. Supporting the decision-making 

process, a user-friendly Python GUI (Figure 12) was developed, allowing the user input of process and 

material related parameters, which are automatically imported into the respective back-end FEAs. For 

the visualization of process parameters of the hydraulic press and the furnaces, two individual GUIs 

were developed and implemented into a superordinate GUI system, using the WAGO DAQ system’s 

software of the rolling mill and CNC lathe (Figure 11). For this purpose, a MODBUS TCP/IP interface 

was implemented between the RevPi and the WAGO system, enabling the communication of process 

data. Consequently, a uniform GUI system incorporating all machines’ and aggregates’ GUIs allows the 

user to visualize the respective process parameters and take separate measurements. Furthermore, 

Python was used to implement an in-situ condition monitoring system, aligning in-situ sensor data and 

data extracted from the respective FEAs, comparing data and giving recommendations for process 
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adaptation. In addition, an in-situ sanity check system was implemented, which controls the plausibility 

of sensor data and alerts the machine user in the event of a sensor malfunction to ensure process validity. 

[124] 

 

 

 

 

Fig. 11. Superordinate WAGO GUI (top), GUI of both furnaces (middle), and GUI of the hydraulic press (bottom) 

[124] 
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Fig. 12. Python GUI for the support of the decision-making process and validation of experiments with the 

simulation based on the user input [124]. 

 

3.2.4. Development of an open-source machine learning algorithm for the prediction of 

stresses for the shot peening process 

Similar to the approach in section 3.2.3., Python was used to generate Abaqus based FEAs of a shot 

peening process, predicting the material’s residual stresses over the depth in dependence of the shot 

material, radius and velocity. This automated process simulation generates the respective FEA input 

files, passes them to the FE solver, extracts the results, and stores them in a database. As a result, a front-

end GUI (Figure 13) allows the user input of data, executing the back-end algorithm (Figure 14), 

recommending the shot speed to achieve the desired residual stresses. To further improve the prediction 

accuracy of this white box modeling algorithm, the possibility of adding experimental data to the 

database was implemented, transforming it into a supervised grey box ML approach, elaborated in 

section 3.3.3. [125]. 
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Fig. 13. Python GUI for the support of the decision-making process of the shot peening process with user input 

parameters and respective output results [125] 
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Fig. 14. Algorithm for the automated simulation execution and data extraction of the shot peening process [125] 
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3.2.5. Development of an open-source approach for the synchronization of two proprietary 

systems to correlate anisotropy and electrical resistivity of rolled aluminum 

Within this case study, a method to merge two separate proprietary systems and their respective datasets 

with Python was developed. Since it was not possible to directly intervene in the proprietary software 

and no further hardware was implemented to support the low-cost premise, the merging and 

synchronization was developed as a post-processing step. Here, the time series data of a tensile test 

machine and an electrical resistivity measurement system showcasing different formats and sampling 

rates were synchronized, enabling the analyzation and correlation of data sets. For time synchronization, 

both processes and their datasets were analyzed separately, and their interactions were investigated to 

evaluate a characteristic value for the automated determination of the synchronization timestamp. By 

automatically determining the synchronization point in time, an automated open-source QC approach 

could be developed that, replacing manual data set merging, increasing the quality and reliability of the 

associated data analysis. Based on this open-source approach, the corresponding black box model 

described in section 3.3.4 was developed. [126] 
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3.3. Answering research question (c): Methodology and contribution 

 

The contributions to answer question (c) on how real-physical interrelationships and data-driven 

correlations can be used in an I 4.0 environment with regard to FEA within SMEs, are shown in Table 

4. Therefore, four case studies were designed, showcasing the applicability of black, grey and white box 

modeling approaches in the context of the metal forming industry. 

 

Table 4. Contributions to answer (c). 

No. Case study Adressed issues Corresponding 

publications 

3.3.1 Data-driven black box modeling of 

the rolling process with a 

supervised machine learning 

algorithm 

Development and implementation 

of a data-driven black box model 

with a supervised ML algorithm 

for the rolling process based on 

data of a statistical experimental 

setup to predict the end height of 

the material; Data-driven 

generation of a rolling schedule 

 

A 5 

3.3.2 Real-physical white box modeling 

of a combined heating and 

upsetting process using FEA 

Development and implementation 

of a real-physical white box model 

using a modifiable Python scripted 

Abaqus FEA for the heating and 

upsetting process; Determination 

of material parameters based on 

experimental evaluated material 

data; Evaluation and comparison 

of different material models 

 

A 6 

3.3.3 Grey box modeling of the shot 

peening process including a 

supervised machine learning 

algorithm 

Development and implementation 

of a real-physical and data-driven 

grey box model including a 

supervised ML algorithm for the 

shot peening process based on data 

of a FEAs and practical 

experiments; Prediction of the 

A 7 
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residual stresses in dependence of 

the material depth, shot material, 

velocity and radius 

 

3.3.4 Data-driven black box modeling of 

the correlation between anisotropy 

and electrical resistivity of rolled 

aluminum using the four-point 

method 

Development and implementation 

of a data-driven black box model 

for rolled material to characterize 

the effect of anisotropic material 

on the electrical characteristic 

values 

 

A 8 

 

3.3.1. Data-driven black box modeling of the rolling process with a supervised machine 

learning algorithm 

In this case study, data from statistical experiments conducted at the rolling mill CPPS were used to 

model a supervised ML algorithm in order to predict the end height of a specimen in dependence of the 

rolled material, rolling force, initial height, initial width, and lubricant. As described in section 3.2.2., 

the back-end of the GUI shown in Figure 10, generates a rolling schedule based on experimental data. 

Within this algorithm, linear interpolation and extrapolation based on given experimental data points is 

performed, resulting in an iterative evaluation of the end height after each rolling step, consequently 

leading to the prediction of a rolling schedule. Furthermore, the experimental database can be extended 

with more data of the respective material, enabling supervised ML, and thus improving the prediction 

accuracy. This approach can be applied for a wide variety of materials, requiring a statistically 

experimental setup in order to generate a material specific data set, guaranteeing a high prediction 

accuracy. [17] 
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Fig. 15. Logic of the data-driven rolling schedule predictor [17] 
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Fig. 15. continued 
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3.3.2. Real-physical white box modeling of a combined heating and upsetting process using 

FEA 

Similar to the framework introduced in the case study regarding the rolling mill CPPS, the hydraulic 

press and two furnaces were transformed into a CPPS implementing resilient low-cost sensor and DAQ, 

and a real-physical white box modeling approach. For this modeling approach, a modular modifiable 

multistep WBM approach using a Python-scripted FEA was utilized, enabling an easy modification of 

the individual simulations and also of the process step sequence. To obtain valid results, experimental 

investigations had to be conducted for the selected aluminum alloy EN AW-6060, deriving material data 

for the numerical material models. For the material models, a flow curve, Johnson Cook (JC), and 

Hensel-Spittel material model were implemented and their results and suitability in relation to different 

material effects of this process setting were compared. Within this case study, the four-step process 

sequence was numerically depicted (Figure 16). The first FEA represents the heating process of a 

specified specimen in one of the two furnaces, followed by the second cooling simulation of the 

specimen abstracted with Python as a result of the transport from the furnace to the hydraulic press. In 

the third FEA, the cooling of the specimen when resting on the lower die of the hydraulic press is 

simulated, followed by the fourth and last FEA, depicting the upsetting process including all heat 

transfers between specimen and the process environment. Consequently, the results of the simulations 

are compared with sensor data, serving as a validation. [124] 
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Fig. 16. Digital Shadow of the CPPS incorporating the hydraulic press and furnaces [124]. 

 

3.3.3. Grey box modeling of the shot peening process including a supervised machine learning 

algorithm 

Combining a data-driven BBM approach and a real-physical WBM approach, a case study was 

conducted, implementing a mixture of both approaches, resulting in a GBM for a shot peening process, 

which is commonly used in the metal forming industry as a mechanical surface treatment.  As described 

in section 3.2.5., desired residual stresses and other process parameters are input into a GUI (Figure 13), 

consequently triggering the FEA algorithm, resulting in the numerical simulation of the process with the 

specified parameters, as shown in Figure 14. To transform this initial WBM into a GBM, additional 

experimental data can be implemented into the model, increasing the prediction accuracy of residual 

stresses (Figure 17). To include experimental data into the database, a second order interpolation is 

performed, enabling the calculation of residual stresses in dependence of the depth. Consequently, the 

initial FEA data can be extended by integrating the derived functions into the model. In summary, this 

framework can be applied for initial WBMs, which can be improved with experimental data by including 

it in the database. [125] 
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Fig. 17. Logic of the shot peening residual stress predictor [125] 
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Fig. 17. continued  
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3.3.4. Data-driven black box modeling of the correlation between electrical resistivity and 

mechanical properties of rolled aluminum using an electrical resistivity measurement 

system 

Based on the approach in section 3.3.1., the existing algorithm and data-driven BBM for rolled material 

was extended by a QC step (Figure 18). By investigating correlations between electrical properties and 

mechanical properties, it was possible to draw conclusions about certain mechanical properties by 

measuring the electrical resistance. The additional testing of specimen could expand the data sets of 

already rolled specimen, whose data were already stored in the algorithm. The mechanical properties 

were determined by a tensile test and the electrical properties by an electrical resistivity measurement 

system, whose datasets have been unified and synchronized through a non-proprietary open-source 

digitalization approach, therefore building upon the initial data-driven BBM approach. [126] 
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Fig. 18. Logic of the data-driven rolling schedule predictor with extended QC step [126] 
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Fig. 18. continued  
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3.4. Answering research question (d): Methodology and contribution 

 

In order to answer (d) on how SME specific digitalization solutions must be build up to ensure 

compatibility within a value chain, the case studies and correlation contributions are summarized in 

Table 5.  

 

Table 5. Contributions to answer (d). 

No. Case study Adressed issues Corresponding 

publications 

3.4.1 Elaboration of a framework to 

ensure a standardized technical 

communication in the context of I 

4.0 

Elaboration of the RAMI 4.0 in the 

context of MUL 4.0; Design of a 

production network to include all 

value chain participants and ensure 

IT security 

 

A 1 

3.4.2 Framework for the implementation 

of a smart factory layer 

architecture in the context of 

manufacturing SMEs 

Proposal of a framework for the 

design and implementation of a 

resilient low-cost layer architecture 

for metal forming smart factories 

with special focus on SMEs; 

Framework for the digitalization of 

a CNC lathe and Gleeble 3800 

using a retrofitting approach 

applicable in the metal forming 

industry 

 

A 4 

3.4.3 Framework for the implementation 

of a CPPS of a rolling mill 

Framework for the implementation 

of a resilient low-cost CPPS with a 

retrofitting approach applicable in 

the metal forming industry; 

Identification process and product 

parameters to ensure accurate 

modeling approach; Integration 

into a production network to 

improve IT security and 

transparency along the value chain 

A 5 
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3.4.4 Framework for the implementation 

of a CPPS of a hydraulic press and 

two furnaces 

Framework for the implementation 

of a resilient low-cost CPPS with a 

retrofitting approach applicable in 

the metal forming industry; 

Identification process and product 

parameters to ensure accurate 

modeling approach; Integration 

into a production network to 

improve IT security and 

transparency along the value chain 

 

A 6 

 

3.4.5 Development of a machine 

learning supported quality control 

approach for the shot peening 

process 

Design of a of digitalized and 

scalable QC process with focus on 

the expandability of the database 

with data from practical 

experiments and results from 

numerical simulations 

 

A 7 

 

3.4.6 Development of an analysis 

algorithm for the correlation 

between anisotropy and electrical 

resistivity of rolled aluminum 

using the four-point method to 

enhance quality control 

 

Design and integration of 

digitalized QC processes 

incorporating two proprietary 

systems with different data formats 

and DAQ sampling rates 

A 8 

 

3.4.7 Integration of LUS into an 

Industry 4.0 value chain in the 

context of sustainable production 

Proposal for the integration of an 

in-situ micro structure 

characterization QC process into 

MUL 4.0 value chain and 

production network 

 

A 9 

 

 

3.4.1. Elaboration of a framework to ensure a standardized technical communication in the 

context of I 4.0 

Within this case study, the RAMI 4.0 was concretized in the context of MUL 4.0, detailing the individual 

layer fragments. In essence, the importance of an initial alignment to ensure a uniform and standardized 
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technical communication was highlighted. Furthermore, the application of such standardized 

frameworks supports the holistic digitalization and digital transformation, ensuring a detailed 

documentation of all entities and its respective interconnections. Consequently, the design of the MUL 

4.0 Layer 2 production network was introduced, ensuring the incorporation of all value chain 

participants into the network, allowing transparent and secure data storage and sharing, specimen 

tracking, and communication between value chain participants (Figure 5). Additionally, the design of 

the Layer 2 networks increases cyber security, by restricting access from unauthorized entities, and thus 

reduces the likelihood of data security and privacy issues. [3] 

 

3.4.2. Framework for the implementation of a smart factory layer architecture in the context 

of manufacturing SMEs 

As illustrated in Figure 7, a potential framework for the design and implementation of a layer 

architecture was elaborated, focusing on the utilization of resilient low-cost components and open-

source software, applicable for SMEs in the manufacturing industry. Through a uniform design and the 

definition of the individual layers and dataflows, the scalability of this solution was demonstrated 

through the integration of several CPPSs. Therefore, a CNC lathe (Figure 19) and a Gleeble (Figure 20) 

were equipped with resilient low-cost software and hardware in order to transform these machines into 

CPPSs and integrate them into the digital environment, applicable in the context of a manufacturing 

SME. The developed standardized digitalization approach, which was also applied in section 3.4.3. and 

3.4.4., separates the CPPS structure into analog and digital domains. The analog domain contains all 

physical elements of the machine or aggregate, such as sensors, actuators and DAQs. In the case of the 

Gleeble, existing sensors were implemented in the iba DAQ, whereas the current transformers of the 

CNC lathe were mounted on existing phases before being implemented in WAGO DAQ. In any case, 

the conversion of analog signals takes place in the DAQ, resulting in digital and thus computer-

processable signals. Consequently, the data is preprocessed and distributed in the desired format to 

various systems such as DBMS, GUIs and other processing layers, using applicable protocols. The 

applied open-source approach combined with non-proprietary DAQs, enables the flexible control and 

modification of dataflows, facilitating the creation of new interfaces with other entities. In addition, this 

approach results in an academic learning factory, allowing interested parties to gain knowledge and 

experience in this environment in order to recruit and teach new tech talent. [123]  
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Fig. 19. Digitalization framework of the CNC lathe [123]. 
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Fig. 20. Digitalization framework of the Gleeble [123]. 
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3.4.3. Framework for the implementation of a CPPS of a rolling mill 

Within this case study, a framework for the holistic transformation of a rolling mill into a CPPS was 

introduced (Figure 21). As highlighted in the previous sections, many SMEs operate machines and 

aggregates that cannot be implemented into an I 4.0 environment or digital value chain. Nevertheless, 

this case study demonstrates as standardized approach, implementing suitable sensors and DAQ 

systems, and thus transforming it into a CPPS. Following the applied brownfield approach, the rolling 

mill from 1954 at the MF was successfully equipped with resilient low-cost sensor technology and DAQ, 

following an analysis of the relevant process variables. Accompanying, a guideline for the process-

independent definition and determination of process parameters was established, on the basis of which 

suitable sensors and DAQ technologies can be selected together with fundamental metrological 

characteristics. Based on the case study of the rolling mill, this guideline was practically applied and the 

sensors were chosen, adjusted to the respective process parameters to measure. Furthermore, external 

electronics were selected to transform different analog signal into a uniform analog signal, so that only 

one I/O module has to be acquired for the WAGO DAQ, supporting a transparent and low-cost approach. 

As proposed in section 3.4.2., the respective analog sensors signals are transferred into digital signals 

by the DAQ, and consequently distributed processing units, DBMS and GUIs. As a result of the 

conducted practical experiments, the developed supervised ML algorithm (Figure 15) was able to 

accurately predict the end height of the material in dependence of the input parameters, inserted in the 

GUI (Figure 10). Like the other CPPS, the rolling mill was implemented into the layer architecture and 

later into the MUL 4.0 production network, ensuring the cyber security and transparency along the entire 

MUL 4.0 value chain. Furthermore, the successful implementation of open-source based programming, 

data analysis, black-box modeling, ML and visualization, this case study serves as a proof of the 

applicability of open-source software in the manufacturing industry. Additionally, the importance of 

bypassing proprietary hardware or software solutions was highlighted, by implementing a highly 

connective software and hardware approach. [17] 
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Fig. 21. Digitalization framework of the rolling mill CPPS [17]. 
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3.4.4. Framework for the implementation of a interconnected CPPS of a hydraulic press and 

two furnaces 

Similar to the framework of the rolling mill CPPS (section 3.4.3), the hydraulic press from 1952 and 

two industrial furnaces at the MF were initially not suitable for the I 4.0 application. For this reason, a 

resilient low-cost retrofitting approach was reapplied, serving as a validation of the practicality of this 

framework (Figure 22). Based on the established guideline for the process parameter definition, suitable 

software and hardware was chosen and successfully implemented. Unlike the rolling mill CPPS, a RevPi 

DAQ was implemented, running the ST based software CODESYS and also being cheaper than the 

WAGO DAQ. In comparison to the rolling mill CPPS, a modular modifiable multistep WBM using a 

Python-scripted FEA was developed, depicting an interconnected process sequence between the 

furnaces and the hydraulic press. The resulting DS (Figure 23) enables automated simulation and sensor 

data-driven process validation, available to the front-end user through a Python GUI, and thus supporting 

the decision-making process and situationally appropriate acting. Furthermore, a condition monitoring 

system performing sanity checks to identity faulty sensors was implemented, further increasing process 

stability and quality. Once again, the standardization of this framework enables flexible control of data 

flows and distribution to processing units, GUIs and DBMSs. To emphasize the advantages of highly 

communicative software and hardware, a superordinate GUI system was implemented, also based on 

the WAGO e!Cockpit. For this, the CODESYS software running on the RevPi communicates via 

MODBUS with WAGO e!Cockpit and publishes selected process parameters on the individual GUI of 

the hydraulic press and furnaces. As a further consequence, a standardized and uniform approach for the 

integration of different systems from different manufacturers was applied and successfully 

implemented, bypassing a proprietary solution. In order to further expand the production network and 

point out the scalability, the resulting CPPS was integrated into the MUL 4.0 production network. [124] 
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Fig. 22. Digitalization framework of the CPPS, incorporating two furnaces and a hydraulic press [124] 
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Fig. 23. Digital Shadow of the hydraulic press and furnaces CPPS [124] 

 

3.4.5. Development of a machine learning supported quality control approach for the shot 

peening process 

In this case study, a FEA based GBM incorporating Python was developed, elaborated in section 3.3.3. 

Serving as the initial step of the design of a digitalization solution or model, the process and the 

underlying mechanics were analyzed in depth and understood, being a key requirement for the 

successful implementation. Furthermore, the required inputs, parameter evaluation procedure and 

desired outputs were defined, as well as their requirements and the benefits, contributing to their 

respective roles in the QC and decision-making process. Consequently, suitable technology was chosen 

to digitally depict the process. For this purpose, Abaqus was chosen for the FEA, as it is being widely 

applied in the industry and academia. To support the interoperability and non-proprietary character of 

this solution, Python was used to interact with Abaqus, executing FEAs with the user input from a GUI, 

and eventually visualizing the extracted simulation results for the front-end user to support the decision-

making process. Additional focus was set on the expandability of the database with data from practical 

experiments and results from numerical simulations, designing a digitalized and scalable supervised ML 

QC process. In other words, these actionable insights of this solution are presented to the user, 

supporting process optimization, and improving the overall efficiency, quality and sustainability. [125]  
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3.4.6. Development of an analysis algorithm for the correlation between anisotropy and 

electrical resistivity of rolled aluminum using the four-point method to enhance quality 

control 

As described in section 3.2.5., the initial step of the digitalization process, was the analysis of both 

datasets and their interactions, in order to evaluate a characteristic value for the synchronization 

timestamp, enabling the automated data synchronization and analysis. Based on the data analysis of the 

interactions, quality parameters were derived that could be used for the digitized QC approach, serving 

as a validation. In order to actively integrate the resulting BBM (section 3.3.4.) into the decision-making 

process, user input and output parameters were defined and a corresponding GUI was developed, 

providing the user with actionable insights. [126] 

 

3.4.7. Integration of LUS into an Industry 4.0 value chain in the context of sustainable 

production 

Based on the developed standardized digitalization framework, a concept for the Laser Ultra Sonics 

(LUS) was developed, which will be implemented at the MF in the future. This concept builds on the 

existing Gleeble, complemented by the LUS to observe material responses and microstructural change 

under different strains, strain rates and temperatures.  In order to be able to carry out the high-frequency 

measurement, an optical fiber-based iba DAQ was chosen (Figure 24). The resulting microstructure 

model in combination with the LUS can be utilized to operate in-line QC even under very harsh 

conditions, e.g. hot rolling. For the future expansion of the MUL 4.0 scope, the LUS CPPS will also be 

integrated into the production network. [127] 
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Fig. 24. Digitalization framework of the LUS [127] 
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4. Results and discussion 
 

To support the digitalization and digital transformation of the manufacturing industry with special focus 

on SMEs, this thesis aims to answer research question (I) and its respective subquestions (a-d) from 

current literature and practical case studies. Therefore, nine case studies were conducted, identifying the 

state of the art regarding I 4.0 and elaborating several frameworks to ensure a successful interdisciplinary 

digitalization of manufacturing and quality control process, and the integration in a connected value 

chain. To answer research question (a), the state of the art of I 4.0 in the context of manufacturing was 

researched and the project MUL 4.0 was established, which was found to be representative of the 

situation in manufacturing SMEs, concluding a low digital maturity.  

To support a holistic digitalization and answer research question (b), the applicability of open-source 

software was evaluated to avoid interface problems and proprietary systems, furthermore lowering 

financial obstacles many SMEs face. For this reason, five case studies were conducted, based on a 

resilient low-cost and open-source software approach. Consequently, several proprietary machines and 

aggregates were transformed into I 4.0 applicable CPPSs. In the elaborated frameworks, an open-source 

and low-cost software with high connectivity was enforced, avoiding proprietary solutions. In all case 

studies, open-source software could be successfully applied for the implementation of data analysis, 

modeling approaches, algorithms, ML, GUIs and networking of systems, proving the suitability of such 

approaches. 

Due to the high heterogeneity of products and processes in the manufacturing industry, question (c) 

focused on the suitability of different modeling approaches. Consequently, four case studies were 

conducted, implementing real-physical WBM approaches with FEA, data-driven BBM, and a 

combination of both, so-called GBM. The black box approach of the rolling mill CPPS achieved very 

good results with the supervised ML algorithm in generating a rolling schedule, but requires a 

sufficiently large amount of statistically representative data, which can only be determined by practical 

experiments, which can represent a financial obstacle for SMEs. The same applies to the BBM approach 

of the correlation between anisotropy and electrical resistivity of rolled aluminum using the four-point 

method. The FEA-based WBM approach used for modeling the hot upsetting process requires material 

data instead of practical experiments to simulate the process on the basis of real physical 

interrelationships. On the one hand, a meaningful FEA requires high-quality material data, which, 

depending on the software and literature, can be evaluated with varying degrees of difficulty and result 

in a higher computational effort than the implemented BBMs. Nevertheless, the FEA has established 

itself as an important tool for the simulation of complex geometries and processes, enabling the accurate 

examination of the product and process behavior. To combine the advantages of both approaches, a 

GBM was implemented for the shot peening process to predict the process behavior from FEA generated 

and experimentally determined data, providing good results at lower computation time. With all 

approaches, very good results could be achieved for the respective processes, which are, however, highly 
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individual and tailored to the process. The applicability of all modeling tests for the I 4.0 application in 

SMEs was hereby demonstrated, however, the modeling approach and the respective advantages and 

disadvantages must be carefully examined initially in order to decide which approach is applicable for 

the circumstances. 

To answer research question (d), seven case studies were conducted to answer how SME specific 

digitalization solutions build up to ensure compatibility within a value chain. For this purpose, RAMI 

4.0 was elaborated and detailed in the context of the MUL 4.0 value chain in order to define 

interconnections and ensure standardized communication. Consequently, a framework for a six-layer 

architecture of a smart factory was developed, allowing the integration of CPPSs. For the 

implementation of these CPPSs, machine and process specific frameworks have also been developed, 

demonstrating the applicability of resilient low-cost software and hardware. Generally, the use of 

suitable frameworks is recommended, but individual adaptation to the circumstances must follow. 

However, what unites these SME specific solutions is the application of resilient low-cost but high-

quality components that can withstand the environmental conditions in the manufacturing environment, 

preventing downtime and value chain disruptions. In additionmode, cyber security and transparency 

must be ensured through the implementation of an appropriate production network to ensure the resilient 

and holistic functionality of the digitalized value chain. 

By essentializing these four subquestions (a-d), research question (I) can be answered. On the shop floor 

or field level, machines and aggregates must be examined for relevant process variables and 

environmental conditions, on the basis of which sensors, actuators and DAQ can be selected.  

Simultaneously, the type of process modeling approach must be evaluated for the relevant process 

variables and outcomes in order to enable representative process mapping. Consequently, the resulting 

data must be analyzed and distributed, in the form of visualization with GUIs or through integration 

with ERP or MES systems. In the context of the value chain, a standardized framework for standardized 

integration must therefore be defined for all participants and a production network implemented. The 

shared production network must be implemented in accordance with the state of the art in cyber security, 

ensuring the resilience of the entire value chain. In each of these points, standardization, resilience, 

avoidance of proprietary solutions, and cyber security are the top priorities. 
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5. Conclusion and Outlook 
 

This thesis presents the development of a framework for the implementation of a digital value chain 

with special focus on manufacturing SMEs. To accomplish this, a superordinate Layer 2 production 

network was implemented, to connect all participants of the MUL 4.0 value chain, enabling transparent 

data storage and distribution in the future. Furthermore, a six layer architecture was implemented to 

incorporate digitalized machines and aggregates at the MF, which subsequently led to the establishment 

of a SFL for academic learning. Considering the current degree of digitalization and the arising 

challenges in manufacturing SMEs, a special focus was set upon the transformation of not I 4.0 suitable 

machines and aggregates into CPPSs, capable of being integrated in the respective layer architecture 

and production network. To support the CPPS transformation process, the machines and aggregates 

were equipped with resilient low-cost sensor technology, DAQ systems and open-source programming, 

implementing different modeling approaches by using data-driven BBMs, real-physical WBMs or a 

GBM by combining both. In addition, ML algorithms were developed, supporting the integration of 

these models into the production process. In order to highlight the new possibilities in the context of 

QC, several I 4.0-compliant models and frameworks were developed, following the same open-source 

approach. 

To further expand the potential of this digital value chain, additional chairs and institutes within the 

university as well as industrial partners should be integrated, allowing both academic and industrial 

development. The implemented production network, the layer architecture and the various practical case 

studies enable the testing of new digital ideas and concepts without the disadvantage of production 

downtimes and thus far-reaching financial costs. This opportunity is particularly important in the context 

of manufacturing SMEs, as such practical use cases for learning and testing new methods are difficult 

to achieve in a competitive industry and require high financial resources. By utilizing resilient low-cost 

industrial standard hardware and open-source software, this approach can be applied in the industrial 

field without having to rely on cost-intensive proprietary solutions, inhibiting a holistic digital 

transformation and the scalability of digitalized solutions. Another advantage of this approach is the 

modifiability of such solutions, which can be tailored to product and process, which is essential due to 

the high heterogeneity of products and processes in the manufacturing industry. 

With the future expansion of the MUL 4.0 value chain, a specimen tracking system is also being 

considered, making it possible to collect specimen data from the production cycle and thus also to better 

link data in the shared database. In addition, the value chain can be extended with a supply chain DT in 

order to include the activities of external suppliers. By cooperating with other potential value chain 

participants, further digitalized machines and aggregates can be integrated into the value chain, whose 

digitalization can be based on the frameworks presented. Furthermore, existing CPPSs can also be 

modified with additional sensor technology, actuator technology and alternative or improved modeling 

approaches. With the inclusion of more value chain participants and thus CPPSs, an expansion of the 
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production network should also be addressed in order to ensure an efficient digital production 

environment, due to increased amount of data and need for bandwidth. Consequently, the increasing 

amount of data can be used to improve existing modeling approaches and algorithms, drawing 

conclusions about complex interactions through the use of sophisticated analysis methods and ML. For 

this reason, the cooperation of academic and industrial interests offers an ideal environment to drive 

holistic digitalization and digital transformation in order to teach and train tech talent in academia in the 

future. 

The concepts and frameworks presented in this doctoral thesis serve as a resilient fundament for the 

further digitalization of value chains and the implementation of smart factories and digitalized machine 

systems with special focus on SMEs to support the domestic manufacturing industry in a digital and 

competitive future. 
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Abstract: Within the rise of the fourth industrial revolution, the role of Big Data became increasingly

important for a successful digital transformation in the manufacturing environment. The acquisition,

analysis, and utilization of this key technology can be defined as a driver for decision-making

support, process and operation optimization, and therefore increase the efficiency and effectiveness

of a complete manufacturing site. Furthermore, if corresponding interfaces within the supply chain

can be connected within a reasonable effort, this technology can boost the competitive advantage

of all stakeholders involved. These developments face some barriers: especially SMEs have to be

able to be connected to typically more evolved IT systems of their bigger counterparts. To support

SMEs with the development of such a system, this paper provides an innovative approach for

the digitalization of the value chain of an aluminum component, from casting to the end-of-life

recycling, by especially taking into account the RAMI 4.0 model as fundament for a standardized

development to ensure compatibility within the complete production value chain. Furthermore, the

key role of Big Data within digitalized value chains consisting of SMEs is analytically highlighted,

demonstrating the importance of associated technologies in the future of metal processing and in

general, manufacturing.

Keywords: Big Data; Industry 4.0; Cyber-Physical Production System; Industrial Internet of Things;

digitalization; RAMI 4.0; digital manufacturing

1. Introduction

Since the fourth industrial revolution, the majority of industry sectors are compelled to
undergo a digital transformation. Besides industries that have the ability to accommodate
more rapidly, especially the heavy industry, and within this sector, metal processing
facilities have additional obstacles to overcome. This applies especially to small and
medium-sized enterprises (SMEs) in this specific industry segment. The required skills,
as well as the necessary budget for the implementation of a state-of the-art digitalization
solution are conditions that these companies often cannot fulfill, resulting in a reduction
of the velocity of the digital transformation [1–4]. Additionally, in-use machine systems
within this environment tend to have significantly longer life spans than other industry
segments, resulting in a higher amount of mostly more complex brownfield digitization
and digitalization approaches [4–6].

To utilize the full potential of the fourth industrial revolution, all enterprises within
a supply chain must be able to communicate with other involved entities. Therefore, a
common basis for communication is imperative, as this results in a holistic compatibility
and extensibility of such. For this purpose, the Reference Architecture Model Industry 4.0
(RAMI 4.0) supports a standardized technical communication within and between different

Appl. Sci. 2021, 11, 9021. https://doi.org/10.3390/app11199021 https://www.mdpi.com/journal/applsci



Appl. Sci. 2021, 11, 9021 2 of 22

layers which is necessary for a successful digital transformation [7–9]. Although the
utilization of such a methodological approach should result in a reduction of complexity, the
integration of relevant data into the value chain results in a significant increase of required
data processing technologies and database management systems (DBMS). Additionally,
the ongoing approaches to make internal data available to other stakeholders within a
value chain, Big Data and correlating technologies gain significant importance in the
manufacturing environment, as state-of-the-art research implies [10–14].

This paper aims to concretize the role of Big Data within this increasingly connected
environment by utilizing the RAMI 4.0 framework for the digitalization of a small-scale
value chain at the Montanuniversität Leoben, which emulates the integration of SMEs
within such a connected supply chain.

The paper is structured as follows: A state of the art literature research of the key
enablers of the fourth industrial revolution, namely, Smart Factories, Big Data, Cyber-
Physical Production Systems (CPPS), Industrial Internet of Things (IIoT), Digital Twins
(DT), and Cloud Computing is presented in Section 2. In Section 3, the integration of
SMEs within such an environment is discussed in more detail. Furthermore, as part of the
MUL 4.0 project at the Montanuniversität Leoben, a small-scale digitalized value chain
that serves as a practical demonstration for the theoretical implications resulting from
Section 2, is discussed. In addition, machine learning modeling approaches for SMEs
and big enterprises with special emphasis on the process level and therefore CPPS are
addressed. The resulting value chain consists of several enterprises of different sizes and
with different equipment and processes. Based on these chapters, Section 4 demonstrates
and critically discusses the concretization of the RAMI 4.0 framework and the role of Big
Data for the MUL 4.0 value chain. Based on this analysis, generalizations for the metal
processing manufacturing environment are drawn. In the closing section, a brief conclusion
and outlook regarding this topic are given.

2. Theoretical Fundamentals and State of the Art

To successfully support a digital transformation and to achieve a better comprehen-
sion of the production processes, the first step is to assemble a large amount of data from
the production sites to understand the operational sequences and to initiate the digital
transformation within a company [15]. One of the key factors in this context promoting
this transformation is the utilization of the Big Data concept [16]. According to [17–23], Big
Data technologies have to fulfill the three criteria of Volume, Variety, and Velocity. These
three requirements can be extended by two further criteria, presented by [24,25] to five char-
acteristics, which are referred to as the 5Vs: volume, velocity, variety, veracity, and value.
As new technologies become established, new opportunities, challenges, and threats arise.
The opportunities originated up by Big Data initially lie in operational efficiency, leading
to a variety of advantages for businesses, and therefore, manufacturing operations [26]. At
the production level, this might lead to an improvement in production planning. At the
executive level, targeted data integration can support decision-making, strategy develop-
ment and execution as well as supply chain management [27,28]. All these improvements
can subsequently be used to augment customer service [26]. Difficulties occur in the ac-
quisition, transmission, storage, management, analysis, visualization, integration, privacy,
and security of data as well as risk management [26,29,30]. These difficulties can be traced
back to the 5Vs. The first V, volume, presents a major obstacle in two respects. According
to Zikopoulos [21], on the one hand, a large amount of data of at least one petabyte must
be processed. On the other hand, the corresponding infrastructure has to be available for
the intention to be able to process these data volumes in a reasonable amount of time,
leading to the next characteristic, velocity. Velocity is defined as the ability to generate,
process, analyze, and store data at high speeds continuously or discretely. The velocity
of this refers to the time it takes to get from source to destination including all necessary
operations. Variety arises from the different file structures that can be distinguished in
structured, semi-structured, and unstructured data sets. In more than 70% of cases, data
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is present in the unstructured form [26]. Veracity arises from the failure to provide data
of sufficient quality that cannot be used due to a lack of meaningfulness or uncertainty.
Since data analysis inevitably depends on the quality of data, low-quality data can lead
to an unintentional distortion of the result. Value describes the added value generated by
analyzing and linking data [24,25]. An additional threat is the privacy of data that could be
leaked through cyberattacks due to a lack of security. Other concerns arise from the data
itself, should one criterion of the 5Vs not be met [26,31–35].

One of the major challenges of Big Data analysis in the metal processing environment
is the high variety of processes regarding the geometry as well as material and the process-
ing steps concerning the application of the respective workpiece, especially for specialized
SMEs and in the metal forming sector. Considering the supply chain of a metal-based
product from casting to forming of semi-finished products up to component manufac-
turing, this variety increases even further. A typical supply chain for high-quality metal
components, e.g., the aerospace industry includes multiple specialized SMEs, resulting in
a processing chain consisting of a large number of different companies involved [2]. In
this case, digitalization solutions are often planned and implemented as stand-alone solu-
tions, especially taking into account the internal restrictions of these companies concerning
their confidentiality regulations. Taking a globalized and interconnected supply chain
approach into account, the role of standardized interfaces is therefore crucial for further
superordinate supply chain optimization.

To make use of new technologies and support the premises of Industry 4.0, indi-
vidualization, flexibility, decentralization, and resource efficiency, various technologies
have to be combined. When operating within the production site scale, this digitalization
development within such a facility are combined and defined as Smart Factory [36–40].
According to [40], a Smart Factory can be described as a compound of Cyber-Physical
Systems (CPS) connected by the Internet of Things (IoT), to support humans and machines
in their activities [34]. As stated by [2,35,41–44], key technologies, especially for the metal
forming industry, include a generic infrastructure, consisting of CPPSs, IIoT, DTs, Big Data,
and Cloud Computing. Considering the already existing infrastructure within the heavy
industry segment focused in this work, the integration of already existing technology by
using a brownfield approach results in a mixed form of this theoretical construct: expensive
layer 0–4 solutions already implemented but not fulfilling these new requirements cannot
be exchanged without unreasonable investments. This statement is especially important for
SMEs, which tend to have a generally lower budget for innovation that usually amortize in
a medium to long-term period.

To be able to unite already existing structures with these Industry 4.0 (I 4.0) related
technologies, a generic infrastructure, serving as a standard for internal and external
technological communication must be implemented. To create a uniform understanding
of I 4.0 technologies and their standards, the RAMI 4.0 framework, based on the Smart
Grid Architecture Model (SGAM) [2,45–47], was developed. RAMI 4.0 can therefore be
understood as a structured approach to I 4.0 in order to enable uniform communication
between its users. The most important interrelationships between key aspects of I 4.0 are
visualized by three axes. For the success of a digitalized process chain, there must be a
holistic, corresponding vertical and horizontal integration along the life cycle and value
stream. As shown in Figure 1, the “Life Cycle and Value Stream” represents the life cycle of
physical entities, including the product, along the process chain over which the horizontal
and vertical integration takes place [2,45,46]. Horizontal integration, represented by the
hierarchy levels ensures cross-border communication with other entities, representing one
of the fundamental premises of I 4.0 [2,45,46]. Vertical integration takes place across the
layers and is used for data integration and communication between those [2,45,46]. The
RAMI 4.0 model consists of the following layers (Figure 1):

• The Asset layer describes the lowest layer in RAMI 4.0 and contains all physical
objects;
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A further extension of these criteria is proposed by [52], adding two additional condi-
tions to be met, especially considering SMEs: (iv) a user-centered CPPS consists of HMIs
that are tailored to the application and the respective end-user; (v) a user-centered CPPS
for SMEs is resilient and has a short amortization time.

Apparent assistance for the establishment of a CPPS of this kind can be the implemen-
tation of DTs, serving as a decision-making support system for the further optimization of
the respective production process.

According to [53], a common definition of a DT is a virtual representation of a physical
product. This definition can be further refined according to [2,53], depending on the
field of application. In the metal industry, a DT can be seen as a partial or complete
representation of a production chain, shifting the focus more onto production planning and
optimization, or as a representation of one or more process steps in the production chain for
the manufacturing of a semi-finished or finished product, whereby the focus shifts on the
simulation [2]. To generate advantage of a DT, data from physical space and the information
derived from it must be reintegrated from the digital back into physical space. This data
transfer between a physical and virtual entity leads to three differentiations depending on
its degree of automation [53]. The Digital Model (DM) includes data transfer between the
physical and digital space without automated data transfer from the digital to the physical
domain or vice versa [53]. A Digital Shadow (DS) consists of a unilateral automated data
transfer, in the sense that data is automatically transferred from one domain to the other,
while the reverse has to be executed manually [53]. The DT, on the other hand, includes an
automated bilateral data transfer, resulting in an algorithm-based process adaption and
can adapt the digital domain by utilizing near real-time process data [53]. The fundament
of a DM, DS or DT can be a White Box Model (WBM), Black Box Model (BBM) or a mixture
of both, defined as Grey Box Model (GBM) [2].

WBMs are based on real physical relationships build up upon known parameters
and mathematical correlations. Therefore, the output and how output-related results
are obtained are comprehensible [2,54–56]. BBM are often used where a mathematical
description based on real physical relationships is too complex [54,55,57] or not available in
the required depth and time. As a result, its logic and working methods are not transparent
in comparison to a WBM [54]. The output of a BBM has no real physical mechanisms
compared to the WBM and is based on stochastic approaches and the correlation of data [2].
The GBM represents the combination of a WBM and a BBM, aiming to merge the benefits of
both [2,54]. However, the results may vary depending on the modeling method used and so
the use of either a WB, GB or BB model has to be answered individually depending on the
given circumstances and resources [56,58]. Taking Machine Learning (ML) into account, the
models can be developed into White Box Machine Learning Models (WBMLMs), Grey Box
Machine Learning Models (GBMLMs), and Black Box Machine Learning Models (BBMLMs),
as demonstrated in [52,56]. In the case of SMEs, initial WBMs are especially important to
consider, as there may not be enough experimental investigations nor resources to generate
data from tests to meet the 5Vs of Big Data, leading to an unsatisfactory result. In the
further production process, data can be collected and fed into the initial WBM, which
transforms it into a GBMLM, as shown in [56]. Large enterprises, on the other hand, may
have already collected enough data to meet the 5Vs of Big Data and can implement a
BBM that is also fed with data collected in the process, transforming it into a BBMLM [52].
Nevertheless, in the event of limited access to sufficient data, a similar approach to SMEs
can be adopted. Data that can be used by the models has to be classified and, in the case
of an ML approach, supervised learning is recommended [23,54]. To obtain the necessary
data in the required quality, time and structure, IIoT solutions, despite classical level 2
automation schemes, are required to realize a true BBM or GBM as well as their further
advanced ML-based extensions.

IIot is a derivative of the IoT, which describes the attempt to network smart devices
across the board, whereby this term is strongly consumer-related [59,60]. The architecture
associated with IoT has to be adopted when implemented in the context of an industrial
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environment, especially considering higher IT security and resilience requirements [60].
As concluded by [60], IIoT can be described as a superordinate system including con-
nected cyber-physical entities that enable in-situ data acquisition, analysis, and exchange
in an industrial environment leading to process and production optimization and thus
serving as a major enabler for a leaner production [60,61]. The resulting benefits are im-
proved productivity and efficiency, reduced cost and energy consumption as well as a
strengthened customer relationship [59,60,62]. A major challenge arises from the hetero-
geneous application of protocols [2,60]. The general term protocols can be divided into
data protocols (e.g., XMPP, MQTT), discovery protocols (e.g., mDNS) and infrastructure
protocols (e.g., IPv4, IPv6), enabling communication, whereby each of them exhibits their
individual advantages as well as disadvantages [60]. As stated by [2,60], Message Queue
Telemetry Transport (MQTT) offers itself for industrial use due to efficient data storage.
Furthermore, [2] pointed out the suitability of Extensible Messaging and Presence Protocol
(XMPP) for HMIs, which serve as a key component in a smart factory. The integration
of a large number of smart devices into the IIoT also poses several risks in terms of IT-
security and makes production sites particularly vulnerable to cyberattacks [63,64]. A
smart factory, consisting of a multitude of cyber-physical entities, offers attack points in
the areas of software (viruses, trojans), protocols (man-in-the-middle, denial-of-service),
and hardware [63,64]. This can not only paralyze production but also lead to data theft
or targeted manipulation of processes [32,59]. As stated by [32], WB(ML)Ms, GB(ML)Ms,
and BB(ML)Ms, when connected, e.g., as a DS or DT, can also be impacted by cyberattacks
due to manipulation of the general model, underlying ML algorithm or related data sets.
To be able to reduce or at best completely avert cyberattacks and the associated potential
intellectual and physical damage, the involvement of security experts should be considered
in any case when implementing a smart factory. As stated by [65–67], the IIoT furthermore
serves as a major enabler for Industry 5.0 focusing on a higher degree of Human-Machine
Interaction enabling a virtualized, costumer-driven manufacturing environment [68].

Considering the limited human and architectural IT resources within most SMEs,
cloud computing solutions can add significant economic benefits and therefore additionally
serve as an accelerator for the digital transformation of these entities [69]. The basic defi-
nition of cloud computing is given by the National Institute of Standard and Technology
(NIST): “a model for enabling convenient, on-demand network access to a shared pool configurable
computing resources (e.g., networks, servers, storage, application, and services) that can be rapidly
provisioned and released with minimal management effort or service provider interaction” [70].
A Service Level Agreement (SLA) regulates the services to be provided between the con-
sumer and the provider and the services to be provided [71]. Through the combination
of IIot and cloud computing it is possible to implement decentralized, on-demand data
computation [59,72,73]. As stated by [59], with centralized cloud computation, the proba-
bility of potential delays in high-priority data in the event of high data traffic cannot be
neglected. However, there is a possibility that highly specialized SMEs, which already have
such an infrastructure and know-how, are not willing to outsource computing activities
to cloud services due to legal uncertainties regarding data protection and privacy due to
different jurisdictions. Despite this uncertainties, decentralized computing resources, in
combination with big data, make it possible to monitor and optimize entire process chains
in real-time [63].

As already mentioned, through the interaction of networked smart devices subordi-
nate to a CPPS and linked by an IIoT, collected data can be processed through suitable
computing resources, such as cloud computing services. To enable regulated access,
availability and storage to data, suitable databases and corresponding DBMS must be
implemented [3,26]. When selecting a suitable DBMS, it is important to pay particular
attention to the system limits, as data to be processed can be too large for specific DBMSs
and thus impair performance [74]. Corresponding database models include relational,
object-orientated and document-based databases [75,76]. Two programming languages
capable of structuring and accessing the data of a database are Structured Query Language
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(SQL) and not-only Structured Query Language (noSQL) [76]. Relational databases store
the data in structured tables linked together by keys and can be accessed by SQL [75].
Due to the high amount of links between the tables, performance problems occur with
large amounts of data, as the relationship models become increasingly complicated [75].
The less commonly used object-oriented databases manage data in an object which inter-
nally takes over the data management [76,77]. Depending on the database model, data
can be accessed with suitable object-orientated languages. Document-oriented databases
follow a non-relational approach where data is stored in documents of different formats
by an identifier [76,78]. Data in a document can be accessed with key-value pairs using
noSQL [76–79]. As stated by [78], DBMS based on noSQL are suitable for a big amount of
data if the data does not demand a relational model, thus gaining popularity, especially
when dealing with unstructured data sets [79]. As stated by [79,80], which DBMS to use is
highly dependent on the use case, software, and requirements.

I 4.0 is also changing the security requirements for included systems [81,82]. With the
increased utilization of HMIs in the manufacturing environment, it is essential to verify the
validity of the input and trustworthiness of the operator to ensure operational safety [81].
This risk is further increased by principles such as Bring Your Own Device (BYOD) or Choose
Your Own Device (CYOD), which exposes networks to a higher risk of infiltration, e.g., due to
a lower level of standardization by a higher degree om heterogeneity of used devices [82].
Therefore, data should be classified according to their confidentiality, integrity and availability
(CIA) to prevent unauthorized access and data manipulation [60,81,83–85]. Manipulation
or corruption of data could lead to malfunctions, miscalculations, misinterpretation and
thus to wrong decisions in the upper two layers of the automation pyramid, the Manu-
facturing Execution System (MES), and the superordinate Enterprise Resource Planning
(ERP) system. As stated by [81], another security risk is the age of the infrastructure, as
there is a frequent replacement of equipment over time, making constant planning and
updating of security measures necessary. Therefore, a multi-layer architecture approach
with multiple safety layers should be implemented, dividing and analyzing the signal
flow of each CPPS and cross-validating the signals with those of corresponding CPPS [81].
Other security measures as stated by [81], such as Side-Channel Analysis [86,87] or Post-
Production Analysis, can further enhance operational security despite the challenges they
pose. A further approach, as mentioned by [88], would be a standardized certification into
embedded systems themselves letting those systems check for their security by themselves.
Furthermore, [89] proposes that RAMI 4.0 should take greater account of safety and human
factors. Another weakness in security planning was pointed out by [90], as stated that a lack
of recovery planning in the case of disaster is persistent in I 4.0. Other security measures,
as noted by [88,91], include the implementation of a firewall and a private network (VPN)
that can only be accessed by devices with authorized IP addresses.

Table 1 summarizes the most important key factors for the implementation of a
digitalized metal processing value chain.

Based on the theory elaborated, the authors propose the following hypothesis:

Hypothesis 1 (H1). When developing a digitalized supply chain within the metal processing
environment which is horizontally interconnectable, the 5V condition and therefore the existence of
Big Data is automatically fulfilled.
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Table 1. Key factors and corresponding key focus according to literature.

Key Technologies Key Focus Literature

Smart Factory individualization; flexibility; decentralization; resource efficiency [2,40–43,61]

CPPS
connection and cooperation of layers; acquisition and analysis of

data in real-time using Internet technologies; human-machine
interaction; enhance real-time decision making

[48–50]

DT
decision making support; partial or complete representation of a

production chain/process steps; simulation
[53]

ML/Artificial Intelligence (AI)
supervised learning to enhance decision making within the

production environment
[92–96]

IIoT
enables in-situ data acquisition, analysis and exchange for process

and production optimization
[59,60,62,63,65]

Cloud computing on-demand data computation in combination with IIoT [71–73]

DBMS store data in structured tables linked together by keys [41,74–80,97]

IT-security
prevention of unauthorized access and data manipulation;

prevention of misinterpretation and corresponding inaccurate
decisions of upper layers

[81,82,84–86,89–91,98]

3. Digitalization and Development of a Metal Processing Value Chain: Framework
and Corresponding Case Study for SMEs

The presence of SMEs in a value chain varies among the considered industry segment
and country. In the case of Austria, 99.7% of the industry consist of SMEs [99], whereas
18.1% of Austria’s industry concern the field of manufacturing [100]. Consequently, it
is most likely that SMEs are involved within a metal processing value chain. This is
particularly evident in the manufacturing sector of the automotive and aerospace industry,
where many specialized SMEs supply big enterprises with components that have to fulfill
high quality standards and require specific production related expertise [101–104].

To be able to support SMEs within this environment, this section describes the further
concretization of the RAMI 4.0 framework for the development of a simplified digitalized
value chain for the metal processing industry, that especially considers the additional
restrictions SMEs face. The resulting concretized framework is put into operation by a
smaller-scale use case at the Montanuniversität Leoben. This use case, which is part of the
MUL 4.0 project, does not only serves as a practical testing of the stated hypothesis but
pursues to contribute to as a fundament for the state-of-the-art engineering education for
future experts in the manufacturing field [105,106].

According to [105], the two main cooperating instances of MUL 4.0 can be character-
ized as follows: the Chair of Metal Forming (MF) with 15 employees represents a small
enterprise, whereas the Chair of Non-Ferrous Metallurgy (NFM) with 72 employees can be
seen as a medium enterprise. These chairs are able to provide the required infrastructure for
the development of an integrated I 4.0 standard value chain. As a result, by digitalizing and
connecting these entities under consideration of providing interfaces for state-of-the-art
software used in large enterprises, the steps undertaking to realize these objectives can be
utilized by other SMEs within the metal processing environment.

Depending on the product to be manufactured, the respective part has to pass various
steps according to RAMI 4.0 [89]. These process steps are carried out in production facilities
of various sizes, which, for the sake of simplicity, will be distinguished into SMEs and large
enterprises within this work, as visualized in Figure 2.
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would be followed. In any case, supervised ML should be pursued at the beginning of the
implementation to support a successful establishment of the system.

For this exemplary framework, the 5V criterium of Big Data is fulfilled, as demon-
strated in Table 2.

Table 2. Overview of the most important data sources and corresponding qualitative estimation for a digitalized metal
processing value chain.

Type of Data Volume Velocity Value Veracity Variety

Sensor/PLC (e.g., time series data,
videos)

low high high high
high

(unstructured)

Process-related modeling data
(e.g., FEA)

high low high medium-high
high

(unstructured)

Inter & intra logistical related
data (e.g., smart factory DT)

high high high high
high

(unstructured)

WBML high Low high medium-high
high

(unstructured)

GBML medium medium high medium-high
high

(unstructured)

BBML low high high high
high

(unstructured)

IIoT low high high high
high

(unstructured)

MES medium medium high high
medium

(structured/semi-structured)

ERP high low high high
high

(unstructured)

4. Results and Discussion

As part of the MUL 4.0 project, four machines were integrated into a value chain [107].
These are positioned at two different localizations. The continuous caster is located at the
NFM and is equipped as standard with sensors and DAQ by the manufacturer. The MF
houses the furnace, hydraulic press, and rolling mill, posing as the second production site
in the process. The rolling mill from 1954 was transformed into a CPPS utilizing low-cost
retrofitting and suitable sensors such as Linear Variable Differential Transformer (LVDT)
and load cells to be able to integrate required data into the process [52]. In cooperation
with the Chair of Industrial Logistics (IL), a cross-process database was set up to make data
available between the cooperating parties. Table 3 shows the technical specifications of the
sensors associated with the corresponding machines and their location.

As visualized in Figure 4, the process chain consists of continuous casting of the
aluminum specimens, followed by a variable operation of forming processes. At the MF,
the specimen can be cold-formed or rolled. In the hot forming process, the specimen
is preheated in the furnace before rolling or upsetting. Subsequently, the samples are
subjected to quality control and recycled in the final stage.
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Table 5. Asset layer fragments from Figure 6 and corresponding specifications.

Layer Fragment Specification

A1.1 Continuous casted specimen
A1.2 Sensors of continuous caster according to Table 3
A1.3 Tablet/PC
A1.4 Continuous Caster
A1.5 Center for Non-Ferrous Metallurgy
A1.6 NFM
A2.1 Heat treated specimen
A2.2 Sensors of furnace according to Table 3
A2.3 Tablet/PC
A2.4 Furnace
A2.5 Center for Metal Forming
A2.6 MF
A3.1 Formed specimen
A3.2 Sensors of rolling mill|hydraulic press according to Table 3
A3.3 Tablet/PC
A3.4 Rolling mill|Hydraulic press
A3.5 Center for Metal Forming
A3.6 MF
A4.1 Quality checked specimen|Recycled specimen
A4.2 Sensor of tensile test machine|recycling aggregate
A4.3 Tablet/PC
A4.4 Tensile test machine | Recycling aggregate
A4.5 Center for Metal Forming
A4.6 MF

Table 6. Integration layer fragments from Figure 6 and corresponding specifications.

Layer Fragment Specification

It1.1 RFID chip
It1.2 Continuous caster DAQ according to Table 4 + Internal Software
It1.3 GUI + Webserver Dashboard Server (DHCP)
It1.4 CPPS + IIoT
It1.5 MES Server + DHCP protocol
It1.6 ERP Next Server + DHCP protocol
It2.1 RFID chip
It2.2 Furnace DAQ according to Table 4 + Wago e!Cockpit Sofware
It2.3 GUI + Webserver Dashboard Server (DHCP)
It2.4 CPPS + IIoT
It2.5 MES Server + DHCP protocol
It2.6 ERP Next Server + DHCP protocol
It3.1 RFID chip

It3.2
Rolling mill|hydraulic press DAQ according to Table 4 + Wago e!Cockpit

Sofware
It3.3 GUI + Webserver Dashboard Server (DHCP)
It3.4 CPPS + IIoT
It3.5 MES Server + DHCP protocol
It3.6 ERP Next Server + DHCP protocol
It4.1 RFID chip
It4.2 Tensile test machine|Recycling aggregate DAQ + Software
It4.3 GUI + Webserver Dashboard Server (DHCP)
It4.4 CPPS + IIoT
It4.5 MES Server + DHCP protocol
It4.6 ERP Next Server + DHCP protocol
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Table 7. Communication layer fragments from Figure 6 and corresponding specifications.

Layer Fragment Specification

C1.1 RFID protocol
C1.2 Modbus TCP/IP
C1.3 DHCP
C1.4 DHCP
C1.5 DHCP
C1.6 DHCP
C2.1 RFID protocol
C2.2 Modbus TCP/IP
C2.3 DHCP
C2.4 DHCP
C2.5 DHCP
C2.6 DHCP
C3.1 RFID protocol
C3.2 Modbus TCP/IP
C3.3 DHCP
C3.4 DHCP
C3.5 DHCP
C3.6 DHCP
C4.1 RFID protocol
C4.2 Modbus TCP/IP
C4.3 DHCP
C4.4 DHCP
C4.5 DHCP
C4.6 DHCP

Table 8. Information layer fragments from Figure 6 and corresponding specifications.

Layer Fragment Specification

In1.1 Location of specimen
In1.2 Sensor data of continuous caster according to Table 3
In1.3 User input from continuous caster GUI
In1.4 Status of continuous caster
In1.5 Process data acquired by data processing (e.g., utilization factor)
In1.6 Economic data acquired by data processing (e.g., price per unit)
In2.1 Location of specimen
In2.2 Sensor data of furnace according to Table 3
In2.3 User input from furnace GUI
In2.4 Status of furnace
In2.5 Process data acquired by data processing (e.g., utilization factor)
In2.6 Economic data acquired by data processing (e.g., price per unit)
In3.1 Location of specimen
In3.2 Sensor data of rolling mill|hydraulic press according to Table 3
In3.3 User input from rolling mill|hydraulic press GUI
In3.4 Status of rolling mill|hydraulic press
In3.5 Process data acquired by data processing (e.g., utilization factor)
In3.6 Economic data acquired by data processing (e.g., price per unit)
In4.1 Location of specimen
In4.2 Sensor data of tensile test machine|recycling aggregate
In4.3 User input from tensile test machine|recycling aggregate GUI
In4.4 Status of tensile test machine|recycling aggregate
In4.5 Process data acquired by data processing (e.g., utilization factor)
In4.6 Economic data acquired by data processing (e.g., price per unit)
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Table 9. Functional layer fragments from Figure 6 and specifications.

Layer Fragment Specification

F1.1 Statistical data by data processing
F1.2 Statistical data by data processing
F1.3 Statistical data by data processing
F1.4 Machine status
F1.5 MES data processing
F1.6 ERP data processing
F2.1 Statistical data by data processing
F2.2 Statistical data by data processing
F2.3 Statistical data by data processing
F2.4 Machine status
F2.5 MES data processing
F2.6 ERP data processing
F3.1 Statistical data by data processing
F3.2 Statistical data by data processing
F3.3 Statistical data by data processing
F3.4 Machine status
F3.5 MES data processing
F3.6 ERP data processing
F4.1 Statistical data by data processing
F4.2 Statistical data by data processing
F4.3 Statistical data by data processing
F4.4 Machine status
F4.5 MES data processing
F4.6 ERP data processing

Table 10. Business layer fragments from Figure 6 and corresponding specifications.

Layer Fragment Specification

B1.1 Product optimization
B1.2 Process optimization
B1.3 Human resources optimization
B1.4 Downtime risk minimization
B1.5 Process chain optimization
B1.6 Cost optimization
B2.1 Product optimization
B2.2 Process optimization
B2.3 Human resources optimization
B2.4 Downtime risk minimization
B2.5 Process chain optimization
B2.6 Cost optimization
B3.1 Product optimization
B3.2 Process optimization
B3.3 Human resources optimization
B3.4 Downtime risk minimization
B3.5 Process chain optimization
B3.6 Cost optimization
B4.1 Product optimization
B4.2 Process optimization
B4.3 Human resources optimization
B4.4 Downtime risk minimization
B4.5 Process chain optimization
B4.6 Cost optimization

According to state-of-the-art literature, Big Data analytics is an integral part of the
fourth industrial revolution. For the integration of SMEs within the metal processing value
chain, this technology can also be seen as an essential component of this process, as this
work demonstrates. Furthermore, by including the characteristics of Big Data within the
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initial planning phase of an interconnected metal processing supply chain project, the
risk of misplanning can be minimized. The combination of structured and standardized
planning, relying on the RAMI 4.0 model and the 5V definition of Big Data can thus support
SMEs and their stakeholders within the value chain for an accelerated integration approach.
The additional consideration of IT security, as well as cloud computing solutions, further
increase the resilience of a planned mixed enterprise size value chain integration. Due to
the financial and resource challenges especially SMEs have to overcome, the utilization
of low-cost but industry-standard solutions, as demonstrated in Section 3 can lead to a
significant boost within the digitalization, digital transformation, and finally value chain
integration of these company types. The fulfillment of the 5Vs of Big Data analytics,
however, is not mandatory for all types of SMEs. By focusing on the metal processing
environment, the required volume can easily be reached, as this industry segment heavily
relies on FEA-based WBM. For SMEs or even larger companies, operating in industry fields
where the process variety is low and/or the process parameters are stable and not complex,
volume, as well as variety is not necessarily high. Based on the results of the theory and case
study shown in this paper, it can be stated that a fully digitalized metal processing value
chain must always include the Big Data concept, therefore H1 cannot be neglected. Despite
this conclusion, using the RAMI 4.0 model as a fundament for further concretization for the
digital transformation of an SME can add value within all manufacturing-related industry
segments. Considering the broader perspective of international supply and value chains,
the authors argue that an additional focus on the legal aspect of international collaborations
and networks should be additionally focused within the RAMI 4.0 framework, especially
when considering legal differences in terms of responsibilities and liabilities in the event of
ML-involved accidents at the shopfloor level.

5. Conclusions and Outlook

In this paper, an approach for a systematic standardized digitalization of a value chain
is presented. For this purpose, key enablers for a digital transformation were identified
according to state-of-the-art literature. The utilization of these key technologies and systems
is then elaborated in more depth by applying possible configurations on the theoretical
integration of SMEs into a digitalized metal processing value chain, especially considering
the requirements of these enterprises operating with heterogeneous and complex processes.
Based on this further concretization, the resulting concept is further applied on a small-
scale value chain developed at the Montanuniversität Leoben for further analysis and
validation. By doing so, the authors state that Big Data is a core element of a fully digitalized
value chain within the metal processing environment. With increasing digitalization
among all involved stakeholders within the metal processing sector, digital transformation
and therefore, digitalized value chains will subsequently increase, leading to further
utilization of Big Data and corresponding technologies. As demonstrated within this
work, the use of a suitable digital transformation framework can furthermore contribute
to a more resilient digital transformation process and decrease the implementation and
optimization time required to fulfill the requirements of an I 4.0 compatible supply chain.
As already observable in other industry segments, technologies like blockchain can boost
this development even more, e.g., by increasing data security [108–110]. Furthermore,
the rise of quantum computing and expected utilization in the manufacturing context
can further boost the demand for Big Data technologies and required know-how, which
increases the importance of corresponding technologies and frameworks in the future even
more.
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ABSTRACT: The fourth industrial revolution, commonly referred to as Industry 4.0, has made a permanent impact in 
the modern production industry. The establishment of technologies like Big Data, Cloud Computing and Smart Factories 
has driven the persistent trend for more accurate and precise data-driven predictions. Progressing into Industry 5.0 
territory, further focus is put on enhanced Human Machine Interaction, giving arise to new opportunities in the field 
quality management, thus incorporating data from every human involved. Using these new technologies enables an 
omnipresent quality management including all aspects of the product and process environment from start to end of the 
lifecycle, characterizing the term Quality 5.0. The benefits include a continuous improvement of product and process, as 
well as supporting the premises of a sustainable, digitalized value chain by obtaining a greener footprint along the entire 
value stream, eventually leading to highest goal of zero waste. This paper describes the fundamentals of the term Quality 
5.0, highlighting the respective enabler technologies, applications, challenges and opportunities. 

SCHLÜSSELWÖRTER: Quality 5.0; Industry 4.0; Industry 5.0; Cyber Physical Production System; Human 
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1 INTRODUCTION 

The ongoing digital revolution, also known as 
Industry 4.0 (I 4.0), brings a variety of new challenges and 
opportunities waiting to be mastered and put to use. In 
order to utilize the full potential of this digital 
transformation every enterprise along a value chain has to 
be implemented into such [1]. Depending on the 
individual enterprise, the machines, processes, conditions, 
products and therefore requirements scatter heavily. 
Nevertheless, the common point of interest is consistent 
and reliable data-driven quality management to ensure 
and further improve processes and products. Furthermore, 
with the application of Big Data technologies, the 
ecological impact can be decreased substantially, thus 
reducing waste not only at the enterprise level itself but 
also along the entire value stream. This also includes the 
incorporation of new digital technologies such as 
Machine Learning (ML). Going a step further, Industry 
4.0 can be further developed by putting more focus on the 
Human Machine Interaction, giving arise to the term 
Industry 5.0 (I 5.0) [2]. Therefore, the user-centered 
approach of I 5.0 supports data-driven decision-making 
processes across all hierarchy layers, as defined by the 
RAMI 4.0, and therefore acts as a major contributor to a 
sustainable, zero-waste circular economy [3–7]. 
In order to give an overview about these topics and 
corresponding opportunities and challenges, this paper is 
structured as follows: Section 2 concludes the key 
enablers of Quality 5.0, as well as it’s applications and 
evaluation of quality aspects. In section 3, the 
corresponding challenges arising are discussed. Based on 
the previous chapters, Section 4 summarizes the most 
important statements and concludes with an outlook and 
further implications regarding this topic. 
 

2 FUNDAMENTALS 

The key enablers of I 4.0,  Smart Factories, Big Data, 
Cyber Physical Production Systems (CPPS), Industrial 
Internet of Things (IIoT), Digital Twins (DT) and Cloud 
Computing can be extended by the Human Machine 
Interaction (HMI), thus evolving into I 5.0 [1,2,8–13]. 
Smart Factories, defined as a compound of CPPS 
connected by the IIoT, on a production site scale, can be 
seen as one of many steps along the value chain [1]. The 
data provided by these smart factories is gathered by 
CPPS and their corresponding sensor and data acquisition 
(DAQ) technologies, also incorporating different 
modelling approaches, such as white, grey and black box 
modelling, in order to extract important information from 
given data [14–16]. Furthermore, ML can be incorporated 
to further extract information from the gathered process 
and product data [1,14,16]. The structured approach for 
implementing such technologies and infrastructure is the 
RAMI 4.0, visualizing and connecting the value chain via 
three axes. As shown in Figure 1, these axes show the Lift 
Cycle & Value Stream, the Hierarchy Levels and Layers 
[1,6,17,18]. Hereby, the respective instances created by 
the three axes conclude the utilized technologies, 
specifying all physical and digital assets along the entire 
value chain [1]. As proposed by [3,4,9,11,19–22] the term 
Quality 4.0 (Q 4.0) can be summarized as the blending of 
traditional quality management approaches with I 4.0 
enablers, but with a shift from manual to fully automated 
approaches, using real-time data analysis, enabling the 
quality management data integration along the entire 
value chain. These I 5.0 enablers lay the groundwork for 
Quality Management 5.0 (Q 5.0), through backing 
automation and data gathering in a Big Data approach [2–
4].  
 



  
Figure 1: RAMI 4.0 [1,18] 
 
As in the case with traditional statistical quality 
management approaches, where the quality of an 
inspected sample is projected on the entire production 
population, the I 5.0 supported Q 5.0 enables the quality 
evaluation of each individual product, by processing real-
time sensor data of each individual product. By 
monitoring product and process simultaneously, the 
corresponding data can be linked to each other and 
information about the quality of both product and process 
and therefore, the compliance with the desired quality 
characteristics can be evaluated [3]. In the case of non-
compliance, the gathered data can be analyzed in order to 
find the root causes of the underlying failure to meet the 
defined quality requirements [3,4,23,24]. Furthermore, 
the information gained from analyzing the causes of 
non-compliance can be reintegrated, thus improving the 
overall system [3,4]. Therefore, Q 5.0 is not only about 
monitoring and data processing, but also about finding 
interrelationships between process, product and previous 
as well as future processing steps in the value chain 
[3,4,9]. Additionally, this results not only in the quality 
improvement on the enterprise level itself, but also along 
the entire value chain [3,9,11,21].  This can be 
accomplished by implementing Total Quality 
Management (TQM), practizing quality management for 
every enterprise activity or moreover along the entire 
value chain and product life cycle, driving continuous 
quality improvements and further improving customer 
satisfaction as well as corporate sustainability [3,4,25–
29]. The incorporation of customer satisfaction, as a part 
of quality management further undermines the user-
centered premises of I 5.0 and Q 5.0, by incorporating not 
only the enterprise-set quality goals, but also those of the 
customer, e.g. by social media data [2,3,11].  
 
2.1 ENABLER TECHNOLOGIES 

As proposed by [3,28], the enabling technologies besides 
the beforementioned I 5.0 enablers are Big Data, 
connectivity, collaboration and data presentation. Per 
definition, Big Data has to fulfil the 5Vs of big data, 
namely Volume, Velocity, Variety, Veracity and Value, 
also incorporating ML in order to enable real-time data 
analysis and therefore pattern recognition, enabling 
quality predictions [1,3,4,6,11,30]. Therefore, the 
connectivity of all products and processes along the entire 
value chain has to be given to enable data reintegration, 
further improving quality [9]. Additionally, with the 

collaboration of all people involved within corresponding 
processes and resulting products, e.g. machine operators, 
programmers, costumers, and enhanced HMI, the data 
presentation is enabled, further advancing into I 5.0 
territory [3,20,31]. 
 
2.2 APPLICATIONS 

As proposed by [3,5,23] the main fields of the application 
of Q 5.0 are manufacturing, research and development 
(R&D), service and after-sales, procurement, logistics and 
sales, further adding data-based decision-making 
competence. Hereby, the application of Q 5.0 is heavily 
dependent on the field of application [23].  As in the field 
of manufacturing, approaches like predictive quality, 
machine vision quality control, automatic root cause 
analysis, self-adjustment of machines and process 
parameters and real-time process simulations contribute 
significantly to the improvement of decision-making 
processes on the shop floor level using enhanced HMI 
[2,23,30,32,33]. Focusing on R&D, the applications range 
from overall process and product quality improvement 
and prediction using Artificial Intelligence (AI) and 
especially ML to a more agile product development, thus 
leading to a leaner production, reducing time and costs 
[4,10,23,31,34–36]. Incorporating service and after-sales, 
field devices transmit data via the Internet of Things (IoT) 
and IIoT, enabling an improved predictive maintenance of 
soft- and hardware [23]. This also includes customers and 
consumers, thus supporting the premises of Big Data 
leading to steady improvements of predictive 
maintenance systems, service quality and costumer 
experience [3,11,23]. Applications in the field of 
procurement lay in providing data about the suppliers 
performance and furthermore evaluating quality risks in 
the supply chain [12,23]. As in logistics and sale, the 
predictive and agile production planning with a focus on 
reducing human errors plays a major role [23]. 
Additionally, the decision-making process is greatly 
supported by integrating real-time data across all layers, 
as visualized by RAMI 4.0 (Figure 1) [1,3], allowing for 
early intervention in case of non-compliance, thus leading 
to significant reduction of time, cost and waste [3,7,10].  
In essence, a holistic, networked value chain with a 
complete interaction of all digitization measures across all 
instances is imperative, in order to develop the full 
potential of Q 5.0, thus avoiding sub optimizations. 
 
2.3 EVALUATION OF QUALITY ASPECTS 

In order to support the improvement and success of Q 5.0, 
a continuous performance evaluation is imperative. As 
proposed by [37,38] the Quality Scorecard (QSC) 
performance measurement serves as a suitable framework 
to evaluate the qualitative performance, allowing the 
reflection of strategic objects of the enterprise, converting 
objectives into communicable actions, thus supporting 
improvements and a successful implementation. Serving 
as an initial step, a process-requirement analysis has to be 
carried out [37]. Hereby, Cost of Quality (COQ) is 
introduced, classifying activities into COQ items of 
qualitative prevention, appraisal and failure 



measures [37,39]. Here, appraisal costs arise from 
evaluating and measuring the conformity of services and 
products to quality standards [37]. Furthermore, 
prevention costs define costs arising from activities 
preventing non-compliance of quality [37]. Ultimately, 
failure costs are seen as the costs resulting from 
non-compliance of quality standards and therefore poor 
quality [37]. Expanding the COQ, the Cost of Quality 
Framework (COQF) further breaks the COQ items down, 
classifying as internal, external, visible and invisible costs 
as shown in Table 1 [37]. 
 
Table 1: Specification of COQF costs [37] 

Costs Internal  External  Total  
Visible (1) Scrap, 

repair, waste, 
prevention, 

appraisal 

(3) Warranty 1+3 

Invisible  (2) Internal 
inefficiencies, 

prevention, 
appraisal 

(4) Bad 
management, 

loss of 
goodwill 

2+4 

Total  1+2 3+4 1+2+3+4 
 
Based on this framework, the qualitative measures are 
defined using the Quality Function Deployment (QFD) 
approach, representing the viewpoints of Supplier, Input, 
Process, Output and Customer (SIPOC) [37]. As a result, 
the QSC defines environment dependent simple (S-QSC), 
general (G-QSC) and detailed (D-QSC) performance 
measures for prevention, appraisal and final result 
measures [37]. Here, the prevention measures list the 
supplier quality assurance, product/service development, 
operation quality assurance, risk assurance and 
customer/market demand analysis on the S-QSC level, 
further specifying them on the G-QSC and D-QSC 
level [37]. The appraisal measures contain the supplier 
and product evaluation, operational system evaluation, 
product and field evaluation and customer/market 
analysis on the S-QSC level [37]. The D-QSC level of the 
final result measure lists leadership, human recourses, 
operations, products/services, customer services, 
financial and market results [37]. Per definition of the 
QSC, this leads to 15 S-QSC units, 30 G-QSC units and 
60 D-QSC units [37]. As exemplary shown in Table 2, the 
S-QSC serves as the basis for the G-QSC, further serving 
as the basis for D-SQC, leading to a specification of the 
previous measure. 
 
Table 2: Schematic QSC for prevention measures [37] 

 S-QSC  G-QSC  D-QSC  

Prevention 
Measures 

Supplier 
Quality 

Assurance 

Supplier’s 
Quality 

Plan 

Purchase 
Oder 

Review 
Supplier’s 

Quality 
Plan 

Supplier 
Evaluation 

Supplier 
Evaluation 

Furthermore, the G-QSC can be interlinked to the 
enterprises’ 19 Key Performance Indicators (KPIs), 
categorized into Profitability, Activity, Growth, Stability 
and Productivity [37].  
As shown in Figure 2, the visualization of the QSC is done 
by the means of a QSC wheel, containing the previously 
mentioned S-QSC, G-QSC and D-QSC units [37]. 
Hereby, every unit represented in the QSC wheel is 
categorized into units of strong, medium, weak or no 
relevance, thus posing as the enterprises’ performance 
indicators [37]. 
 

 
Figure 2: QSC wheel with respective S-QSC, g-QSC and 
D-QSC units [37] 
 
As concluded by [37], the QSC is a capable tool to 
identify the enterprises’ performance, but should undergo 
further customization depending on the respective 
industry and the paradigm change regarding I 4.0 and 
I 5.0. 
Expanding on the QSC taking Big Data into account, the 
data quality poses as a KPI itself, thus leading to the term 
Data Quality Scorecard (DQSC) [40]. Hereby, the data is 
continuously checked for the compliance with enterprise 
specific rules, making a statement about how well the data 
supports analytical and operative processes and data-
driven projects [40].  
 

3 CHALLENGES 

According to [3,4,11,32,41–43] the main challenges are 
technology, organization, management and human 
resources. Furthermore, Q 5.0 not only contributes to a 
greener and more sustainable production, but also 
improving the overall organizational performance 
reducing inspection costs once successfully implemented 
[3,7,24,27]. As concluded by [7], current quality 
management practices correlate negatively with  the 
increasing importance of green and sustainable 
production, thus limiting enterprises in their 



competitiveness. As addressed previously, the data-driven 
premises of Q 5.0 include sophisticated data analysis and 
therefore requires high potential personnel, capable of 
dealing with these new technologies in order to utilize the 
potentials of a digitalized quality management [2–
4,11,19,44,45]. In order to be able to implement resilient 
Q 5.0 technologies, the management has to be aware of 
new technologies as well as traditional quality 
management techniques, building upon them and further 
refining them with IT [3,22,36,41]. Therefore, the 
management, quality and IT teams must be able to 
communicate the individual needs and goals, thus 
supporting a successful organizational and digital 
transformation [3,19,45]. Thus, these challenges make a 
technological aware management imperative, leading the 
implementation of necessary I 5.0 infrastructure [3,41]. 
Furthermore, this infrastructure implies vulnerability 
against cyberattacks, thus making cyber security one 
major point of concern  [1,3,46]. Especially the IIoT 
should be built upon state of the art protocols and layer 
architectures, thus reducing the risk of successful 
cyberattacks [1,46]. Following the successful 
implementation, the enterprise as well as the entire value 
chain benefit from higher productivity, efficiency, 
competitiveness as well increasing customer satisfaction 
and reduction of waste, following the premises of lean 
production [1,3,4,7,27,34,36,41,47]. Ultimately, the 
implementation of Q 5.0 is highly individual with respect 
to the corresponding process, product, environment as 
well as available infrastructure and resources [33]. 
 

4 CONCLUSION AND OUTLOOK 

This paper explored the different enabler technologies, 
applications and challenges of Q 5.0. Furthermore, the 
different aspects and goals were highlighted. 
Based on this, the initial challenge in order to implement 
a holistic and resilient Q 5.0 system is a well working I 5.0 
infrastructure. Therefore, the human, intellectual and 
technological as well as financial resources have to be 
considered. Depending on the enterprise, either 
classifying them as small and medium enterprises (SME) 
or big enterprises, have to overcome different obstacles in 
the aforementioned aspects depending on their digital 
maturity. Especially SMEs face obstacles in these terms, 
thus making special support imperative to enable a 
successful digital transformation of SME businesses and 
furthermore value chains. In order to ensure the 
implementation of every enterprise along a value chain, 
digitalization standards have to be established, enabling a 
standardized communication. Therefore, frameworks 
such as RAMI 4.0 represent suitable options, ensuring 
standardized communication in digitalization as well as in 
data and data integration along the entire value chain. 
Hereby, the RAMI 4.0 framework should undergo further 
specification regarding protocols, data and technologies, 
facilitating the digital transformation for SMEs. 
Regarding the enabler technology Big Data, further focus 
has to be put on the accessibility of Cloud Computing 
resources. Here, SME face major obstacles in all of the 
aforementioned terms, as these enterprises often do not 

have the necessary infrastructure, human and/or financial 
resources. Therefore, emphasis has to be put on the future 
availability and possibility of outsourcing of computing 
resources. Furthermore, to perform valuable data analysis 
using cloud computing resources, the data has to follow 
the 5Vs of Big Data, especially regarding Veracity and 
Value. Thus, the data has to be trustworthy in order to 
create information of value, making sanity or cross checks 
of sensors and data.  
To support the success and continuous improvement of 
Q 5.0, the already implemented quality management 
methods must undergo automation and digitalization, 
further refining them with ML. Hereby, ML like Support 
Vector Machines (SVM) can be used to analyze time 
series data and other processes variables, deciding about 
the quality compliance of the product. Thus, gathering 
more data about processes and products complying with 
the desired quality, the ML can be refined with the 
growing amount of available training data, further 
supporting the premises of Q 5.0 in terms of optimization 
and reduction of waste and costs along the entire value 
chain. Besides, the data gathering should undergo analysis 
in the context of usefulness, as the storage and processing 
of a huge amount of data using cloud computing services, 
requires corresponding recourses, therefore standing in 
conflict with a more sustainability production.  
Another important point of view is that of security. 
Hereby, a differentiation has to be made between the 
security of intellectual property and cyber security. As 
proposed previously, cyber security is a point of major 
concern, as cyberattacks can lead to long lasting 
downtime or malfunctions, thus leading to delays in the 
supply chain and loss of profits. Moreover, data 
manipulation could lead to similar events, e.g., ML 
relying on faulty, manipulated data. Therefore, referring 
to aforementioned techniques like cross and sanity 
checks. Henceforth, the development of the blockchain 
and quantum computer technologies may serve  as a major 
contributor to cyber security and computing resources, 
therefore driving I 5.0 and Q 5.0 advancements. On the 
other hand, the security of intellectual property has to be 
further refined. As in the case of data theft, regarding 
multinational enterprises and decentralized cloud 
computing resources, the jurisdiction of respective 
nations should undergo a standardization, supporting 
international collaborations and exchange.  
Coming back to the financial hurdles SME might face, the 
digitalization of quality management processes should 
also follow a low-cost approach, using open-source 
software and brownfield approaches, equipping existing 
machines with suitable digitalization technologies. As a 
result, the implemented software and hardware has to 
fulfil the point of connectivity, allowing the data 
integration into Manufacturing Execution Systems 
(MES), Enterprise Resource Planning (ERP) systems and 
databases of the respective enterprises and along the entire 
value chain. 
Moreover, the already existent shortage of skilled 
employees could pose as an increasing obstacle 
intensifying in future years. In general, employees 



capable of handling the versatile and demanding tasks 
linked to I 5.0 and Q 5.0 will be harder to find. Therefore, 
further focus has to be set on the engineering education in 
the field of digitalization, as proposed by [48–50]. 
Henceforth, the HMI support on all hierarchy levels 
assists decision-making, thus facilitating certain tasks and 
improving the overall product and process quality, as well 
as the working environment itself. Focusing on the 
customers, Q 5.0 benefits from the increasing 
involvement between product and customer, thus 
collecting customer impressions, data, experiences and 
feedback in order to incorporate them into the design 
process of the product, leading to further improvements. 
Hereby, social media and new digital media like the 
Metaverse can be seen as major contributors in deepening 
customer relationships, gathering product specific data 
and customer experiences. 
Eventually, all of the aforementioned statements support 
the ultimate goal of an efficient and sustainable 
production, driving towards the ultimate goal of zero 
waste. Previously, [7] concluded the negative impact of 
current quality management practices on green 
innovations, therefore putting additional expectations on 
Q 5.0. Thus, the incorporation of I 5.0 technologies in 
Q 5.0, the gathering of data from customer, product and 
processes, followed by data analysis and an overarching 
data sharing and integration along the value chain, this 
premise of a green and sustainable production is 
supported. Therefore, the more data is gathered and 
analyzed, the more correlations between various product 
and processes variables are found, improving both 
products and processes, leading to a reduction of costs and 
waste. Done steadily and thoughtful over a long period of 
time, steadily decreasing waste can be achieved. 
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1. Introduction 

Industry 4.0, as the ongoing revolution of the manufacturing 
industry around the world, focuses on the integration of 
emerging information and communication technologies in 
traditional production and logistics processes [1]. Thereby, 
according to recent literature, current studies on digitalization 
in production and logistics can be divided into the clusters of 
1) technologies and technologies concepts, 2) enablers of 
digitalization, 3) risks of digitalization, and 4) opportunities of 
digitalization. Thereby, cluster 1 listed data science, virtual 
environments, IoT devices, automatic identification, CPS, 
location (technologies), interfaces, and decentralized 
applications as the main technologies and technological 
concepts within the framework of Industry 4.0 [2].  

However, from a methodological point of view, it must be 
noted that most studies can be assigned to the research type of 
conceptual studies, preliminary laboratory experiments, or 
single case studies leading to a limited external validity of the 
established research findings. Therefore, the authors conclude 
that, despite some fruitful insights, most studies provide only a 
limited view on the ‘realistic’ system behavior in economic 
practice.  

To increase the generalizability and transferability of 
research results to manufacturing enterprises, the authors 
introduce the research project ‘MUL 4.0’ which aims to 
investigate an entire value chain, from raw material to 
recycling, based on a combination of quantitative and 
qualitative research methods.  Moreover, this paper discusses 
the necessary prerequisites from a material science, mechanical 
engineering, metallurgical, logistics engineering and 
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management point of view and concludes with a summary of 
potential future research initiatives. 

2. Research methodology and concept overview: MUL 4.0 

Based on the implications of relevant strategy papers from 
the European Commission, which are generally aiming at 
increasing the competitiveness of companies as micro-
economic entities through the implementation of Industry 4.0 
technologies, Austria's first digital learning factory is to be 
established in a cooperative project of four institutes or chairs 
of the Montanuniversitaet Leoben within the framework of a 
multitude of research projects. This learning factory represents 
an isomorphic representation of a fully digitalized value chain 
and should also be able to dynamically optimize processes 
based on the latest Industry 4.0 technologies. For the first time, 
in contrast to the mostly isolated basic concepts of Industry 4.0, 
holistic and sustainable measures of a digital learning factory 
derived from the fields of action 1) digitization and artificial 
intelligence, 2) resource-efficient production-oriented to 
concepts of the circular economy, and 3) human-machine 
interaction will be designed, implemented, and scientifically 
investigated. Therefore, Fig. 1 shows an overview of the 
production process and involved parties within this project. 
 

 

Fig. 1. Overview and responsibilities of respective process steps in the                      
MUL 4.0 concept [3]. 

The starting point of the digital learning factory is the 
continuous casting plant at the Chair of Nonferrous Metallurgy 
(NFM). At the NFM, a previously specified aluminum alloy is 
casted with varying process parameters and geometries and 
prepared for subsequent process steps (Fig. 1, green). From the 
beginning of the casting process, continuous identification and 
automated data acquisition (DAQ) is performed by the higher-
level tracking system, which processes the product, process, 
and logistics data (e.g., location, throughput time, etc.) and 
passes on information to the subsequent process steps. The 
processed workpiece is then transported from the NFM to the 
Chair of Metal Forming (MF), where it is first preheated and 
then formed into its final shape in two or more subsequent 
forming processes, with the possibility of reheating between 
each step. The transport itself from the NFM to the MF will be 
captured in real-time by the implemented tracking software. 

The most important process steps in terms of mechanical 
engineering, metallurgy, and materials science are mapped in 
real-time using finite element analysis (FEA) and finite volume 
analysis (FVA). Based on this FEA and FVA, real-time 
adaptations for active intervention in involved processes should 
then be possible. The Institute of Mechanics (M) (Fig. 1, violet) 
is mainly responsible for the development of the FEA-based 
digital twins based on real physical data together with the MF. 
Here, attention is also paid to the influence of thermo-kinetics, 
which leads to highly informative and accurate results about 
the current condition of the respective workpiece. The results 
of these simulations are validated and calibrated with the aid of 
appropriate quality management carried out at the NFM and 
MF. The adapted process data is fully automated and 
continuously transmitted to a Supervisory Control and Data 
Acquisition (SCADA) system already implemented at the MF, 
pre-processed, and then transferred to the higher-level tracking 
system. A similar suitable SCADA system is currently in 
development at the NFM. After quality management has been 
carried out (on a statistical basis and as far as possible on a 
practical basis), the finished components can be put to further 
use. During almost all process steps, there is material waste, 
which is also fully tracked from the point of origin and 
systematically returned to the NFM. This closes the cycle of 
the (digitalized) value chain. 

Besides the tracking system, additional simulations are 
carried out in logistics processes to be able to continuously 
optimize inventories, throughput times, adherence to 
schedules, and machine utilization. As a result, an ideal 
maintenance strategy can be systematically derived based on 
the system's behavior. The discrete event simulation used for 
this purpose can also be displayed three-dimensionally and, in 
combination with modern augmented reality technologies, is, 
thus, an important component of advanced teaching. The Chair 
of Industrial Logistics (IL) is mainly responsible for this image 
of the digital learning factory as well as the implementation, 
maintenance, and optimization of the tracking and condition 
monitoring system (Fig. 1, blue). The mainly used open-source 
and low-cost hardware and software also offers the possibility 
to educate a broad variety of engineering students of different 
disciplines as well as external parties under the premise of the 
transdisciplinary engineering education concept, which is 
displayed in Fig. 2 [4,5,6]. 
 

 

Fig. 2. Transdisciplinary Engineering Education concept [4,5,6]. 
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Fig. 2 illustrates the variety of complex influencing factors 
that affect transdisciplinary learning processes. Different 
causal mechanisms intervene in teaching and learning 
processes, and, therefore, must be considered when planning, 
implementing, and evaluating it. On the one hand, endogenous 
factors, such as previous experience, expectations, or 
motivation of teachers and participants, affect the micro-level, 
as the respective learning unit. On the other hand, exogenous 
factors, such as legal foundations, living conditions, or higher-
level goals at the meso- and macro-levels, further have a 
significant impact on the learning process. This 
transdisciplinary engineering concept will also be an integral 
part of a transdisciplinary engineering lecture, which mainly 
focuses on digitalization and its underlying technologies 
[4,5,6]. 

3. A holistic concept of the process value chain  

In a prior analysis, several gaps in current research about 
digitization and digitalization in industrial logistics were found 
[1]: 

• Many approaches to use new technologies or 
technological concepts in logistics processes do not go 
beyond a conceptual stage or theoretical validation 
and, thus, open up the demand for implementation and 
validation of the concepts in practice. 

• A common method for examining the complex 
behavior of logistical processes is the usage of discrete 
event simulation. However, the literature review 
shows a lack of attention to the use of digital twins in 
the field of industrial logistics. The combination of 
real-time production data and a discrete event 
simulation can fill this gap. Nevertheless, the potential 
benefits of such systems, as well as development 
challenges, need to be addressed. 

• The authors state that, even though current literature 
agrees on the positive impact of digitization on 
sustainability performance, research does not focus on 
the achievement of general objectives such as the 
Sustainable Development Goals (SDGs). In addition 
to this, small- and medium-sized enterprises (SMEs) 
face several barriers when implementing 
sustainability reporting (SR) in general [7]. Due to a 
lower market value, SMEs seem to have a lower SR 
quality. This circumstance is a result of an existing 
positive correlation between a company´s market 
value and the quality of SR [8]. 

• In physical as well as in digital processes, (IT-) 
security issues are a widely discussed topic [9]. 
Increased data sharing involves risks of cyber-attacks 
and the interest of certain parties to manipulate data. 

 
The MUL 4.0 lab offers several opportunities to 

implement and assess newly developed models, 
frameworks, or technologies, which have only been 
theoretically approved in the examined literature. 
According to the authors, the main contribution to research 
is the development and implementation of a holistic near-
real-time digital twin that extends material science and 

engineering-based simulations with simulation and 
visualization of the logistical processes.  

Potentially, the above-mentioned research gaps can be 
closed due to practical implementation of the technologies 
in the laboratory to  

• use real-time data to simulate logistics processes 
and forecast their output, 

• use real-time data to evaluate different scenarios, 
based on the current status in the production, 
which enables the realization of decision support 
systems for logistical purposes, 

• use real-time data to assess the environmental 
impacts of the process as well as the products and 

• visualize real-time quality, sustainability, and 
process metrics in a production data cockpit. 

 
Due to the laboratory character of the manufacturing 

system, the comparability and implementation of the gathered 
results into industrial environments with large-scale production 
and highly automated systems would lack of accuracy. Instead, 
the authors expect a similarity to environments of 
manufacturing SMEs, whose production resembles semi-
automated workshop production.The implementation of the 
near-real-time digital twin described above offers new 
possibilities to evaluate production plans and schedules on the 
fly, more precise forecasting, and faster exception handling 
during the manufacturing process, resulting in a more realistic 
factory planning.  Furthermore, both a dynamic allocation of 
transport tasks and a dynamic routing through the production 
can be achieved. Due to the virtual environment of the 
production, reinforcement learning algorithms can be used.  

An environment to assess and visualize sustainability and 
quality indicators of the production on the product-level in near 
real-time in workshop manufacturing could enable higher SR 
quality and shorter reaction times in case of an exceptional 
waste of energy or material. Furthermore, agent-based 
production planning and scheduling could be implemented, 
which focuses on the reduction of lead times of products with 
lower environmental impacts. Overall, material and energy 
efficiency could be increased due to new, realistic, and live 
insights in the production process and the creation of incentives 
to buy environmentally better products could be more feasible 
to potential customers due to reduced process-related costs. 
Also, secure mechanisms to save and share recorded data 
across the supply chain could support efficient compliance with 
a potential supply chain act. 
 

To enable the proposed logistics digital twin, the assessment 
and the implementation of several technologies are necessary:  
 

• To create a valid 3D-simulation for simulating the 
material flow, a 3D-model of the laboratory setting 
must be generated. This could be achieved by new 3D-
scanning methods such as LIDAR-sensors or smart 
cameras (e.g., Azure Kinect).  

• Indoor Positioning Systems (IPS) have to be installed 
in the laboratory, including a continuous identification 
of the material flows by Auto-ID technologies. This 
should ensure the complete traceability of the material 
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flow and the localization of the means of 
transportation. 

• A suitable integration of logistics applications into the 
proposed layer structure of the FEA and FVA must be 
defined. The establishment of interfaces is necessary 
for fast and reliable information exchange between the 
applications.  

• The creation of a resilient software architecture for the 
integration of real-time data or a real-time 
initialization of discrete event simulations is crucial. 

• The scope of the sustainability assessment has to be 
defined. According to this scope, valid input data, 
emissions factors, etc., must be available. 

• Metrics that represent the environmental impact of the 
produced goods and IIoT-sensors to measure these 
metrics are to be found and implemented, e.g., GHG 
emissions during production, which arise because of 
energy usage. To capture this, electricity and gas 
meters have to be installed and integrated into the 
infrastructure. 

• Security of information sharing has to be guaranteed 
to create unalterable data that are available to all 
necessary parties in near real-time.  

• Recording production times for different products and 
their distributions, to create different production plans 
and for further investigations has to be carried out.  

4. SCADA and numerical simulation integration 

The following subchapters describe the data gathering at the 
most important aggregates within the digitalized supply chain. 
The focus lies on the interaction between the physical 
machining processes and resulting sensor data with near real-
time integration of corresponding numerical simulations. 
Therefore, the main objective is the prediction of material 
behavior with upcoming process steps, which allows the 
superordinate logistics digital twin system to optimize the 
logistic chain in terms of lead time and general production 
planning. To achieve this efficiently and effectively, a variety 
of numerical simulations were designed. Based on the results 
of these simulations, process steps will be automatically 
adapted. Despite the positive effect on logistics, desired 
material quality can be optimized, and out coming parts that 
don’t fulfill the quality requirements can be reduced [10]. 

 
4.1. Thermo-mechanical process route 

 
The numerical process chain starts at the continuous casting 

unit, which produces slabs with defined geometry made from 
raw material, followed by a cutting operation on another 
aggregate. The resulting workpieces are heated to a defined 
temperature and pre-formed in a hydraulic press or alternatively 
rolling mill aggregate, which results in either bulk or sheet 
metal-based products. Depending on the desired final shape and 
mechanical material properties, additional reheating steps can 
be performed and additional forming steps within the same 
aggregates can be taken. After quality control and simulated 
usage, the specimen is transported to the NFM, refined, and 
finally re-melted (Fig. 1). All machines are equipped with 
sensors matched to the measured parameters to be able to record 

the most important machine and process parameters 
qualitatively and quantitatively. 

 
4.2. Aggregates with coupled numerical simulations 

 
The Indutherm CC3000 continuous casting plant at the 

NFM is equipped ex works with a variety of different sensors 
(Fig. 3). These sensors record the crucible temperature, die 
temperature, draw path, time step of the draw path, reversing 
draw path, timestep of the reversing draw path, and resulting 
drawing force. 
 

 

Fig. 3. Continuous casting aggregate at the NFM [10]. 

Two die shapes with dimensions 6x75mm and 30x110mm 
can be distinguished to produce specimens with different 
dimensions. These determine the width b and height h of the 
specimen. The casted slab is then separated into several 
specimens of length l. The temperature in the crucible and the 
mold temperature are measured with a thermocouple of Type 
K (NiCr-Ni) or Type S (PtRh-Pt) (Tab. 1). 

 Table 1. Sensors of the continuous casting plant [11]. 

Measurement Sensor Range 

Crucible temperature 
[°C] 

Thermocouple Type K 
or Type S 

0-1200°C 

0-1500°C 

Die temperature [°C] Thermocouple Type K 
or Type S 

0-1200°C 

0-1500°C 

Draw path [mm] N/A N/A 

Timestep of draw path 
[s] 

N/A N/A 

Reversing draw path 
[mm] 

N/A N/A 

Timestep of reversing 
draw path [s] 

N/A N/A 

Draw force [N] Load cell N/A 

Process time [s] Processed by 
programming 

Processed by 
programming 
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Due to the separate location of the continuous casting plant 
and the aggregates for the next process steps, which are carried 
out at the MF (approximately eight minutes transportation 
time), there is a significant drop in the temperature of the 
specimens during transport. To achieve desired material 
behavior, the specimens are reheated in a furnace at the MF in 
the next process step to set the specimen temperature required 
for the following forming operations. To determine the 
necessary temperature and time, a Type K thermocouple (NiCr-
Ni) is added to the furnace by the retrofitting method, which 
has been adjusted to the maximum temperatures occurring in 
the furnace of up to 1200°C (Tab. 2).  

Table 2. Sensors of the furnace. 

Measured quantity Sensor Range 

Temperature [°C] Thermocouple Type K 0-1200°C 

Process time [s] Processed by 
programming 

Processed by 
programming 

 
The used main forming aggregate for bulk-forming, a 

hydraulic press, is placed next to the furnace to keep the 
transport distance and transport time and the associated 
temperature loss of the specimen as low as possible (Fig. 4). 
The sensor technology of this aggregate records the 
temperature of the specimen using a ratio pyrometer (also 
known as a comparison pyrometer) as well as the upsetting 
force applied during the upsetting process utilizing a load cell 
(Tab. 3). A special advantage of the ratio pyrometer is its ability 
to measure correct temperatures at the surface of the specimen 
without having to know the emission of the underlying 
material. By measuring with two different spectra, the 
temperature of the measured object can be determined from 
their quotient, the radiation ratio [12]. This principle results in 
a further advantage, which is particularly relevant for harsh 
operating and environmental conditions - the insensitivity to 
interference, e.g., smoke and dirt between the measuring object 
and the ratio pyrometer [13]. 
 

 

Fig. 4. Hydraulic press with control unit (left), furnace (right). 

The rolling mill at the MF (Fig. 5) was equipped with 
suitable sensor technology to record the process parameters 
relevant to the rolling process (Tab. 4). 

Table 3. Sensors of the hydraulic press. 

Measured quantity Sensor Range 

Die force [N] Load cell 0-1MN 

Die position [mm] LVDT 0-600mm 

Temperature of 
specimen [°C] 

Pyrometer 0-1200°C 

Process time [s] Processed by 
programming 

Processed by 
programming 

 
As a result, the mill can be incorporated into the process 

chain to roll specimens and collect further information on 
texture or formability. Two load cells, one on each side of the 
work rolls, measure the resulting rolling force and sum to give 
the total force, which has the advantage of collect data 
regarding eccentricity directly in the roll gap. A Linear 
Variable Differential Transformer (LVDT) sensor, which has a 
very high resolution and low deviation from linearity, measures 
the height of the roll gap as well as the deflection of the roll gap 
during forming. 
 

 

Fig. 5. Rolling mill system at the MF (300 kN). 

Table 4. Sensors of the rolling mill. 

Measured quantity Sensor Range 

Rolling force [N] 
(left guide rail) 

Load cell 0-150kN 

Rolling force [N] 
(right guide rail) 

Load cell 0-150kN 

Roll gap [mm] LVDT 0-25mm 

Gear angle [°] Magnetic multi turn 
encoder 

0-360° x 32 turns 

Process time [s] Processed by 
programming 

Processed by 
programming 

4.3. IT-infrastructure and integration of numerical simulation 

The DAQ of the sensors from the forming and heating 
aggregates is carried out within the CMs’ internal network 
using the Wago controller of the XTR-series suited for harsh 
environmental conditions. Due to the usage of compatible I/O 
modules, the DAQ can be easily and flexibly adapted to a 
variety of analog and digital signals from the respective 
sensors, e.g., voltages, current, bits. The acquired signals are 
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internally processed by the respective controller and converted 
into a digital signal that can be used for further computer-based 
processing and fed into a new set-up production network, 
which is accessible only for respective stakeholders of the 
MUL 4.0 project. After initial calibration of all respective 
sensors, calibration curves varying between third and sixth-
order were directly programmed into the corresponding 
controller in structured text, which results in the direct 
conversion of sensor signals into corresponding physical 
quantity. For the connection of the aggregates used at the NFM, 
the proprietary software of the continuous caster will be used, 
resulting in txt files automatically stored at the MUL 4.0 
production network. The preparation and further processing of 
the process data from both chairs are carried out in an 
additional layer with the open-source programming language 
Python, which was chosen to prevent an isolated solution. 
Using suitable frameworks, the data in the network are 
collected, processed, and evaluated to make them available for 
analysis and automatic feeding into FVA and FEA-based 
simulations [14]. 

As soon as data are supplied from the continuous caster, the 
simulation of the upsetting forming process of the hydraulic 
press and/or rolling mill is automatically set up and started with 
Python. This provides the sample temperature to be set for the 
desired degree of forming. As a result, the temperature to be set 
as well as corresponding heating time will automatically be 
adapted. In the case of the bulk-forming processes, an 
additional thermal simulation of the temperature gradients 
within the specimen is carried out to ensure that all samples are 
heated thoroughly and homogeneously. The process steps 
‘reheating’ and ‘forming’ can be repeated several times, with 
each of these process steps being automatically simulated 
again. Furthermore, text (txt) files containing the relevant time 
steps, such as process start, and end, are stored in the network 
to provide the most important results of the simulation for 
further processing at the IL. The obtained data are 
automatically fed into a SQL database using Python, which is 
shared between all cooperating chairs and institutes via the 
network. The simulation of continuous casting and the 
associated implementation of a digital twin (DT) will be carried 
out by the NFM. The simulation of the continuous casting 
process will be performed using common FVA programs. If the 
required computational time cannot be achieved using FVA, a 
sophisticated abstraction using FDM will be designed.  

The implementation of the three DTs and setup of the 
simulation using FEA for the furnace, rolling mill, and 
hydraulic press will be performed by the MF. Fig. 6 shows the 
resulting material and data flow within the numerical 
simulation optimized aggregates in the value chain. All 
numerical simulations are supplied with input parameters and 
deliver output parameters, which are passed on to the 
simulation of the next process step according to the process 
chain (Fig. 1), to digitally represent the process chain in the best 
possible way. Tab. 5 shows an overview of the resulting input 
and output parameters. The automatic input data transfer and 
starting of the simulation is realized by Python (Fig. 7).  

As demonstrated in Fig. 7, a python script is written, which 
serves as the basis for the automatic creation of an input (inp) 
file for the simulation with the FE program Abaqus (abq). 

 

Fig. 6. Overview of the material and data flow corresponding to the numerical 
simulation-based DTs’. 

Table 5. Input and output parameters of the coupled numerical simulations. 

Machine Type of Simulation Input Output 

Continuous 
Casting 

FVA (FDM) CP, MP tco, Tc, h, b, l 

Oven FEA CP, MP, tco, Tc, 
h, b, l, φ, φ̇   to for Tp 

 

Press FEA tco, Tc, h, b, l, 
MP, φ, φ̇  top, h, b, l, Tp  

for ϕ    

 
This inp file contains all required information and data, e.g., 

CP, MP, geometries, to perform an FEA with Abaqus. 
 

 

Fig. 7. Scheme of automated FE-Simulation with Python. 
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With Python, the input data from the previous process step 
is automatically transferred into the inp file and the simulation 
is started. During calculation, Python checks in defined time 
increments if certain files are present in the working directory, 
e.g., the message (msg) file, which is only present during and 
automatically deleted after completion of the respective 
simulation. If the script cannot find such an msg file, it 
automatically reads out the output database (odb) file using 
another Python (py) script. It is important to note that the 
automated data extraction from the used FEA-program does 
not work within the used PyCharm IDE, as the extraction from 
the proprietary odb format must be carried out with a specific 
library only available within the abq environment. Therefore, 
the py Masterfile executes an abq-specific py file with the 
imported library and underlying methods directly in the abq 
environment using the abq command window. 
The resulting abq odb file contains the output parameters 
defined in the inp file at all selected nodes, depending on the 
previous definition in the inp file. To make the resulting odb 
data usable for the simulation of the next process step, the 
master file transfers the odb data into a txt file and transfers it 
automatically into the next inp file, followed by the start of the 
upcoming simulation. A similar approach, depending on the 
decided FVA software will be carried out for the integration of 
FVA by the NFM.  

5. Results and discussion 

The cooperation between the involved chairs and institutes 
results in an interdisciplinary digitalization framework 
demonstrated in Fig. 8. One advantage of the presented 
framework was the transdisciplinary development approach 
used, considering different points of view from automation, 
mechanical engineering, materials science, metallurgy, and 
industrial logistics perspectives. Furthermore, every party was 
involved, from the initial conception to the following adaption 
phases, allowing each different discipline to include specific 
knowledge from the very beginning.  

Therefore, the resulting framework (Fig. 8) has the main 
advantage of being planned from scratch to create a low-cost 
open-source solution for the digitalization and digital 
transformation of low volume and high variety manufacturing 
environments. Proprietary solutions, resulting in 
heterogeneous data sources for the DAQ and functional 
domains, were avoided. The inclusion of numerical simulation 
domain experts from the beginning of this project avoided 
over-engineering in terms of (in practice not particularly 
needed) accuracy for the cost of higher computational times. 
The exchange between logistics experts and involved process 
engineers leads to various adaptions in implemented sensor 
technology, as the integration of a logistics digital twin requires 
additional hardware, which to a significant extent must be 
implemented within the retrofitting process. The delocalized 
structure of the physical entities also made it necessary to 
include different IT-infrastructures from the beginning. 
Therefore, the implementation of a shared production network 
leading to a unified database structure was of utmost 
importance. The MF and NFM also included their respective 
shop floor workers in the concept, giving regular updates on 

the project status to avoid refusal from coworkers who will 
have to work with the introduced framework regularly soon.  
 

 

Fig. 8. MUL 4.0: physical and functional domain blueprint. 

6. Conclusion and outlook 

The framework presented in this paper is already in the 
implementation phase. The necessary retrofitting of involved 
aggregates is determined and will be completely implemented 
within this year. One of the main aggregates, the rolling mill at 
the MF is already fully integrated within the superordinate 
DAQ and Python layer and serves as a case study for further 
implementation in the Wago DAQ environment at the MF. The 
designed production network is planned, and necessary IT 
infrastructure is implemented. The first numerical digital twin 
is already in the final development phase and should be 
completed within mid of this year. The designed databases are 
defined, and corresponding python interfaces are programmed. 
Until next year, the complete implementation of the framework 
is planned, whereas potential delays, e.g., due to delivery 
delays, are included in the defined time horizon.   

To extend the transdisciplinary engineering education 
approach, an extension of the involved parties within the end 
of next year is planned. The main objective is to include further 
numerical simulation experts regarding FVA as well as ferrous 
metallurgists to be able to vary between nonferrous and ferrous 
input material for the upcoming forming processes, which adds 
more variety in the production planning and coupled numerical 
simulations. From a logistics point of view, the implementation 
of different materials also results in another location that must 
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be tracked, as the production of casted steel grades, similar to 
the nonferrous counterpart, happens at a different location.   

From a techno-economics perspective, on the long term, the 
introduced digitalization approach aims to serve future 
engineering experts as well as manufacturing SMEs as a 
practical case study, supporting knowledge and know-how 
transfer from the academic to the practical manufacturing 
environment [15].  
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Abstract: Smart factories are an integral element of the manufacturing infrastructure in the context 
of  the  fourth  industrial  revolution. Nevertheless,  there  is  frequently  a  deficiency  of  adequate 
training facilities for future engineering experts in the academic environment. For this reason, this 
paper describes the development and implementation of two different layer architectures for the 
metal processing  environment. The  first  architecture  is  based  on  low‐cost  but  resilient devices, 
allowing  interested  parties  to work with mostly  open‐source  interfaces  and  standard  back‐end 
programming  environments. Additionally, one proprietary and  two open‐source graphical user 
interfaces (GUIs) were developed. Those interfaces can be adapted front‐end as well as back‐end, 
ensuring  a  holistic  comprehension  of  their  capabilities  and  limits.  As  a  result,  a  six‐layer 
architecture,  from  digitization  to  an  interactive  project  management  tool,  was  designed  and 
implemented  in  the  practical workflow  at  the  academic  institution.  To  take  the  complexity  of 
thermo‐mechanical  processing  in  the metal  processing  field  into  account,  an  alternative  layer, 
connected  with  the  thermo‐mechanical  treatment  simulator  Gleeble  3800,  was  designed.  This 
framework is capable of transferring sensor data with high frequency, enabling data collection for 
the numerical simulation of complex material behavior under high temperature processing. Finally, 
the possibility of connecting both systems by using open‐source software packages is demonstrated. 

Keywords:  engineering  education;  smart  factory;  digitalization;  industry  4.0; metal  processing; 
layer architecture 
 

1. Introduction 
Since the beginning of the  fourth  industrial revolution, a paradigm change within 

the  manufacturing  environment  can  be  observed  [1–6].  As  an  integral  part  of  this 
revolution, the Reference Architecture Model Industry 4.0 (RAMI 4.0) was introduced [7]. 
RAMI 4.0 is an extension of the Smart Grid Architecture Model (SGAM) to meet the initial 
requirements of Industry 4.0 [8,9]. Within this model, information type, system hierarchy 
as well as asset lifecycle is considered within an administration shell, responsible for the 
communication between these sections [10]. The inclusion of these key factors is especially 
important for the development of a smart factory [8,11]. This kind of abstract reference 
model for layer architectures is not a new concept [12–14], but it has a superior advantage 
due to international standardization. The high amount of the current literature regarding 
layer architectures demonstrates the importance of this topic among different disciplines 
in  the  manufacturing  environment,  e.g.,  in  [15],  Zyrianoff  et  al.  focused  the 
implementation of  layered  internet of  things  (IoT)  solutions  for  the development  and 
further enhancement of smart agriculture and smart cities; in [16], Ungurean and Gaitan 
describe a further concretization of the reference model with a special focus on industrial 
internet of things (IIoT) solutions; in [17], Gonzalez et al. present the utilization of Modbus 
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TCP  to  overcome  proprietary  automation  solutions  for  smart  microgrids  in  the 
photovoltaic  sector. Despite  the high academic as well as  industrial  research activities 
within the last years [1,2,18], numerous new concepts and developments are not suitable 
for  small  and  medium  sized  enterprises  (SMEs)  operating  in  the  manufacturing 
environment [19,20]. High investment costs, a high level of standardization in conducted 
processes (e.g., by lean management approaches) as well as advanced internal IT and data 
management/digitalization  know‐how  is  required  for  a  majority  of  solutions 
recommended in the literature [21–27]. The vast majority of high specialized SMEs do not 
fulfill these requirements because they have a huge variety as well as low volumes within 
the  production  plans. Another  characteristic  of  these  businesses  is  a  lower  degree  of 
process  automation,  combined with  generally  less  standardized  process management 
[28,29]. Nevertheless, the economic contribution of SMEs in this sector is not negligible 
and  provides  employment  opportunities  for  many  current  and  future  graduates  of 
academic  institutions  [30–32].  To  ensure  sustainable  economic  development  in  these 
companies, variable low‐cost digitalization solutions can add major advantages [33,34]. 
Therefore,  interdisciplinary expertise from current and  future employees  is required  in 
order  to  achieve  this  objective  [35–37].  For  this  reason,  an  academic  smart  factory 
environment [38] was developed, which serves students and therefore future experts as a 
practical learning environment to deepen their knowledge in digitalization technologies. 
In comparison to similar learning factories [39–44], the framework discussed in this paper 
has  the advantage of consideration of  real physical processes and material parameters 
(e.g., the possibility of integrating numerical simulation, prediction of microstructure of 
examined  specimens).  Furthermore,  it  supports  SMEs  by  demonstrating  low‐cost 
possibilities  of digitization  and digitalization  approaches within  the metal processing 
industry.  Despite  the  hardware  solutions,  the  usage  of  open  source  and,  more 
importantly, highly integrative software solutions is of crucial significance. Furthermore, 
the effort of learning, implementing and updating of such a programming environment 
must be reasonable. For this reason, Python (Version 3.8) was chosen for the majority of 
data processing operations described in this case study, using the open source PyCharm 
Integrated  Development  Environment  (IDE).  Python’s  increasing  popularity  in  the 
manufacturing  as well  as  academic world was  an  additional  driver  for  this  decision 
[45,46].  In  addition  to  the  free  availability  as  an  open‐source  product,  the  increasing 
popularity is due to the multitude and diversity of the frameworks and their continuous 
improvement  and  expansion.  Popular  frameworks  such  as  pandas  enable  the 
preprocessing  and manipulation  of data  [47], Matplotlib  visualizes  the data  [48],  and 
Numpy as well as Scipy allow the elaboration of mathematical operations and machine 
learning  algorithms  [49]. Additional  frameworks permit  the  fast  assembly of versatile 
GUIs, e.g., PyQt [50]. 

For the development of a smart factory layer architecture, efficient and effective data 
management is key. Digital data storage allows a more efficient, secure and accessible data 
administration and preservation. Databases are practical for storing and managing data 
and  facilitating  the  retrieval  of  specific  information.  In  addition,  many  databases 
determine  which  people  or  programs  can  access  data  depending  on  the  respective 
permissions.  In  order  to  facilitate  such  a  permission  system,  a database management 
system  (DBMS)  is  used.  For  this  case,  the  Structured  Query  Language  (SQL)‐based 
relational DBMS MySQL (Version 8.0.23) was chosen because it is an open source product 
exhibiting  a  high  compatibility  with  Python  and  is  simple  to  learn  for  engineering 
students  [51].  Furthermore,  it  provides  a  straightforward  connection  to  Hypertext 
Preprocessor (PHP), another widely used open source language for the development of 
advanced Web  applications  [52].  Additionally,  the  hosting  can  be  outsourced  to  an 
external server provider or done on in‐house servers. 

Because  there  is  no  all‐encompassing  solution  available  for  the  implementation, 
suitable  for  the  majority  of  entrepreneurs,  two  different  layer  architectures  were 
developed, depending on the existing IT‐infrastructure as well as degree of automation 
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within the respective machine systems. Despite retrofitting approaches, which involve a 
major  proportion  of  old  machine  systems  with  a  poor  degree  of  automation,  the 
integration of state of the art machines that already possess a specific digital interface into 
a not‐proprietary IT‐framework is of utmost importance [34]. A lot of these systems do 
not exhibit a standardized open source interface, leading to highly functional, but in most 
cases  isolated, applications  [53]. Because  the  full potential of digitalization and digital 
transformation  lies  in  the  integration  of  these  stand‐alone  solutions,  machine 
manufacturers commonly offer high cost solutions  for  the coupling of  their  individual 
data acquisition (DAQ) system with other foreign applications [54]. Especially for small 
and medium‐sized enterprises,  it  is common  to avoid  these cost‐intensive solutions by 
independently developing efficient solutions. 

The  following work shows  two possibilities of methods capable of gathering and 
processing necessary data  for condition monitoring, maintenance  interval optimization 
and machine learning approaches for engineering education purposes. A special focus lies 
on  the  integration  of different heterogeneous  interfaces  as well  as  easy‐to‐use human 
machine  interfaces  (HMIs)  [55–57]. Another  important attribute of  the presented  layer 
architectures  is  the  resilience  regarding a harsh manufacturing environment, achieved 
with the inclusion of data mirroring and strict access right policy [58]. The possibility of 
adding new layers, e.g., real time numerical simulation as well as a possible interface to 
an enterprise resource planning (ERP) system was additionally considered. 

2. Transdisciplinary Engineering Education 4.0: Target Groups and Learning 
Outcomes 

As a result of the fourth industrial revolution and corresponding digitalization and 
digital transformation in the metal processing environment, required competencies and 
skills for engineers in this field have changed significantly [59–61]. The increase in inter‐ 
and  transdisciplinary  skills  necessary  to  work within  this  digitalized manufacturing 
environment must substantially affect the curricula of traditional secondary and tertiary 
engineering education in order to ensure long‐term employability [62–64]. For this reason, 
a  new  transdisciplinary  lecture  at  the Montanuniversität  Leoben was  designed.  This 
lecture  aims  to  introduce  engineering  students  of  different  disciplines  into  the 
fundamentals  of  digitalization  and  digital  transformation  in  the  metal  processing 
environment. Table 1 gives a general overview about affected disciplines at the academic 
institution. 

Table 1. Main target engineering disciplines at the Montanuniversität Leoben. 

Engineering Focus  Associated Programs at the Montanuniversität Leoben 
Energy  Industrial Energy Technology 
Materials  Materials Science 

Process and Product  Metallurgy; Mechanical Engineering; Industrial Logistics 

Recycling 
Industrial Environmental Protection and Process Technology; 

Recycling 

Students  of  industrial  energy  technology,  mechanical  engineering,  industrial 
logistics,  recycling  and process  technology  are heavily  affected  by  the  changes  in  the 
process and production environment. Therefore,  fundamentals of smart‐factory‐related 
layer architectures are mandatory for their future careers. Material scientists additionally 
need to be aware of digitalization in the research and development field. This especially 
includes know‐how about technology‐enabled advances in material testing and how this 
discipline  can profit  from  recent  Industry  4.0  related  technologies  and  corresponding 
advances  in  sensor  technologies.  Metallurgists  and  materials‐science‐interested 
mechanical engineers should be aware of developments in both sectors mentioned. 

As an integral part to fulfill these requirements, two different layer architectures were 
developed.  The  first  development  focuses  on  the  fundamentals  of  digitization  and 
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digitalization  and  is  based  on  a  low‐cost  layer  architecture,  often  used  in  an  SME 
environment (Section 3). Additionally, to point out the importance of such a framework 
for  material  scientists,  mechanical  engineers  and  metallurgists,  the  possibilities  of 
including  complex  FEA  into  this  architecture  is  elaborated  in  Section  5.  To  also 
demonstrate the potentials and advantages of higher  frequency measurement methods 
for material  testing  and  characterization,  a  second  layer  system  including  fiber  optic 
measurement  technologies  is  implemented  on  a  state‐of‐the‐art  thermomechanical 
treatment  simulator. Both  architectures  transmit data by  the Modbus TCP/IP protocol 
widely used in industrial practice to the internal server system. 

3. Digitalization and Low‐Cost Layer Architecture: Structure and CNC‐Lathe 
Integration 

The DAQ is performed by a Wago PFC200 G2 2ETH RS controller, which executes 
PLC  control  tasks  and  internally  processes  analog  and  digital  signals  supplied  by 
input/output (I/O) modules. The I/O modules used are analog input modules that receive 
analog signals from the CNC‐lathe and forward them to the controller in order to convert 
these  analog  signals  into  digital  ones  that  are  required  for  further  computer‐aided 
processing (Figure 1). 

  

 
Figure 1. Circuit diagram for the connection of the CNC‐lathe to the superordinate system. 

By connecting  three‐phase currents measured by a current  transformer as well as 
voltages,  the Wago  750‐494  analog  input module,  a  three‐phase  power measurement 
module, enables real‐time measurement of reactive power, apparent power, active power, 
energy consumption, power factor, phase angle and frequency. The corresponding circuit 
diagram from the power module point of view is visualized in Figure 2. 

Figure  3  shows  the  implemented measurement  and DAQ module.  The  selected 
controller  is  further  capable of  storing data directly on  a SDHC device,  serving  as an 
additional security layer. If network transfer would fail, e.g., due to a server maintenance 
or other, nonplanned downtimes, the processing data is still automatically stored within 
the memory device. 
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Figure 2. Circuit diagram: power module side. 

 
Figure 3. Controller (left) and terminal block (right) with wiring. 

While  the  analog module  automatically  stores  the measurement  data,  additional 
measurements can be manually added for the purpose of calibration or further specific 
analysis of defined indicators (e.g., with higher frequency). These measurements can be 
started  and  stopped  with  a  graphical  user  interface  (GUI),  (Figure  4,  dash  button 
‘Electrical  Measurement’),  created  with  the  Wago  e!Cockpit  software  suite,  which, 
moreover, allows real‐time monitoring of the system parameters. 

To apply various data processing programs to acquired data and minimize storage 
space to a reasonable size, all signals are converted and saved as pre‐sorted text‐files by 
an automatically working data  transfer protocol,  running simultaneously on  two  local 
computers. The SD‐memory is checked for differences between its storage and the server 
storage  every  24  h.  If  a  deviation  is  detected  (more/different  data  on  the  SDHC  in 
comparison to the local raw data file storage), the raw data will be overwritten. In order 
to  avoid  a  malfunction  in  the  SDHC  device,  the  stored  raw  data  on  the  server  is 
automatically mirrored, enabling  the administrator  to  investigate potential errors after 
their  occurrence.  Because  space  on  the memory  card  is  limited  to  32 GB,  the  card  is 
automatically cleared after exceeding of 80% internal memory space. To guarantee no loss 
of data,  the server storage  is mirrored within each 24 h and stored  to a SQL database, 
which operates on a different server partition. 

The recorded data set contains the timestamp, active, reactive and apparent powers, 
currents, voltages, power factors and the quadrants of the three phases (Figure 4, yellow 
frame). The automatic measurement data recording is realized with a sampling frequency 
of 2 Hz, which was  found  to be sufficient  from previous evaluations. A preprocessing 
algorithm also calculates the resulting machine costs according to the consumed apparent 
power (Figure 4, red frame), serving as a basis for the project management tool. 
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Figure 4. Wago GUI for measurement control (CNC‐lathe). 

Figure 5 shows the main GUI for the Python processing layer, which visualizes the 
non‐idle machine hours from the recorded data, analyzed by the embedded programming 
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algorithm [65]. In order to minimize data access time, previously refined data is stored for 
accounting and general project management purposes  in  the network within a second 
mySQL database, and it is made available to technicians and students. 

 
(a)  (b) 

Figure 5. Python logic for machine hour counting: (a) visualization, programmed in QtPy; (b) back 
end logic for the GUI. 

Figure 6 summarizes  the first four  layers of  the  low‐cost  layer architecture for  the 
CNC‐lathe, from implemented sensors to the main processing layer. 

Table 2 shows the implemented roles and corresponding rights regarding viewing 
and changing settings within  the PHP GUI  for an exemplary project. The second SQL 
database, including the refined data as a result of the main processing layer, serves as an 
underlying  fundamental  for  this GUI. Within  the Python programming  environment, 
input data from the PHP GUI (e.g., new projects or involved coworkers within a specific 
project)  is  stored automatically within  the  refined SQL‐database. For  the  education of 
engineering students, the developed PHP GUI was duplicated and set up with realistic 
values to enable a comprehensive experimental setup without disturbing the workflow of 
respective employees. For this replica, students receive logins for every role, thus enabling 
them to work with existing roles and corresponding rights. This approach also enables the 
possibility to change the underlying logic in the back‐end of the project management tool, 
giving deeper insights into PHP‐based programming. 

The  visualization  and  publishing  of  refined  data  for  the  interactive  project 
management tool is done within the internal network using PHP programming, with a 
special  focus on IT security due to  the  implementation of different roles with different 
rights within the PHP GUI (Figure 7). 
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Figure 6. Data flowchart for the integration of the CNC‐lathe into the low‐cost layer architecture. 

Table 2. Project management GUI: implemented roles and corresponding rights (E = 
employees/M = machines/P = project). 

Role  Admin  Project 
Leader 

Project 
Member  Technician  Other Personnel 

Overview  X  X  X  X  X 
Detail view  E/M/P  E/M/P  M/P  M  ‐ 

Set new project activities  X  X  ‐  ‐  ‐ 
Budget & cost details  X  X  ‐  ‐  ‐ 
Employee details  X  X  ‐  ‐  ‐ 
Change milestones  X  X  ‐  ‐  ‐ 
Change budget  X  ‐  ‐  ‐  ‐ 
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Figure 7. Interactive project management tool, programmed in PHP and directly coupled to an 
underlying MySQL database. The SQL database is coupled within the Python logic presented in 
this work. 

Figure 8 illustrates the resulting six‐layer architecture. To sustain a resilient, adaptive 
and smooth working system, the machine park and corresponding machine sensors are 
divided into different nodes. The number of machines coupled to one node is depending 
on the number of sensors and therefore data transferred, as well as the frequency required. 
For node 1, two heterogeneous aggregates are coupled to controller 1, whereas the CNC‐
lathe transfers 25 different indicators with a frequency of 2 Hz, running continuously. This 
results in a low and steady CPU usage on the respective controller. The second aggregate 
submitting data through node 1 is a retrofitted cold rolling mill, which transfers data from 
four different sensors with a frequency of over 500 Hz when operating. This frequency is 
only  achievable  through writing  data  directly  on  the RAM  of  the  controlling  device, 
resulting in a temporary additional CPU load of more than 80% on the controlling unit. 
This  load peak must be considered when planning digitalization  solutions because an 
overload cannot be avoided persistently in most of low cost controllers. In this case, the 
necessary algorithm, programmed in structured text format, must also be implemented 
separately as the used controller initially merely provides up to 1 Hz of acquisition fre‐
quency. 
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Figure 8. Resulting low‐cost six‐layer architecture. 

4. Data Gathering for Initial Condition Monitoring and Further Analysis: A Case 
Study 

As  data  science  fundamentals  become more  important  for  future manufacturing 
experts,  a  simple  case  for  the  reproducible  DAQ was  defined  and  carried  out.  The 
objective of this approach was to collect data sets which can be easily edited by students 
on a basic level. Additionally, a simple state‐of‐the‐art logic was implemented, serving as 
a  basis  for  more  sophisticated  programming  efforts  within  a  supportive  learning 
environment. The respective logic is initially able to distinguish between three states of 
the lathe system: 
 Off; 
 On but not working (idle time); 
 Working (real machining time). 

To be able to differentiate between real machining time (the CNC‐lathe operates on 
a workpiece) and idle machine time (e.g., calibration, adjustment between two machining 
steps,  set‐up  times), a pretest was  carried out.  In  this pretest,  idle mode,  tool changer 
movements and main spindle rotations with different rpm without actually operating on 
a work piece were performed and analyzed to gain knowledge about the behavior of all 
recorded  electrical  parameters.  This  pretest  exhibits  the  advantage  of  a  low  time 
consumption, allowing lecturers to demonstrate the data collection quickly and therefore 
enhance awareness of the comprehensive matter. Table 3 shows the 15 different settings 
investigated. 
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Table 3. Testing program for the identification of idle related change in electrical indicators. 

Test no.  Type of Testing 
1  X− transition of tool turret 
2  X+ transition of tool turret 
3  Z− transition of tool turret 
4  Z+ transition of tool turret 
5  Z− transition of tailstock 
6  Z+ transition of tailstock 
7  Counterclockwise rotation with 1000 rpm of main spindle 
8  Clockwise rotation with 1000 rpm of main spindle 
9  Counterclockwise rotation with 2000 rpm of main spindle 
10  Clockwise rotation with 2000 rpm of main spindle 
11  Counterclockwise rotation with 3000 rpm of main spindle 
12  Clockwise rotation with 3000 rpm of main spindle 
13  Counterclockwise rotation with 4200 rpm of main spindle 
14  Clockwise rotation with 4200 rpm of main spindle 
15  Full 360°rotation of tool turret 

To analyze real machining time, a cylindrical workpiece (alloy steel, type 708M40) 
with a length of 250 mm and an initial diameter of 68 mm was axially turned at constant 
speed using a new cutting blade XMGC30 with an infeed of 0.5 mm per process step. An 
additional  testing plan was  created,  consisting of  constant machining parameters  and 
using axial machining operations  to reduce  the base material  in diameter  (Table 4).  In 
order to evaluate the influence of cooling on the power consumption of the machine, tests 
number 20 and 21 were carried out without the usage of the internal cooling system. 

During  the  entire  machining  process,  the  measured  sensor  data  was  likewise 
recorded to identify the corresponding test data faster and figure out correlations between 
the machining time and the measured values. Another advantage of the control scheme is 
the  opportunity  to  increase  the  frequency  (simultaneously) while  processing without 
interrupting the continuous DAQ process. 

Table 4. Calibration plan and parameters for machining. 

Test 
no. 

Initial 
Diameter 
(mm) 

End 
Diameter 
(mm) 

Cooling  Rotational 
Speed (1/s) 

Feed in (mm) 
Cutting 
Speed 
(mm/s) 

16  68.0  62.0  Yes  10  0.5  1.5 
17  62.0  55.0  Yes  10  0.5  1.5 
18  55.0  45.0  Yes  10  0.5  1.5 
19  45.0  35.0  Yes  10  0.5  1.5 
20  35.0  25.0  No  10  0.5  1.5 
21  25.0  18.0  No  10  0.5  1.5 
22  18.0  10.0  Yes  10  0.5  1.5 

The analysis of all different types of electrical indicators shows that the total active 
power  is the best suited  indicator  to distinguish between  idle time and actual working 
time. Figure 9 shows the performed testing program according to Table 4, visualized using 
the Python matplotlib.py extension package. 
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Figure 9. Total active power of idle tests carried out. 

Figure 10 illustrates the total active power of test 13 and 14, a rotation of the main 
spindle  with  4200  rpm.  The  power  consumption  does  not  significantly  deviate  for 
clockwise  and  counterclockwise  rotation.  For  these  tests,  the  average  active  power 
consumptions sum up to about 5100 W. This trend is also consistent with the results of 
paired tests at other speeds, i.e., test 7 and 8, 9 and 10, 11 and 12. 

 

 
Figure 10. Total active power of tests 13 and 14. 

Figure 11 shows the results of the tests with counterclockwise rotation at different 
speeds. As already shown in Figure 10, the power consumption remains constant after an 
initial  peak.  These  plateaus  increase  in  magnitude  with  speed.  By  analyzing  the 
measurement data with Python, no trivial correlations or patterns were determined by 
reactive power,  apparent power, phase  current, phase voltage, power  factor or phase 
angle. Through the visualization of the total active power, a comprehensible relationship 
can be established between the machining operation and the evaluated parameters. 

As Figure 12 illustrates, a trend displayed by the dashed green line can be observed, 
which  is  a  representative  of  the  diameter  and  machined  length.  The  negative 
measurement peaks, ranging from 50 to 550 W apart from the green trend line in terms of 
magnitude,  represent  the  tool being set down  from  the workpiece and returned  to  the 
starting position to perform the next programmed process step. 
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Figure 11. Total active power of tests 7, 9, 11 and 13. 

To  demonstrate  the  influence  of  adequate  cooling,  test  numbers  20  and  21 were 
performed without cooling (Figure 12, red dashed line), resulting in a lower total active 
power in comparison to other test samples. The constant deviation from the green dashed 
trend  line by an offset  in magnitude can be explained as a  result of decreasing power 
consumption due to unused aggregates for coolant supply. The number of negative peaks 
within Figure 12 is equivalent to the number of process steps for each test. 

 
Figure 12. Total active power during axial machining. 

Figure 13 shows six of these smaller negative peaks that are equivalent to the number 
of processing steps of test number 16. If negative peaks fall below a total active power of 
1500 W, the machinery  is not operating—the time during which the  total active power 
falls below this value does not contribute to machining and can be excluded from the ma‐
chine‐hours‐counting algorithm. 
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Figure 13. Total active power of test number 9. 

Table  5  demonstrates  the  accuracy  of  the  investigated  behavior.  A  wrong 
classification of machining parameter data points is below 0.03%, which is not significant 
in terms of maintenance or machine hour calculations, and therefore, it is an activity‐cost‐
based project management approach.  If  these  tests were conducted more  frequently, a 
higher  number  of  heterogeneous  datasets  would  be  generated  and  simple  machine 
learning  algorithms  for  the  classification  of  the  respective  data  (e.g.,  Support Vector 
Machines, Decision Tree Analysis) can be instructed [66,67]. 

Table 5. Data point classification. 

  Data Points Real Machining  Data Points Idle Machining 
Sum  19,960  174 
Right  19,440  173 
Wrong  520  1 

% Wrong  0.026  0.0057 

Due to the relatively short recording time for test numbers 7 to 14 (20–30 s), higher 
mean values and standard deviations arise compared  to machining  tests 16  to 18. The 
shorter the recording time, the higher the influence of peaks at the beginning and the drop 
at  the  end  of  the data  set  (Figures  9  and  10),  leading  to  the  resulting deviation. This 
divergence  also demonstrates  the  significance  of  encompassing  statistics  behind data‐
driven  technology  and  the  relationship  between  the  amount  of  data  and  prediction 
accuracy. 

Table 6 shows the calculated peak values, the mean values as well as the standard 
deviations of all test numbers listed in Tables 3 and 4. The precise identification of real 
machining  and  therefore  actual  wearing  of  the  analyzed  aggregate  has  several 
advantages. Before the development of the discussed architecture, ordinary maintenance 
was executed after specific time intervals, instead of considering the effective wear of the 
machine system. The implementation of this framework enables maintenance intervals to 
be  determined  on  the  basis  of  actual machine  hours.  This  approach  leads  to  lower 
maintenance costs because unnecessary servicing is minimized and additional necessary 
maintenance  is recommended. As a result, periods with higher machine utilization are 
identified automatically and quantitatively. For a more efficient scheduling, the residual 
time  until  the  next  external  service  is  calculated  as  a  moving  average.  The  exact 
predictability  increases with  the duration of  the system’s utilization. For a  further cost 
reduction, a standardized internal calibration test was developed. After exceeding 25% of 
calculated machine hours until next external service, a standardized  test, serving as an 
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indicator for possible malfunctions within the aggregate will be executed. The machining 
time  left until  the next  internal service  is  implemented within  the project management 
GUI (PHP/Python) as well as programmed Wago GUI (structured text). After internal or 
external service, the calculation can be reset within the corresponding GUI. 

Table 6. Analysis of peak values, mean values and standard deviation of all tests. 

Test No.  Peak (W)  Mean (W)  Standard Deviation (W) 
1  1400.52  1373.97  22.45 
2  1506.73  14,447.17  41.40 
3  1470.10  1453.34  11.17 
4  1497.68  1417.77  23.17 
5  1480.63  1416.03  39.87 
6  1394.20  1379.81  11.69 
7  5081.58  2053.05  2198.34 
8  10,064.27  2586.07  1864.12 
9  20,644.23  1979.91  5508.34 
10  20,754.51  2997.70  6094.99 
11  20,723.80  4685.71  8261.15 
12  20,752.01  607.02  10,746.6 
13  21,175.08  5664.18  7751.18 
14  22,137.44  3658.69  11,133.24 
15  3374.98  1949.28  864.02 
16  6879.55  2840.18  403.78 
17  4655.05  2731.31  406.98 
18  4590.80  2676.75  405.01 
19  4929.11  2599.64  423.23 
12  6070.17  2140.74  409.52 
21  4245.32  2035.68  449.24 
22  4556.87  2270.27  717.81 

A substantially more precise calculation can be achieved by the developed project 
management GUI. As the system provides the real power consumption of the aggregate, 
internal as well as external projects can be calculated on a more reality‐based manner. 
While the PHP interface authorizes respective project leaders to set up new projects and 
enter personnel costs with or without the usage of machines, the system also substitutes 
different manual working hour recordings, which were carried out for internal projects 
individually and more qualitatively until the implementation. 

To ensure a learning experience that is as close to reality as possible by a reasonable 
data set  from machine systems as well as  the developed project management  tool,  the 
initial framework is also used on a daily basis by the personnel at the institution. When 
implementing new IT infrastructures with a higher level of automation, it is essential to 
involve  the  staff  and  identify  their  preferences  at  an  early  stage  of  the  introduction. 
Therefore, all co‐workers were briefed and asked about their opinion towards a project 
management system and what it is supposed to contain to facilitate the daily workflow. 
As  a  result,  the  PHP GUI was  adapted  several  times,  considering  the  preferences  of 
respective  employees. Moreover,  the Wago  as well  as PHP GUI  is  available on  every 
computer device within the  local network of the academic institution, which allows all 
involved  personnel  to  start measurements,  overview  specific machines  and  create  or 
update  projects  independently  from  their  specific  location  (depending  on  individual 
rights).  Through  secured  VPN  access,  a  completely  remote  condition  monitoring  is 
possible. This degree of freedom also offers students the possibility to engage with and 
refine the system remotely if access is given by respective lecturers. 
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5. Integration of Numerical Simulation and Implementation of a High Frequency 
DAQ Architecture 

Due  to  the  rise  in  computational  capacity and  speed within  the  last decades,  the 
possibility  of  integrating  real‐time  numerical  simulation within  the  actual production 
process becomes more and more suitable among  the manufacturing environment  [68]. 
Therefore,  the presented  framework  can be  extended  to  include numerical  simulation 
(near) real time in a variety of production processes. 

Figure  14  visualizes  the  additional  integration  of  a  finite  element  analysis  (FEA) 
program  within  the  developed  framework.  In  this  example  the  Python  GUI  adapts 
different  rolling  steps  within  one  rolling  operation  based  on  the  results  of  a  FEA, 
calculated  during  the  time  required  for  the  previous  process within  the  production 
operation and under consideration of processing and material properties. 

 
Figure 14. Six‐layer architecture with integrated numerical simulation: FEA digital shadow for 
semi automatized process adaption (example rolling mill). 

Based on the knowledge gained from the case study in Section 4, the integration of 
sophisticated  numerical  simulations  into  the  framework  derives  in  a  broader 
understanding  of  the  possible  advantages  of  these  technologies.  Nevertheless,  most 
material processing operations, especially high  temperature  forming processes, require 
constant surveillance of the material behavior under enhanced temperature and forming 
conditions. In order to be able to handle a forming process of a particular material, it is 
necessary  to  have  a  certain  comprehension  of  microstructural  changes.  In  general, 
extensive  material  parameter  studies  are  indispensable  for  predicting  the  final 
microstructure resulting from the forming process, such as anisotropy and the resulting 
grain  size or grain  size distributions, as well  as possible material damage  influencing 
variables [69]. 
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In an increasing number of cases, integrated microstructure models are used in the 
numerical  simulation  of  a  forming  process  as  accompaniment,  relating  the  occurring 
forming  parameters  (e.g.,  temperature  gradient,  strain  rate)  to  the  resulting 
microstructure changes such as static or (meta‐) dynamic recrystallization as well as grain 
growth  [70].  The  required  material  parameters  are  commonly  obtained  in  suitable 
thermomechanical  simulators,  that  operate  on  a  laboratory  scale  [71–75].  Since  the 
processes proceed expeditiously, especially in the case of simultaneous forming at high 
strain  rates,  it  is essential  for material data acquisition  to ensure a significantly higher 
sampling  frequency of  the  system  [76,77]. For  this  reason,  an  additional DAQ  system 
provided  by  iba  was  implemented  at  the  institution’s  thermo‐mechanical  treatment 
simulator (Type Gleeble 3800). This DAQ is widely used in industrial practice, offering 
different software packages and  the possibility of significantly higher sensor sampling 
rates for further processing [78,79]. The connection between the sensors and the system is 
realized with a proprietary A/D converter, transferring digitized data by a fiber optic line 
with up to 100 kHz on four channels: 
1. Temperature; 
2. Dilation of the respective specimen; 
3. Resulting Force; 
4. Displacement. 

The gathered data is preprocessed directly within the ibaAnalyzer software package 
and automatically submitted to a file system hosted by the internal server architecture of 
the institution. 

The high sampling rate offers the possibility of investigating the influence of time‐
dependent changes in material behavior by measured values. The resulting data sets can 
be further used to develop and adapt numerical models to digital shadows and, in long 
instances, digital twins [80,81]. 

The Gleeble system, like a majority of highly specialized material testing aggregates, 
offers a proprietary software solution for resulting data analysis. By recording a hot tensile 
test of bainitic steel and comparing  the  results of both data sets, previous work of  the 
authors  revealed  a  significant  difference  in  the  gathered  temperature  data,  which 
indicates an internal data preprocessing and correction of the proprietary software unit 
[38]. Due to the low output voltage signal of thermocouples used, a voltage fluctuation 
within  10−3  V  results  in  a  temperature  deviation  of  250  K.  Figure  15  illustrates  this 
deviation. These examples can be used to raise awareness about these kinds of potential 
inaccuracies. 

   
(a)  (b) 

Figure 15. Dilation curve for a tensile test of bainitic steel, carried out with the Gleeble system [38]: (a) temperature change 
with respect to dilation, blue line: Gleeble data set, red line: iba data set; (b) cutout area of deviation between both data 
sets from (a). 

Figure 16 visualizes the resulting architecture, from the applied sensors to the (re‐
fined) data storage at the internal server. 
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Figure 16. High frequency DAQ and data storage. 

6. Results and Discussion 
As  a  result  of  this  work,  a  six‐layer  architecture  was  designed,  concentrating 

deliberately on  the use of a  few selected products  (open source  if possible)  in order  to 
make  application  and  modification  by  interested  parties  as  simple  as  possible. 
Additionally, a second DAQ system was developed to give this group the opportunity to 
gain  data  for  real  physics‐based  numerical  simulations.  Besides,  the most  important 
objective was to create a smart factory layout that enables students and practitioners from 
the metal processing field to engage with different levels of digitization and digitalization, 
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reaching  from  analog  signal  to  numerical  simulation  integration.  The  resulting  layer 
architecture is highly adaptable in terms of the used programming languages (e.g., Python 
can be substituted with C++ or  Java  if preferred; mySQL can be substituted with  flux). 
This architecture fulfills three purposes. First, a technical fundament for teaching students 
in manufacturing related disciplines was created, which allows the following: 
 To  gain  an  overview  about  the  most  important  fundamentals  of  networking 

technologies and corresponding protocols in the manufacturing environment; 
 To  deepen  knowledge  on manufacturing  related  data  science  by  working  with 

different amounts and homogeneous as well as heterogeneous data sets; 
 To be able to work with different types of DAQ systems used in industrial practice; 
 To  optimize  interfaces  and  investigate  interface‐related  efficiency  and  effectivity 

concerns in‐person or remotely; 
 To  enhance  knowledge  about  common  programming  languages  and  machine 

learning technologies in manufacturing by working with real data from machining 
processes; 

 To obtain an overview of interactive project management and how (near) real‐time 
adaption of required parameters (e.g., cost changes) can affect project outcomes; 

 To  raise awareness about  the  importance of  transdisciplinary communication and 
education in the manufacturing field. 
The  second  operational  area  of  the  implemented  framework  is  the  research  and 

development of state‐of‐the‐art digitalization technologies, based on this initial work by 
the following: 
 Extending the framework with other, more complex machine systems (e.g., hydraulic 

presses, ovens); 
 Extending  the  framework  with  more  complex  machine  systems  by  developing 

predicting algorithms including thermo‐mechanical properties of materials; 
 Using this algorithms for the transformation of existing machine systems to Cyber 

Physical Production Systems (CPPS) based on the brownfield approach [82,83]; 
 Integrating  further  open‐source‐based  logic  between  these  CPPS,  resulting  in  a 

superordinate Cyber Physical Logistic System [84–86]. 
The  third purpose  is  the  collaboration with  interested  parties  from  the  industry, 

especially  SMEs, who  can  use  this  framework within  interdisciplinary  projects.  This 
approach has the main advantage of giving industrial experts the opportunity to deepen 
their knowledge or perform highly experimental tests. Additionally, engineering students 
are given the possibility to collaborate with these companies from an early stage, gaining 
additional practice and establishing networks already during their studies. 

The presented architecture  in Section 3  is an efficient and effective way of  taking 
advantage of current information and communication technologies within a small volume 
and high‐variety production environment. The tools and programs used are either low‐
cost or even completely free‐of‐charge, therefore providing an ideal basis for digitalization 
of small production facilities from scratch. To build up such a low‐cost, resilient system, 
the following points must be considered: 
1. How many different channels  (different values  from sensors, e.g., pressure,  force, 

dilation, temperature) are needed for each respective machine system? (specification 
of needed input modules); 

2. Which frequency is needed for each channel? (avoidance of aliasing, dependent on 
the process and respective material characteristics); 

3. What kind of database  is applicable within  the  respective  company?  (considering 
internal know‐how and experience); 

4. How  resilient  does  the  physical  hardware  and  software  have  to  be?  (dirt,  dust, 
temperature, accessibility, space); 

5. What IT‐infrastructure serves as a basis for the framework? (Windows, Linux, other 
server—OS); 
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6. What kind of GUI/HMI do respective employees favor? 
The  individual  answer  to  (1)  implies  knowledge  about  all  respective  machine 

systems.  In  general,  one  can  recommend  starting with  one  system where  all  (from  a 
present point  of  view)  required  sensors  are  already  applied  and  the  resulting data  is 
understood. 

Answering (2) seems more complex because the required frequency depends on the 
purpose. In the case of the rolling mill at the academic institution, a medium frequency is 
needed. In case of the discussed CNC lathe, a much lower frequency is applicable because 
the process itself is highly standardized trough the internal machine control unit. For high 
temperature or high‐speed forming processes, a significantly higher sampling rate has to 
be  ensured.  In  general,  if  the  material  behavior  itself  should  be  analyzed,  higher 
frequencies are mandatory (e.g., considering microstructural changes due to applied or 
internal forces or as a  function of  the  temperature gradient  in case of an  involved heat 
treatment). 

Question (3) is dependent on the internal knowledge. If no specific database system 
is used, open‐source programs can be recommended. 

Question (4) is heavily dependent on the specific environment. If existing sensors are 
working within the environment, the sole important point to consider in this case is the 
resilience of  the  respective  controller. Most Supervisory Control and Data Acquisition 
(SCADA) suppliers offer specific, more robust solutions (e.g., Wago XTR series). 

Regarding (5), an efficient and stable interface between the resulting storage solution 
(server or PC) must be programmed. In this study, a regular windows system was used. 
One of the advantages that Python and its various extension packages offer is the very 
broad possibility of interface programming. There are different types of extensions for the 
coupling of different IT‐systems to the controller system available. The controller system 
itself in this case produces txt‐files, which then were automatically implemented in the 
SQL based database system as well as stored parallel on the used windows server system. 

The answer to (6) is crucial for a successful implementation. Without considering the 
experience  and  preferences  of  involved  employees  on  the  shop  floor,  a well‐planned 
digitalization solution is likely to fail. Including respective workers in the development of 
user interfaces at the earliest possible stage helps to successfully implement and sustain 
the change in working environment. 

The second architecture should serve as an additional expansion to higher frequency 
DAQ technologies with a special focus on data gathering for numerical simulations. From 
a network  technology  and data  science point of view,  the most  essential questions  to 
answer, additionally, are as follows: 
7. What  sampling  rate  is  sufficient  to  obtain  enough  data  for  an  accurate material 

behavior  prediction?  (e.g.,  recrystallization  behavior  of  the  investigated material 
under defined process parameters) 

8. How  accurate  are  implemented DAQ  systems?  Is  it possible  to  confirm  resulting 
data? 
These points should be considered intrinsic by each engineering student who strives 

for a career  in a digitalized metal processing environment. This work should therefore 
give an experimental basis to concretize the answers given by the author for specific cases. 

7. Conclusions and Outlook 
This  paper  describes  the  development  of  a  six‐layer  smart  manufacturing 

architecture for the transdisciplinary engineering education. For this purpose, two DAQ 
systems—one  to  demonstrate  fundamentals  and  possibilities  of  open‐source  low‐cost 
digitalization solutions and a second for high frequency measurement applications—were 
developed  and  implemented.  For  both  architectures,  case  studies  were  provided  to 
enhance comprehensible teaching in a digitalized manufacturing environment. A major 
advantage  of  the  proposed  structure  is  the  open‐source  components  used wherever 
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possible. The selected technologies are already common in industrial practice, due to the 
high  degree  of  connectivity,  cost  efficiency  and  practicability  in  the metal  processing 
environment. 

As measurement results of the high frequency architecture are stored within the same 
server architecture as the Wago DAQ system, respective data can be analyzed and further 
processed in the same Python environment. The Gleeble system coupled in this network 
is also a widely used simulators in the industrial practice, especially in the research and 
development field. By including this system into the layer architecture and coupling this 
architecture  with  a  superordinate  MES,  the  horizontal  integration  of  different 
departments in the manufacturing environment can be simulated. Because the complexity 
in  the academic  institution’s  learning  factory  (14 heterogeneous machine systems with 
different initial degree of automation) can be defined as similar to those in SMEs, a low‐
cost open‐source  solution  can be programmed  and  implemented  to  serve  as MES. By 
using Python for this purpose, already‐existing extensions for the coupling with an ERP 
program can be realized efficiently, allowing students and future manufacturing experts 
to  use  this  framework  for  the  simulation  of  manufacturing  processes  from  initial 
digitization  to  the  coupling  with,  e.g.,  corporate  accounting  or  procurement.  The 
Montanuniversität Leoben additionally launched the new bachelor’s program Industrial 
Data  Science,  focusing  on  the  transdisciplinary  engineering  education  with  special 
emphasis on data gathering and processing within the material processing environment. 
As additional machine systems are integrated within the frameworks, machine learning 
algorithms can be further implemented and optimized by  interested engineers for data 
monitoring applications. The monitoring and malfunction detection as well as related IT‐
security issues, highly discussed in the current literature [87–89], can further be used for 
the deeper education of future industrial data scientists. 
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Abstract

This paper describes the transformation of a rolling mill aggregate from a stand-alone solution to a fully integrated cyber

physical production system. Within this process, already existing load cells were substituted and additional inductive and

magnetic displacement sensors were applied. After calibration, those were fully integrated into a six-layer digitalization

architecture at the Smart Forming Lab at the Chair of Metal Forming (Montanuniversitaet Leoben). Within this framework,

two front end human machine interfaces were designed, where the first one serves as a condition monitoring system during the

rolling process. The second user interface visualizes the result of a resilient machine learning algorithm, which was designed

using Python and is not just able to predict and adapt the resulting rolling schedule of a defined metal sheet, but also to learn

from additional rolling mill schedules carried out. This algorithm was created on the basis of a black box approach, using data

from more than 1900 milling steps with varying roll gap height, sheet width and friction conditions. As a result, the developed

program is able to interpolate and extrapolate between these parameters as well as different initial sheet thicknesses, serving

as a digital twin for data-based recommendations on schedule changes between different rolling process steps. Furthermore,

via the second user interface, it is possible to visualize the influence of this parameters on the result of the milling process.

As the whole layer system runs on an internal server at the university, students and other interested parties are able to access

the visualization and can therefore use the environment to deepen their knowledge within the characteristics and influence

of the sheet metal rolling process as well as data science and especially fundamentals of machine learning. This algorithm

also serves as a basis for further integration of materials science based data for the prediction of the influence of different

materials on the rolling result. To do so, the rolled specimens were also analyzed regarding the influence of the plastic strain

path on their mechanical properties, including anisotropy and materials’ strength.

Keywords Cyber physical production system · Retrofitting · Digitalization · Digital twin · Machine learning · Smart Forming

Lab · Industry 4.0

Introduction

The ongoing fourth industrial revolution forces manufac-

turers around the globe to face significant changes in their

possibilities to plan and steer production processes and over-

lying operations (Zheng et al., 2021; Zhong et al., 2017).

Despite all the advantages the connection and network

technologies offer (e.g. digital value chain, one-piece flow

concept, circular economy), there are crucial thresholds to
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1 Chair of Metal Forming, Montanuniversität Leoben, Franz

Josef Strasse 18, 8700 Leoben, Austria

overcome in order to implement digitalization technologies

in a successful and sustainable way (Enyoghasi & Badurdeen,

2021; Gupta et al., 2021; Reiman et al., 2021). These thresh-

olds can be divided into investment (economic related) and

socio-cultural (management and psychology related) chal-

lenges. Regarding investment issues, especially SMEs face a

serious problem, as most digitalization approaches are highly

scalable, making the amortization time for necessary invest-

ments much longer for this kind of businesses (Müller et al.,

2018). This also includes the required human capital to imple-

ment infrastructural changes within a company. To sustain the

digital change in the manufacturing environment, responsible

managers must be aware of potentials and possible threats on
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the technical as well as working environment layer (Akkaya,

2019).

To contribute to the solution of these issues, this paper

focusses on two main objectives:

a. Reducing the investment costs for smaller companies

by using mainly open source software (SW) and cost-

effective but suitablē hardware (HW),

b. Development of a resilient Cyber Physical Production

System (CPPS) which can be used to educate engineer-

ing students and therefore future production managers as

well as other interested parties from the manufacturing

industry segment in the topic of digitalization and asso-

ciated technologies.

In order to create a case study which fulfills the require-

ments of (a) and (b), an already existing metal forming

aggregate at the Smart Forming Lab (SFL) at the Chair of

Metal Forming (CMF) of the Montanuniversitaet Leoben

was chosen (Ralph et al., 2020). For this purpose, the CMFs

rolling mill aggregate was used, as it can serve as an ideal

example of how retrofitting from sensor application up to

implemented machine learning algorithms can be integrated

successfully in a low-cost (LC) resilient digitalization layer

architecture (Ralph et al., 2021a, 2021b, 2021c). This brown-

field approach is also a common initial state within the metal

forming and metallurgical environment, as the production

asset life span tends to be significantly higher than in other

industry segments (Ball et al., 2020; Elkins et al., 2004).

Especially considering SMEs and their lower investment

budget, brownfield approaches dominate when it comes to

digitalization approaches in comparison to corresponding

greenfield investments (Sorensen et al., 2019).

Further considering this financial restrictions, most SMEs

face, LC solutions based on open-source software tend to be a

suitable option for the implementation of Industry 4.0 related

digitalization approaches (Buer et al., 2021; Denicolai et al.,

2021; Dutta et al., 2021). Furthermore, as the metal form-

ing industry heavily relies on process models to decrease the

quality related costs, this software can support the integra-

tion of these models within the manufacturing operations, as

most solutions tend to have more suitable interfaces to con-

nect directly with simulation related program environments

(Ralph et al., 2021a, 2021b, 2021c; Schwarz et al., 2021).

One disadvantage of this approach are the required skill sets

to maintain and adapt such open-source solutions, as IT skills

remain a scarce resource especially in SMEs operating in the

manufacturing environment (Dethine et al., 2020; Eller et al.,

2020; Kergroach, 2020).

For this reason, this paper demonstrates a new approach

for the transformation of outdated machine systems into

CPPS, demonstrated by a rolling mill system initially put

into operation in 1954. The novelty within this approach

is the focus on suitable low-cost hardware and open-

source software wherever applicable, to consider the limited

financial capabilities of most SMEs and similar facilities.

Furthermore, by taking into account the possible lack of

IT-specialists within this environment, the user-friendliness

in terms of operating and mainting this kind of CPPS was

another special focus of this work. Based on the rolling mill

example, this paper describes the most important principles

of sheet metal rolling and an SME tailored CPPS approach in

(2), followed by the initial setup before the transformation of

the respective machine system in (3). Section 4 describes the

required and applied sensor technology (4.1) as well as the

digitization of the given sensor data (4.2), whereas the sensor

selection was based on the principle of low-cost by maintain-

ing sufficent accuracy, connectivity and reliability. In (5), the

upfollowing digitalization approach including an appropri-

ate HMI is discussed, based on the same requirements as in

(4). Section 6 demonstrates the development, implementa-

tion and validation of the machine learning algorithm for the

system including an additional GUI for the ML application.

In (7), the resulting LC user-friendly CPPS is summarized

and discussed, followed by a conclusion and a corresponding

outlook in (8).

Fundamentals of the rolling process
and CPPS

Within this chapter, the most important characteristics of the

rolling process as well as a common definition of a CPPS are

introduced. Based on these definitions, the case study will be

elaborated, beginning with the initial state (3), followed by

digitization (4) and digitalization (5) and the developed data

driven (black box) digital twin setup (6) (Ralph & Stockinger,

2020).

The rolling process

According to DIN 8580, rolling belongs to the manufacturing

processes of forming under compressive loads and to the

group of direct forming processes. During the process, a sheet

material is formed through the roll gap between at least two

rotating rolls, leading to a reduction in the cross-section of

the rolled material. (German Institute for Standardization).

During the rolling process, a force flow occurs through the

roll stand as a result of the load applied to the processed mate-

rial. All parts of the roll stand that are directly or indirectly

affected from the force flow, undergo an elastic deformation

(Wang et al., 2017). Affected parts are the rolls, roll bearings,

load cells, adjusting elements and the roll stand itself. This

elastic deformation causes the roll gap to increase, from the
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Fig. 1 Geometry change during rolling

initial (set) gap s0 to s1, whereas the difference between is

defined as �s (Fig. 1).

�s � s1 − s0 (1)

The end thickness of the rolled sheet h1 can be calculated

according to the Gage-meter equation (Lee & Lee, 1999). The

Gage-meter equation specifies the expected exit thickness of

the rolled material h1 depending on the initial roll gap height

s0 and the elastic deformation, which depends on the rolling

force FR and the stand modulus C. The elastic deformation

of the aggregate is characterized by C and corresponds to the

slope of the roll stand module in the rolling gap diagram.

h1 � s0 +
FR

C
(2)

The rolling gap diagram shows the rolling force FR over

s0 and initial material thickness h0 (Fig. 2).

The point of intersection between the roll stand char-

acteristic curve, defined by the slope C, and the materials

characteristic curve, defined by the material module in the

rolling gap diagram is called the working point (A). A pro-

vides information on the exit height of the rolled sheet h1 as

a function of FR (Fig. 2).

It is important to note that the influence of sheet metal

width is not considered as influencing factor of C, but

included in the material module. The first hypothesis this

paper aims to test can be stated as follows:

• The friction state and resulting rolling force deviations

mainly depend on the initial sheet geometry.

Therefore, the contact surface in the roll gap increases the

resulting rolling force significantly more than the effect of

Fig. 2 Work diagram for rolling for a defined s0

a rougher surface topology. In addition, the approximated

linear behavior of C is given for one s0.

The second hypothesis tested within this work and to be

elaborate more deeply in Sect. 6 is defined as follows:

• The stand modulus C behaves non-linear as a function of

varying s0 and the overall difference between h0 and h1,

�h.

Similar to hypothesis 1, an influence on the material

behavior (e.g. due to work hardening) can be observed,

although the authors state that the force flow through the

machine system also contributes significantly to the change

in h1, which as a consequence results in a dependency of C

on �h.

�h � h0 − h1 (3)

Cyber physical production systems (CPPS)

CPPS can be defined as a derivative from Cyber Physical

Systems (CPS), especially tailored to the production seg-

ment. Although CPS and CPPS are heavily researched in the

past years, there is still no standardized definition for this

technology framework (Wu et al., 2020).

According to Wu et al. (2020), the most accepted defi-

nition can be derived from the work of Cardin (2019) who

extended a previous definition from Monostori et al. (2016)

to the following statements:

1. CPPS are superordinate systems within systems.

2. CPPS consist of cooperative elements, those connect with

each other situationally appropriate, on and between all

different levels within the production environment, from
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Table 1 LC user centered CPPS: further adaption and concretization by the authors (Wu et al., 2020)

Criteria Concretization

I System in a system Data exchange and process adaptions on other upcoming process

steps based on gathered data from the rolling mill through a

unified network layer

II Situationally appropriate connection and data transfer on different

layers

Change in data storage frequency based on actual machine status

(on/off) and state dependent data publishing route within the layer

system

III Enhance decision making process in real time and state dependent Implementation of a machine learning algorithm that predicts

results of the actual process step and upcoming process steps in

near real time including the capability of adaption of the

prediction due to foreseen and unforeseen events

IV User centered GUI Two user friendly front end and two (IT-skilled) user friendly back

end interfaces

V LC and resilient design Finding the optimum of cost-effective HW and SW solutions under

the restriction of resilient, robust and easy to use solutions

the processes itself, through involved machines up to

overlaying networks, e.g. MES or ERP-systems.

3. CPPS enhance decision making processes in real-time in

a resilient and robust way, with respect to time as well as

foreseen and unforeseen events (Wu et al., 2020).

The fulfillment of (1), (2) and (3) for the case study pre-

sented in this paper will be demonstrated in the following

chapters. In order to do so, these very broad conditions have

to be concretized. Despite this requirements, the practica-

bility for learning purposes as well as financial restrictions

(e.g. for the implementation in a SME or academic learn-

ing environment) were considered. Most important, the user

friendliness of a CPPS will also be in focus of this study.

Therefore, the development of shop-floor friendly, intuitive

Human Machine Interfaces (HMIs) are a central point in this

work. Additionally, LC solutions to avoid expensive mainte-

nance and update plans were used wherever possible. Table 1

summarizes the specifications of the LC user centered CPPS

developed within this paper.

Initial machine and digitalization set up

This chapter describes the initial state of the existing infras-

tructure at the SFL, whereas (3.1) focusses on the IT-layer

structure and (3.2) shows the initial state of the rolling mill

system to integrate into the layer architecture.

The six-layer architecture at the SFL

Figure 3 shows the initial layer system implemented at the

SFL. Before the integration of the milling system, a CNC

lathe (type EMCOTURN E65) was connected with a power

measurement unit into a condition monitoring system, pow-

ered by a WAGO controller with integrated warm memory

storage (type PFC200 G2 2ETH RS). The unrefined data (e.g.

phase currents, voltages) is pre-processed, agglomerated and

uploaded on the internal server structure at the SFL, using the

structured text (STS) based WAGO e-cockpit SW, after A/D

transmission via additional modules (type WAGO 750-494).

Within the STS environment, an additional condition moni-

toring system and corresponding GUI was programmed. The

server-stored data is extracted autonomously with a Python

based script, running on the same server environment. This

script extracts and transforms the data into a set up SQL

database, from which most important project management

(PM) data is published near real time on a PHP based PM

tool (Ralph et al., 2021a, 2021b, 2021c).

The layer architecture was initially created with the pur-

pose of connecting different machine systems at the SFL

step by step, including not only condition monitoring and

PM-related data, but also process data and, as final objective,

resulting in different LC user centered CPPS. Therefore, the

five criteria defined in Table 1 were already considered within

the planning and development of this structure (Fig. 3).

The rollingmill system

The rolling mill system at the SFL at the CMF is a duo

rolling mill and was built and put into operation in 1954.

The hand wheel at the top of the rolling mill is used to adjust

the height of the roll gap (Fig. 4) and rotates the guide spin-

dle via gears, which increases or decreases the height of the

rolling gap depending on the direction of rotation. An adjust-

ment of 0.07 mm per gear tooth was used as a parameter for

adjusting the roll gap height.

More than a decade ago, the machine was equipped with

two load cells to measure the rolling force on the left and right

guide spindle. Figure 5 shows the initial load cell mounted
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Fig. 3 Initial state of the six-layer architecture at the SFL (Ralph et al.,

2021a, 2021b, 2021c)

Fig. 4 Rolling mill system: initial state

between the left guide spindle and the roll chock. The data

acquisition during a milling process, in order to obtain the

actual FR with corresponding time increments, was done with

a proprietary Windows XP based DAQ system, with a max-

imum data transmission frequency of 22.5 Hz.

Fig. 5 Load cell of the left guide spindle: initial state

Retrofitting and digitization

The following subchapters describe the sensor retrofitting

(4.1) as well as corresponding digitization (4.2) and there-

fore coupling of the calibrated sensors to the SFLs six-layer

architecture. All actions taken for the sensor selection, cali-

bration and implementation underly the assumptions made in

(2.1) (the required physical quantities) and (3.2) (the physical

limits of the machine system itself).

Sensor retrofitting

In order to choose appropriate sensors to meet the criteria of

a LC user centered CPPS, the required specifications were

defined in first instance. Based on these requirements, the

sensor technology was selected. In addition to the required

magnitude of the sensors, parameters such as linearity and

resolution play a major role in the resulting quality of the

recorded data and in the selection of suitable sensor tech-

nologies. Furthermore, the maximum resolution of the DAQ

system must be taken into account, as in most terms the bot-

tleneck is not the measurement of an analog signal or the

signal transfer through an A/D converter but the buffering and

writing of gathered data on the controlling unit (Fig. 3, data

acquisition layer). In order to implement a machine learn-

ing algorithm based on Eqs. (1) and (2) and therefore satisfy

condition III, Table 2 shows the minimum quantities to be

measured to achieve such a system. The measurement range

is a result of the rolling mill systems specifications.

For the measurement of FR, the already existing load cells

had to be replaced, as the maximum measurement range
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Table 2 Quantities and corresponding range to be measured to ensure

valid data gathering within the required operational range

System parameter Measurement range

FR 0–400 kN

s0 0–20 mm

of each cell was defined with 150 kN. Furthermore, after

calibration and analysis of the resulting data, a significant

deviation between both cells and high non-linearity in each

measurement system was detected, indicating a malfunction

within at least one of them.

For the new load cell measurement system, despite the

specified range, the following requirements had to be ful-

filled:

a. The measuring system must be able to withstand an over-

load to avoid measuring errors and shortened lifespan

(Table 1, V).

b. The load cells must have a high linearity in order to be

able to resolve the rolling force to a sufficient degree

during the rolling process (Table 1) (III).

Additionally, the initial roll gap s0 and with it, the change

of the gap during the rolling process had to be measured

with sufficient linearity and within the defined range.

Based on heuristic knowledge and basic calculations, the

deflection of the roll gap could be defined in the range

of tenths of a millimeter, while the maximum height of

the roll gap is constricted by the machines’ geometry to

20 mm. Since the linearity of a sensor is specified as a

percentage of the measuring range, two conditions must

be met:

c. The sensor must be able to measure a distance greater

than the maximum adjustable roll gap and

d. must have a high linearity in order to be able to resolve

the deflection of the roll gap to a sufficient degree during

rolling (Table 1, III).

To meet the requirements of (c), (d), and the defined mea-

surement range in a cost-effective manner (Table 1, I), a linear

variable differential transformer (LVDT) sensor was chosen.

In addition, an angle sensor was attached to the gear of the

hand wheel for demonstration purposes to students and other

interested parties at the SFL.

Table 4 External electronics and specifications from the sensors to be

implemented

External electronics Type Sensor Output

PR electronics 2261 mV transmitter Load cell 0–20 mA

Waycon LV-S-25-

300-KA05-L10

Integrated electronic

(n/a)

LVDT 4–20 mA

Fig. 6 Construction scheme of the new designed load measurement unit

Table 3 shows the finally selected sensors and their spec-

ifications.

Table 4 defines the external electronics used to transfer

the sensor signals into a suitable analog signal for the DAQ

system. For the LVDT sensor, the external electronics from

the same manufacturer was used. External electronics from

a third-party supplier were installed for the load cells. These

mV transmitters can be individually configured to the speci-

fications and requirements of the load cell and can therefore

also be used if the load cells are replaced.

In order to mount the selected sensors on the rolling mill,

mechanical adaptions had to be made. Since the diameter

of the new load cells is larger than the width of the roller

supports, the entire contact surface at the bottom of the load

cell cannot be supported. This could lead to a falsification

of the measurement results. In order to be able to use the

entire contact surface of the new load cell, an intermediate

plate was installed between the roll chock and the load cell.

To connect the guide spindle with the load cell, an additional

adaptor was designed to transmit the rolling force coaxially

(Figs. 6, 7).

Table 3 Selected sensors and

their specifications for the

transformation of the rolling

mill system according to the

fundamental equations pointed

out in Sect. 2

Sensor Type Range Linearity Output signal

Kern CR 20000-1Q1 Load cell 0–200 kN 0.1% 2 mV/V

Waycon

LV-S-25–300-KA05-L10

LVDT 0–25 mm 0.1% n/a

ASM PH36 Magnetic multiturn encoder 31×360° ± (2° + 0.015%) 4–20 mA
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Fig. 7 Resulting implementation of the new designed load measurement

unit

Fig. 8 Mounted LVDT sensor

The LVDT sensor was mounted between the two roll

chocks. In order to prevent interferences with the inductive

measuring principle, the sensor holder is made of non-

magnetic material (Fig. 8).

The multiturn encoder was mounted directly on the

machine rack. The resulting angle after manual roll gap

changing is derived via the connection of the sensor with

one of the two main gears at the mill, which are connected to

the hand wheel via a defined gear transmission ratio. To con-

sider the surface roughness of the gear and therefore ensure

contact between the sensor and the gear, a pre-stressed spring

is applied to ensure continuous contact (Fig. 9).

Digitization

In order to convert the analog signals from the external elec-

tronics (Table 4) into signals suitable for computer-aided

processing, the devices were connected to the already exist-

ing WAGO node 1 (Fig. 3, data acquisition layer). This node

consists of a WAGO PFC200 G2 2ETH RS controller coupled

Fig. 9 Mounted multiturn encoder

Fig. 10 Controller and I/O modules

Fig. 11 Circuit diagram of the connection rolling mill sensors/DAQ

with I/O modules (Fig. 10). The I/O modules used are from

the same supplier (type 750-453) and are designed for trans-

forming analog signals in the range of 0 to 20 mA. As already

mentioned, the resolution depends on the DAQ, which can

resolve the analog signals of the sensors in 15 bit, therefore

the analog signal of each sensor can be resolved in 215 equiv-

alent steps.

Figure 11 shows the corresponding connections of the

three mill sensors with the used I/O module.
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Fig. 12 Sensor connection and A/D conversion

Fig. 13 A/D input signal to physical quantity transformation: example

rolling mill

Fig. 14 Rolling mill layer of the WAGO GUI

Fig. 15 CPU load layer of Node 1: connected machines turned off

Figure 12 shows the final digitization framework for all

three sensor types, from the physical measurement entity to

the implementation into the layer framework. It is impor-

tant to note that the used WAGO DAQ system isn’t the

most cost efficient possibility to connect the machine within

such a system (e.g. Arduino based microcontroller would

have been a more LC alternative). Under consideration of

practicability and longtime maintainability, the use of a stan-
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Table 5 Coefficients for the linear characteristic curve of implemented

sensors according to Tables 3 and 4

Physical quantity a b Range

FR (kN) 0.0 6.104E–3 0–200 kN

s0, s1 (mm) 6.5536E+3 9.537E–4 0–25 mm

deg (°) 6.5536E+3 4.257E–1 0–31×360°

dardized framework which operates on industrial standards

like the WAGO system or other comparable solutions was

chosen. Another reason for this decision is the user friendly

back end GUI, that comes within the SW and that allows

non IT-personnel to supervise and even extend programmed

functionalities with basic IT knowledge (e.g. the usage of

predefined module blocks within the SW instead of STS cod-

ing). This advantages also apply for the first developed front

end GUI, which is also based on the same framework.

Digitalization

This chapter describes the transformation of digitalized sen-

sor data within the layer architecture. After A/D conversion,

resulting digital signals have to be transformed into real

physical quantities. This is done within the data preprocess-

ing layer (Fig. 3) using STS based programming and an

additional Python script. Additionally, state dependent data

gathering frequency is set within this layer (5.1), fullfilling

the requirements of I and II (Table 1). (5.2) describes the

adaption of the first front-end GUI for the rolling mill setup

(according to Table 1, IV).

Data pre-processing layer

Before working with the digitized signal data is possible,

transformation of the resulting data into corresponding phys-

ical quantities has to be done. This operation is carried out

within the data pre-processing layer (Fig. 3) using the STS

environment provided by the WAGO SW. All three sensor

types can be calibrated linearly under consideration of their

characteristic linearity (Table 3). As a result, a linear equa-

tion was programmed for each input channel, whereas the

two individual coefficients were derived as a result of the

range restriction of the specific device.

f (physicalquanti t y) � a + b ∗ bit_value (4)

Figure 13 visualizes the transformation of the current sig-

nal into its physical value on the example of the load cells

used schematically.

Table 5 displays the resulting coefficients for all three sen-

sor types on the basis of Eq. (4).

The resulting FR is then obtained summarizing the val-

ues from both load cells within the STS environment. This

approach also ensures that eccentric sheet insertion can be

measured and do not result in a higher measurement error.

To fulfill requirement II. (Table 1), two different sampling

rates for all rolling mill channels were defined. The first one

is enabled continuously. In this case, 1 Hz was set within the

STS. This low frequency is used to work as a simple con-

dition monitoring system, giving warnings over the WAGO

GUI (Sect. 5.2) whenever sensor values are out of calibrated

range. For the actual processing, via a trigger that can be

manually turned on within the GUI, a sampling frequency of

500 Hz was determined. In this case a Boolean variable is

turned TRUE, which activates the higher rate, whereas the

lower frequency stays enabled. After the actual process, the

user can end the measurement again manually through the

GUI, which sets the Boolean equal FALSE again. The major

advantage through the manual activation is the possibility of

measuring unconventional processes or trials, which would

not be measured if the higher sampling rate would be acti-

vated by a force or dilation triggered algorithm (e.g. very

thin sheets with low resulting FR, very soft material with low

�s).While the continuous data gathered is directly stored

on the CMFs’ internal server, the actual 500 Hz measure-

ments have to be refined additionally before data science and

machine learning algorithms can be used on it. This refine-

ment algorithm is carried out within a simple Python script,

which deletes numerical artefacts and duplicates from the

given raw data. Numerical artefacts are lines that may occur

due to buffering issues on the used controller unit. As the

controller is initially not able to obtain frequency rates above

100 Hz, a script that uses the controllers’ RAM instead of

warm memory was written and implemented in the STS envi-

ronment. Nevertheless, the buffering operation stores data

points until a defined extend, before submitting these data

points to be actually written on the controllers’ internal mem-

ory. During the writing process, doubled data points within

the same time stamp occur. Additionally, lines with zeros or

NaN values are a result of this procedure. To avoid errors

at upcoming mathematical operations (6.2, 6.3), these data

points and corresponding rows have to be filtered first.

WAGO based GUI

The already existing WAGO GUI was extended with an addi-

tional layer for the rolling mill system, taking into account the

preferences of involved technicians on the shop-floor level.

The GUI runs on the controlling unit and is available through

the corresponding IPv4 address with all computing devices

within the SFL network. Figure 14 shows the STS pro-

grammed rolling mill layer within the GUI. Additional to the

two resulting loading force values and sum of both, another

variable is visualized, which is named “max load until reset”.
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This variable returns the maximum value stored at a current

measurement. If the “Max Reset” button is pressed, the vari-

able is set to 0. The same function is given for the variable

“max roll gap until reset”, to be able to see the maximum

height and force within a measurement, whereas all other

variables defined return the real time value from the respec-

tive sensors. Depending on the status of the Boolean “Run

Measurement”, the sampling rate is whether 1 Hz (Boolean

� FALSE, button � GREEN (Fig. 14) or 500 Hz (Boolean

� TRUE, button � RED). The parenthesized integer next

is coupled with a counter in the STS, which counts up for

each measurement executed within the same day. If the day

within the timestamp changes, the counter is reset to 0. As

the automatic export of high frequency measurement data is

done in single files, named “YEAR-MONTH-TRIAL-NR”,

the Python filter algorithm can easily distinguish between

appending files within the defined folder. In order to prevent

overloading of the rolling stand and power train, the visu-

alization of force only contains a range of 0–300 kN. This

ensures that the aggregate is not permanently operated at its

load limit.

As mentioned in 5.2, the data storage from the I/O mod-

ule is executed directly in the hot memory of the controller.

Therefore, another layer was developed, which shows the

actual CPU load of the respective controller. If this load

exceeds 60%, writing and therefore accurate data gathering

from connected sensors cannot be guaranteed. This value

is reached within this setup if both connected aggregates

are activated and the sampling frequency of the rolling

mill exceeds about 0.560 kHz. If 60% are reached, another

Boolean in the STS is set TRUE and a warning signal is

shown at the main display. Figure 15 shows the CPU load

GUI both connected machines disabled.

Machine learning algorithm and decision
enhancing digital twin

After successful digitization (4) and digitalization (Sect. 5),

III. (Table 1) has to be fulfilled. For this purpose, the con-

nected rolling mill system had to be equipped with a suitable

and efficient algorithm to support decision making within

the milling process. As the correlation between the most

important variables (Sect. 2.1) is rather complex in practice, a

data driven modelling approach was chosen in first instance.

This data driven model should be resilient, robust and easy

to understand. Therefore, the complex and non-linear real-

physical interrelationships between the machine system and

processed material were discretized and transformed into a

system of interdependent linear equations, calculated within

the Python environment (Sect. 6.4). To avoid unrealistic or

unreproducible results, a statistical approach was chosen

(Sect. 6.1). Additionally, as the focus in this work lies on the

Table 6 Defined rolling schedules for data gathering, from high height

reduction per process step (V1) to moderate (V3)

Nr s0(V1) (mm) s0(V2) (mm) s0(V3) (mm)

1 4.50 5.00 5.00

2 3.50 4.00 4.50

3 2.75 3.50 4.00

4 1.75 2.50 3.50

5 1.00 1.50 3.00

6 0.75 1.00 2.50

7 0.50 0.50 2.00

8 – – 1.50

9 – – 1.00

10 – – 0.50

calibration of the stand module C with all relevant depen-

dencies, a well characterized material (Sect. 6.2) was chosen

for the first setup. As a result, the second front-end GUI

mentioned initially in this paper is presented and explained

(Sect. 6.5).

Experimental setup

According to hypothesis 1 and 2 (2.1), the stand module C is

a function of the processed sheet width b as well as �h and s0.

Despite this statement, another important influencing factor

in practice is the usage of an appropriate lubricant. Therefore,

the following dependencies have been investigated within

this experiment:

C � C(s0, b,�h, μlubricant ) (5)

For the initial calibration, µlubricant describes the change

between sufficient lubrication and no lubrication. To be able

to develop a data driven prediction model for the rolling pro-

cess, three different rolling schedules (V1, V2 and V3) were

defined (Table 6). The main objective of this setup was to get

a broad set of data points for different s0(�h), to investigate

the influence of different combinations of these variables. To

ensure comparability, an initial thickness of 6 mm and a final

s0 of 0.5 mm was defined for each rolling schedule.

By varying the rolling schedules according to Table 6, it

is possible to investigate if different cumulated strain paths

(Eq. 6) have an influence on the elastic behaviour of the mill

stand and therefore C.

C
(

�hi j , s0k

)

�! C
(

�hlm, s0n

)

(6)

For the investigation of the influence of b, three widths for

the initial test and calibration data setup were chosen. For the

validation of the resulting equation system, two additional

widths were defined, one between the three first and one

123

Content courtesy of Springer Nature, terms of use apply. Rights reserved.



Journal of Intelligent Manufacturing

Table 7 Defined sheet widths and corresponding rolling schedules for

data gathering

Nr Width (mm) Test/calibration Validation

B1 150.00 X

B2 100.00 X

B3 50.00 X

B4 74.50 Interpolation

B5 30.10 Extrapolation

Table 8 Defined lubrication

schemes for the corresponding

rolling schedules and sheet

widths defined in Tables 6 and 7

Test series Description

T1 Full lubrication

T2 No lubrication

out of initial range, to be able to proof interpolation as well

as extrapolation capabilities of the system (Table 7). For this

validation experiments, rolling steps 1–4 from V1 were used,

followed by a direct height reduction from 1.75 to 0.75 mm

(Table 6, s0(V1)). The fifth step was spared out to be able to

see if the interpolation between known s0 would obtain valid

results within the developed machine learning algorithm.

To investigate the influence of lubrication on C, two dif-

ferent test series were defined, whereas test and calibration

data sets were mirrored for both process friction states (Table

8).

The sheet specimen for the rolling process has to be

entered manually (Fig. 4). To avoid measuring errors due

to deviations in the reproducibility of single process steps

within the rolling schedule, a statistical approach has been

chosen. For this experiment, twelve sheets for each tested

rolling schedule, test series and width were cut out of two

identical raw sheets. In sum, 216 sheets for the creation of

test and calibration data were used, split into three differ-

ent rolling schedules, three different widths and to different

test series (Table 9). To ensure a smooth transition into the

milling system, the initial length of each specimen was set to

135 mm. Additionally, each sheet was deburred and cleaned

before treatment.

The configuration shown in Table 9 for each test series

ensures a continuous reduction of s0. In sum, 1736 milling

process steps were carried out to gather the required test and

calibration data. Figure 16 shows the processed specimens

before and after rolling.

Table 10 shows the setup for the gathering of validation

data. For this purpose, only 36 additional specimens were

used and processed within T1 (no lubrication) and rolling

schedule V1, whereas back up material was kept if the valida-

tion attempt in the resulting algorithm would fail. Including

all process steps, a total of 1904 milling operations delivered

output for the data driven modelling of the corresponding

machine learning algorithm (Sect. 6.4).

Table 9 Specimen classification: resulting executed rolling schedules

for the gathering of test/calibration data

Test series Specimen nr Rolling schedule Sheet width

T1 1–12 V2 B1

13–24 V3 B1

25–36 V2 B2

37–48 V3 B2

49–60 V2 B3

61–72 V3 B3

73–84 V1 B1

85–96 V1 B2

97–108 V1 B3

T2 1–12 V2 B1

13–24 V3 B1

25–36 V2 B2

37–48 V3 B2

49–60 V2 B3

61–72 V3 B3

73–84 V1 B1

85–96 V1 B2

97–108 V1 B3

Fig. 16 Processed sheet specimens: rolled (T1, top); initial (T2, bottom)

Table 10 Specimen classification: rolling schedule, corresponding

lubrication scheme and sheet with for the validation data

Test series Specimen nr Rolling schedule Sheet width

T2 109–124 V1 B4

(validation) 125–144 V1 B5

Deformation behavior of usedmaterial under rolling
conditions

The material used in this study is EN AW-1050A, also

referred to as Al 99.5, which is considered as technically

pure aluminum due to its low content of constituents. Pure

aluminum shows excellent ductility, exhibiting exceptionally

good deformation behavior even after severe cold working.

The hardening of the material introduced by forming can

be attributed to the introduction and the multiplication of
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dislocations during their migration. For deformations such

as in a cold rolling process, the face-centered cubic (fcc)

crystal structure determines the slip systems: primarily, slip

is observed on {111} < 110 > -slip systems since the Peierl’s

stress is lowest in this direction. The stacking fault energy of

about 170 mJm−2 in pure aluminum, which is comparatively

high for fcc-structured metals, determines the predominant

deformation mechanism of slip, rather than developing defor-

mation twins (Simon, 1979).

The increase in strength introduced by cold working can

be described in terms of increasing dislocation density. As a

rough estimate, the dislocation density can be approximated

by the increase in strength using Eq. (7).

σ � 0.5Gbρ
1
2 (7)

In Eq. (7), σ is referred to as the strength, G is the shear

modulus of the respective material, b is the burgers vector and

ρ is the dislocation density. The higher the dislocation den-

sity, the lower the mean free path between the dislocations. As

a result of their interaction, strength increases due to reduced

mobility. The dislocation increase depends on the selected

forming degrees, which are introduced into the material at

certain height reductions �h due to the rolling schedule.

This increase in dislocations is opposed by certain softening

processes since the condition including a high dislocation

density is thermodynamically unstable. The most essential

softening mechanisms represent recrystallization and recov-

ery, the latter being crucial for aluminum due to the high

stacking fault energy. For recrystallization to occur, both a

critical degree of deformation and an elevated temperature of

about 40% of the melting temperature are required, whereas

both conditions are not met within this experimental setup

(Gottstein, 2004).

During the rolling of a pure aluminum sheet, part of the

applied forming energy is stored as deformation energy, the

other, much larger part, dissipates in heat, driven by two

phenomena: (1) the plastic deformation itself and result-

ing internal friction and (2) caused by tribological effects

at the interface between the rolls and the sheet metal or

the lubricant. These conditions favor the recovery processes

which are characterized by facilitated cross-slipping of screw

dislocations and climbing of step dislocations, thus caus-

ing annihilation of dislocations and therefore decreasing the

dislocation density and the effect of cold working. These soft-

ening processes are diffusion-dependent, which occur at an

accelerated rate under temperature increase, although room

temperature is already sufficient to continue these processes

to equilibrium when considering pure aluminum (Hasegawa

& Kocks, 1979).

Therefore, strengthening due to cold working is already

reduced at short time periods, leading to the conclusion that

these processes do not have an effect on the corresponding

Fig. 17 Elastic stiffness and corresponding effect on h1 during rolling

strength values. Despite the recovery effect, the heat transfer

within the tribology system is of utmost importance for the

rolling process within this case study.

Aluminum is furthermore characterized by its high ther-

mal conductivity, which at approximately 220 W(mK)−1

exceeds that of conventional steel grades by a factor of three.

For this reason, the dissipated forming heat and heat gen-

erated by friction between the rolls and the sheet surface

spreads rapidly over the entire specimen. As a result, the heat

is more easily transferred to the lubricant and dissipated in

this fluid. This phenomenon can have a substantial influence

on the resulting behavior of the rolled specimen, especially

considering different friction states (Ostermann, 2014).

Despite cold work hardening and thermal expansion, the

elastic properties of the used material significantly contribute

to the resulting process parameters in rolling. After the force

is locally removed from the processed specimen, the elastic

component of the strain applied results in an increase of the

thickness h1. As a result, materials with a lower Young’s

Modulus (YM) are increasing height after rolling signifi-

cantly more than stiffer materials (Fig. 17).

Resulting experimental data

As expected from plastic deformation fundamentals, the

resulting geometry changes of the tested specimens after

rolling varies. The maximum bearable local plastic deforma-

tion wasn’t exceeded at any specimen within the experiment,

therefore the law of constant volume (Eq. 8) applies.

ln
l1

l0
+ ln

b1

b0
+ ln

h1

h0
� ϕl + ϕb + ϕh � 1 (8)

According to Eq. (8), l1 can be obtained if b1 and h1 as

well as the initial geometry is known. Before the resulting
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Fig. 18 Sheet width measurement after rolling

test and calibration data is analyzed from a black box point

of view, a first indication about whether there is a difference

between the two data series can be made after measuring the

resulting sheet width of each specimen. This was made on

three reproducible locations at each specimen, according to

Fig. 18. Table 11 shows the mean value at each measured

point for each calibration and validation series, additionally

divided into test series T1 and T2.

As visualized in Table 11, the highest deviation in sheet

width is 0.36%, which leads the authors to the statement that

no differentiation between test and calibration data can be

made. This also supports the theory, that the population of

investigated specimens is valid. According to Sect. 6.2 and

from a materials science point of view, there should also be

no significant difference between sheets of same initial width

that were rolled in different rolling schedules. Table 12 shows

the standard deviation of all widths within a test series (V1,

V2 and V3).

Additional material related tests

To ensure that the definition of a CPPS according to Table 1

is fulfilled, additional validations were carried out (Condi-

tion III and V). The higher deviation between T1 and T2

within the same width indicates differences between the two

test series, which, according to the authors, is the result of

a changed tribology system. To investigate if this change

significantly contributes to the resulting material behavior,

tensile tests were carried out additionally. In order to charac-

terize the mechanical anisotropy of the rolled sheets properly,

a small but normed geometry was chosen to obtain stress–s-

Table 11 Specimen classification: resulting sheet widths of the

exectuded rolling processes, measured at three points per sheet

(test/calibration data)

T1 Specimen nr b1f (mm) b1m (mm) b1e (mm)

Test data 1–6 150.93 150.82 150.95

Calibr. data 7–12 151.10 150.84 151.13

Dev. [%] 0.11 0.01 0.12

Test data 13–18 151.02 150.90 151.02

Calibr. data 19–24 151.08 150.90 151.15

Dev. (%) 0.04 0.00 0.09

Test data 25–30 101.06 100.86 100.76

Calibr. data 31–36 100.98 100.93 101.15

Dev. (%) 0.08 0.07 0.39

Test data 37–42 101.27 100.99 101.23

Calibr. data 43–48 101.11 100.90 101.09

Dev. (%) 0.16 0.08 0.14

Test data 49–54 51.71 51.35 51.68

Calibr. data 55–60 51.56 51.34 51.56

Dev. (%) 0.29 0.02 0.24

Test data 61–66 51.19 51.00 51.22

Calibr. data 67–72 51.29 51.07 51.25

Dev. (%) 0.19 0.13 0.07

Test data 73–78 151.00 150.84 151.06

Calibr. data 79–84 151.00 150.8 150.97

Dev. (%) 0.00 0.02 0.06

Test data 85–90 101.10 100.89 101.11

Calibr. data 91–96 101.06 100.80 101.11

Dev. (%) 0.04 0.09 0.00

Test data 97–102 51.33 51.27 51.46

Calibr. data 103–108 51.33 51.27 51.59

Dev. (%) 0.00 0.01 0.24

T2

Test data 1–6 151.42 151.14 151.51

Calibr. data 7–12 151.26 151.11 151.36

Dev. (%) 0.11 0.02 0.10

Test data 13–18 151.47 151.14 151.44

Calibr. data 19–24 151.45 151.10 151.53

Dev. (%) 0.01 0.03 0.06

Test data 25–30 101.08 100.79 101.24

Calibr. data 31–36 101.35 100.84 101.36

Dev. (%) 0.27 0.06 0.12

Test data 37–42 101.17 100.88 101.11

Calibr. data 43–48 101.25 100.97 101.18

Dev. (%) 0.08 0.09 0.07

Test data 49–54 51.55 51.11 51.45

Calibr. data 55–60 51.56 51.17 51.45

Dev. (%) 0.03 0.12 0.01

Test data 61–66 51.06 50.83 51.03

Calibr. data 67–72 51.15 50.79 51.01
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Table 11 continued

T1 Specimen nr b1f (mm) b1m (mm) b1e (mm)

Dev. (%) 0.17 0.07 0.03

Test data 73–78 151.54 151.14 151.53

Calibr. data 79–84 151.50 151.10 151.46

Dev. (%) 0.03 0.03 0.05

Test data 85–90 101.18 100.85 101.07

Calibr. data 91–96 101.28 100.95 101.16

Dev. (%) 0.11 0.10 0.09

Test data 97–102 51.70 51.25 51.65

Calibr. data 103–108 51.88 51.37 51.68

Dev. (%) 0.36 0.24 0.05

Table 12 Standard deviation of widths for T1 and T2 according to Table

11

Test series Dev(b1f) (mm) Dev(b1m) (mm) Dev(b1e) (mm)

T1

B1 0.17 0.16 0.22

B2 0.22 0.14 0.25

B3 0.23 0.19 0.23

T2

B1 0.14 0.13 0.15

B2 0.14 0.12 0.27

B3 0.31 0.26 0.29

B4 0.22 0.14 0.30

B5 0.15 0.15 0.09

Dev(T1/T2)

B1 0.26 0.20 0.28

B2 0.19 0.13 0.26

B3 0.28 0.24 0.26

train curves with 0°, 45° and 90° to the rolling direction for

B1 and B2. For B3, only 0° specimens could be realized with

scientific validity. It is important to note that the resulting

h1 of each specimen varies as the final s0 was kept con-

stant but the resulting cumulated force diverges significantly

and therefore, the elastic spring back behavior as well as

work hardening and force related heat expansion of the used

Aluminum alloy contributes to the final thickness to differ-

ent extends (Fig. 19). Table 13 shows the initial properties

of each specimen used for additional tensile tests. For each

sheet, three tensile tests specimens for each examined direc-

tion were produced, one sheet per corresponding test data

series for T1 and T2. Figure 19 shows the normed specimen

geometry, according to DIN EN 10002-1 (German Institute

for Standardization), for the performed tensile tests.

The higher deviation in the cross section is a result of the

sample production, which were cut out with a water jet cutter

at the CMF. More important, it can be stated that the resulting

Fig. 19 Tensile test: initial geometry (German Institute for Standard-

ization)

Table 13 Statistical comparison of h1 and resulting cross section for all tensile

test specimens according to the initial rolling schedule

Specimen

nr./schedule

Test series Initial width

(mm)

Thickness h1

(mm)

Cross

section

(mm2)

2/V2 T1 B1 1.34±0.01 13.52±0.12

2/V2 T2 B1 1.50±0.01 15.25±0.15

14/V3 T1 B1 1.33±0.01 13.39±0.09

14/V3 T2 B1 1.46±0.01 14.82±0.13

26/V2 T1 B2 1.20±0.01 12.10±0.10

26/V2 T2 B2 1.37±0.01 13.89±0.21

38/V3 T1 B2 1.20±0.01 12.14±0.18

38/V3 T2 B2 1.35±0.01 13.56±0.16

50/V2 T1 B3 1.01±0.00 10.23±0.06

50/V2 T2 B3 1.17±0.00 11.87±0.04

62/V3 T1 B3 1.01±0.01 10.24±0.10

62/V3 T2 B3 1.13±0.00 11.41±0.02

74/V1 T1 B1 1.22±0.00 12.30±0.12

74/V1 T2 B1 1.33±0.01 13.33±0.13

86/V1 T1 B2 1.10±0.00 11.05±0.11

86/V1 T2 B2 1.21±0.01 12.14±0.20

98/V1 T1 B3 0.95±0.01 9.58±0.16

98/V1 T2 B3 1.03±0.00 10.34±0.03

h1 for sheets that undergo the same treatment, except friction

state (T1, T2) vary significantly. For each state, the height

of rolled sheets without lubrication is effectively higher than

with. As a result of the higher FR applied, the sum of elastic

suspension of stand parts involved in the force flow during

the rolling process is significantly higher. Therefore, the same

degree of forming is not achieved as with the T1 series, and

the plate thickness of the T2 series does not reach the same h1

as that with lubrication, especially when large height reduc-

tions within the process were set. Figures 20 and 21 show the

comparison of a specimen with B1 (Fig. 20) and B2 (Fig. 21)

for both friction states. A small but reproducible effect on

strength due to anisotropy can be observed.

To investigate the influence of friction, the following

Figs. 22, 23, 24 show the direct comparison between a

specific rolling direction and both investigated test series.

Figure 22 compares different tensile test specimens for 0°,

45° and 90° to rolling direction, for specimen nr. 14 (B1).

The same comparison was made in Fig. 23 for specimen nr.
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Fig. 20 Specimen nr. 14: mechanical anisotropy T1/T2

86 (B2). In Fig. 24, the smallest width within the test and cal-

ibration series (specimen nr. 98, B3) is compared in rolling

direction.

The initial strip is commonly produced by hot rolling.

This treatment already elongates the grains in the rolling

direction, therefore the grains align themselves along a pre-

ferred orientation. The resulting microstructure exhibits a

so-called rolling texture, as visualized in Fig. 25. The result-

ing anisotropy of the grain orientation also commonly affects

the mechanical properties. The considerably larger number of

grain boundaries to be overcome 90° to the rolling direction

generally leads to an obstruction of the sliding processes. To

determine the extent of anisotropy on sheet materials, tensile

specimens are therefore regularly extracted and tested at 0°,

45° and 90° to the rolling direction. The recovery discussed

in Sect. 6.2, however, leads to another phenomenon that is

essential in explaining the low influence of anisotropy on

macromechanical properties (Figs. 20 and 21), namely the

polygonization of small-angle grain boundaries. This effect

results in a substructure that forms globular sub grains. In

optical microscopy images (OMI), this rearrangement is dif-

ficult to detect. In this case, the Barker electrolytic etching

was used to visualize the microstructure (Figs. 25, 26, 27,

28), only showing the superposed deformation structure. It

can be assumed that the progressed recovery stage in the

Fig. 21 Specimen nr. 86: mechanical anisotropy T1/T2

pure aluminum used in this experimental setup is most likely

responsible for the similar deformation properties between

the directions in the tensile test (Humphreys & Hatherly,

2007).

Table 14 summarizes the resulting ultimate tensile

strength (UTS) of each tested specimen under consideration

of tested degree to rolling direction.

The low but significant differences in UTS between dif-

ferent measured directions of one specimen can be explained

as stated previously. The reproducible deviations in UTS

between different specimens are a result of geometric dif-

ferences, as specimens with different h1 and therefore initial

cross sections have different damage mechanisms dominat-

ing. The thinner the respective specimen, the more the plane

stress state dominates, which results in higher resistance

against damage and therefore slightly higher UTS values.

Data based experimental results

As stated in Sect. 6.4, the higher resulting friction within the

tribological system of test series T2 result in a higher elastic

suspension of the stand components of the rolling aggregate.

This phenomenon leads to a higher increase of h0 as well as

h1 in T2 compared to T1. Despite the resulting higher h1, the

rolling mill and especially the mill stand has to apply higher
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Fig. 22 Direct comparison: specimen nr. 14

forces than in the tribologic system with adequate lubrication.

Figure 29 demonstrates this effect on the resulting FR on an

exemplary rolling force hysteresis, where the same specimen

from T1 is compared with T2. The effect of higher FR for

T2 occurs in all different widths, as Figs. 30B2 and 31B3

demonstrate.

Figure 32 shows a direct comparison between B1, B2

andB3 from the same rolling schedule and s0, for T1 (Fig. 32,

top) and T2 (Fig. 32, bottom).

The unnatural angular curve progression is a result of

the sample rate during rolling (500 Hz). To obtain smoother

results, a controlling unit (Sect. 4.2, Fig. 10) capable of higher

frequency would have to be implemented. As this plot only

Fig. 23 Direct comparison: specimen nr. 86

serves as a complementary visualization and the maximum

valid sample rate is sufficient for the development of the

machine learning algorithm (Sect. 6.6), the controlling unit

is not changed within this case study.

For the development of the algorithm described in this

paper, the maximum rolling force FR is of importance,

whereas the curve progression is not relevant for the resulting

digital twin. The usage of the maximum resulting force as FR

can be seen as valid, as the deviation between this value and

corresponding data points within the rolling process doesn‘t

exceed 0.05%. Figure 33 shows an exemplary FR(time) curve

from a rolling process carried out.
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Fig. 24 Direct comparison: specimen nr. 98

Fig. 25 Exemplary OMI: initial microstructure in rolling direction (T1

/specimen nr. 86, 0°)

Fig. 26 Exemplary OMI: microstructure after the rolling process (T1

/specimen nr. 86, 0°)

Figure 34 shows the resulting data points for each process

step within the test and calibration data setup, divided in test

series and initial widths. In this diagram, a clear correlation

Fig. 27 Exemplary OMI: microstructure after the rolling process (T1

/specimen nr. 86, 45°)

Fig. 28 Exemplary OMI: microstructure after the rolling process (T1

/specimen nr. 86, 90°)

between FR, �h(s0), Bi and Ti can be identified. As expected,

test and validation data points for the same B, V and T cannot

be separated. Therefore, no difference between those sets will

be made in the following visualizations.

As described in Sect. 6.4, a difference between the maxi-

mum roll gap (s) and the resulting h1 of a specimen occurs.

This effect can be demonstrated by plotting the same data

points as a function of the maximum s (Figs. 35 and 36,

yellow surface) and h1 (Figs. 35 and 36, blue surface). As

visualized in Fig. 34, the difference between T1 (Fig. 35)

and T2 (Fig. 36) can be seen due the offset of data points to

higher FR with T2. The dependencies described in Eq. (6)

(Sect. 6.1) and the effect of cold working (Sect. 6.2) result in

higher rolling forces with increasing �h and decreasing s0.

As expected, the difference in the tribological system results

in significantly higher FR in T2 in comparison to T1. Also,

higher FR correlates with increasing initial sheet width. These
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Table 14 Statistical comparison of UTS for tensile test specimens

according to the initial rolling schedule

Nr./test series UTS (0°)

(MPa)

UTS (45°)

(MPa)

UTS (90°)

(MPa)

2/T1 166.54±1.82 160.98±0.86 171.27±1.23

2/T2 162.35±1.26 156.40±0.46 164.10±1.46

14/T1 162.21±1.48 159.41±0.64 170.82±0.45

14/T2 158.53±0.45 153.37±1.97 164.18±0.87

26/T1 165.22±1.28 162.41±1.26 172.05±0.56

26/T2 163.94±1.28 160.67±1.80 167.75±1.24

38/T1 167.75±1.02 160.28±1.22 171.86±0.41

38/T2 162.29±1.68 157.19±2.30 167.47±1.04

50/T1 167.56±0.64 – –

50/T2 170.85±1.11 – –

62/T1 169.02±1.24 – –

62/T2 169.76±0.42 – –

74/T1 165.02±0.93 163.23±0.53 172.00±0.72

74/T2 169.76±0.42 156.65±2.08 164.96±1.89

86/T1 167.95±1.45 164.54±1.00 173.38±1.13

86/T2 169.39±0.45 163.29±1.43 172.80±1.72

98/T1 169.32±2.15 – –

98/T2 177.61±0.98 – –

Fig. 29 Example of a rolling hysteresis: B1 for s0 � 1.75 mm

effects are cumulative, resulting in a maximum offset of FR

between B1/T2 and B3/T1 at maximum value of the product

�h*s0.

In order to validate the stated hypotheses regarding the

correlation of introduced variables, the validation data were

implemented into the T2 plane (Fig. 37). For a better visu-

alization, only the V1 rolling schedule for each introduced

B was plotted within. The resulting diagram shows a clear

linear correlation between different widths and the corre-

Fig. 30 Example of a rolling hysteresis: B2 for s0 � 1.75 mm

Fig. 31 Example of a rolling hysteresis: B3 for s0 � 1.75 mm

sponding s0 of V1. Furthermore, the modification of V1 at

s0 � 1.75 mm (with a following s0 of 0.75 mm instead of

1.00 mm) also supports the correlations stated by the authors

within this paper.

Result basedmachine learning algorithm

According to the statements made in the last subsections of

Sect. 6, the developed machine learning algorithm operates

on linear interpolation and extrapolation of given test, cali-

bration and validation data (Fig. 38). The first setup is based

on the logic demonstrated in Fig. 2, whereas the material

curve was also modeled linear. For each given FR and corre-

sponding h1, the algorithm interpolates with linear weighting

functions between the initial data to obtain the working point

123

Content courtesy of Springer Nature, terms of use apply. Rights reserved.



Journal of Intelligent Manufacturing

Fig. 32 Rolling hysteresis: resulting FR as a function of initial sheet

width: comparison between T1 (top) and T2 (bottom)

Fig. 33 Exemplary rolling force–time curve

A. This results in a new h1, which is used as new input h1

within a loop. As a result, a complete rolling schedule is

obtained and in situ adapted during a carried out rolling pro-

Fig. 34 Resulting data points (1736) from the test and calibration data

series

Fig. 35 Comparison between resulting s (yellow plane) and h1 (blue

plane) for B1, B2 and B3 within test series T1 (Color figure online)

cess. To develop this digital twin further and realize actual

machine learning, final data of an executed rolling scheme is

added to the respective initial data set (T1 or T2) resulting in

an overall adaption of the linearized functions for the charac-

teristic rolling mill and material curve. Although it would be

possible to use predefined machine learning algorithms (e.g.

using the sci.py kit available within the Python environment),

this logic has the advantage of a simple adaptability for other

materials. Furthermore, it is easy to understand and adapt for

learning students and other interested parties within the SFL

at the Montanuniversität Leoben.
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Fig. 36 Comparison between resulting s (yellow plane) and h1 (blue

plane) for B1, B2 and B3 within test series T2 (Color figure online)

Fig. 37 Implementation of validation data: comparison with V1 of test

and calibration data sets

Machine learning GUI

The logic visualized in Fig. 38 (Sect. 6.6) serves as a basis

for the second front end GUI (Table 1, IV). This GUI is also

developed using the open source version of Qt Creator. The

corresponding code was programmed using C++ and trans-

lated directly into Python within an appropriate translation

framework (e.g. qtpy). As a result, the visualization can be

started within the Python environment (e.g. using PyCharm

or MS Visual Studio).

Figure 39 shows the resulting GUI for an exemplary

rolling mill schedule. The possibility of including other mate-

rials is also considered.

The highlighted sequence (Fig. 39, green) indicates that

no adaptions have been made and the generator calculated the

complete scheme from the given input parameters (Fig. 39:

Material, Rolling Force, h0, demanded final h1 after schedule,

T1 or T2). After a rolling step, the real h1 can be measured

on two points (Fig. 39, End height front end h1, End height

back end h1). Additionally, a change in width (according

to Eq. (8), Sect. 6.3) or lubrication can be typed in, which

also changes the result according to the fundamental logic

(Fig. 38). Figure 40 demonstrates the influence of varying

these parameters after a rolling step.

The user-given input parameters are triggering the

machine logic. Furthermore, these parameters were also writ-

ten into the initial database, which serves as fundament for

the whole logic. Based on this data base extension, the logic

is able to shift the boundaries for the extrapolation (if a B,

s0 out of the initial widths is given) or generate new inter-

polation data points within the given boundaries. Regardless

which condition is met, the algorithm changes its final inter-

polation logic by changing material and stand related slopes

and intercepts. As this adaption is made via linear weight-

ing functions between a small step increment, the influence

on the change is rapidly decreasing with increasing distance

from the generated data points. As the point cloud gets denser

with every data input, the prediction gets more accurate with

each rolling process carried out. Figure 41 shows an overview

of this loop.

Results and discussion

For the development of a LC user centered CPPS, the chosen

forming equipment, a rolling mill aggregate built in 1954,

was digitized and digitalized from the implementation of

state of the art sensor technology to the integration of a

self-learning digital twin with corresponding GUI. For all

necessary development steps, cost efficient but robust solu-

tions were chosen, in order to be able to use this case study

as a possible framework for SMEs and (academic) learning

factories to develop CPPS based on similar technologies and

in alignment with the initial definition stated by the authors

in (2.2). Another focus within this paper, a wide and high

usability for all interested parties of the developed solution

was realized with two different front end and two easy to

understand back end GUIs. The usage of LC and mostly open

source software solutions is another advantage of this frame-

work, as continuous updates are made in the open source

community and expensive software maintenance is not nec-

essary. Figure 42 shows the final data flow at the rolling mill,

from analog sensor signals to the Python logic.
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Fig. 38 Fundamental logic for the Python based rolling schedule iterator
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Fig. 38 continued
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Fig. 39 Resulting front end GUI for the rolling scheme iterator

Fig. 40 Changed parameters based on Fig. 38 after the first rolling step:

increased width and deviation between measured and predicted h1

Fig. 41 Overview of the interaction between the database, the corre-

sponding logic (back-end GUI) and visualization (front-end GUI)

To demonstrate the fulfilment of all criteria for a LC user-

centered CPPS according to Table 1, Fig. 43 shows the final

integration of the system in the layer architecture. Fig. 42 Resulting data flow for the digitalized rolling mill
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Fig. 43 Resulting layer architecture for the developed CPPS

Depending on the state of the machine (measurement on:

500 Hz; measurement off: 1 Hz) a data flow into the MES is

automatically enabled or not (Fig. 43, red arrow).

In general, both hypotheses stated initially can be defined

as valid. According to the presented architecture, for a

resilient and sustainable implementation of the proposed

system, further adaptions depending on the existing infras-

tructure, available skill sets and budget have to be made. One

major advantage of this LC approach is the utilization of

industry standard software for the Level 2 automation of the

resulting CPPS, which is crucial regarding to legal issues in

case of a malfunction within the system in the operational

industrial context. While the enhancing decision-making

logic is provided by a LC open-source alternative within

Python, the only direct machine connection is executed by

a certified industrial standard software. This mixed-source

approach also ensures the resilience of the machine system

within the CPPS and additionally prevents unplanned down-

times due to possible malfunctions within the ML algorithm.

As the process-material interaction becomes more complex,

a simple numerical substitution as demonstrated in this work

might also not be efficient anymore. By using Python and

its available interfaces to other programs, e.g. Finite Ele-

ment Analysis software can additionally be connected to the

system if the resulting complexity requires that. Another

important advantage is that Python has a relatively low

entrance barrier for respective workers (e.g. free/LC online

tutorials), ensuring that no highly specialized IT-personnel is

required for maintaining such an algorithm. In general, this

approach can be used as a fundament for further adaption

and optimization depending on the machine system and cor-

responding process to be transformed in a CPPS. The focus

on LC technologies and digitization approaches based on a

brownfield environment provides a reasonable method, espe-

cially but not restricted to SMEs, to accelerate their shopfloor

digitalization and therefore remain competitive in a global-

ized and digitalized manufacturing environment.

Conclusion and outlook

This paper describes the successful transformation from a

proprietary machine system to a LC user centered CPPS.

Although the resulting integrated machine learning algo-

rithm is based on a purely data-driven modeling approach,

the respective material has to be and was considered. Without

complementary experiments, the number of possible depen-

dencies between input parameters would result in a far more

complex system. The usage of a e.g. neural network based

algorithms could be an alternative. A huge disadvantage of

a more complex logic, however, would be the missing link

between real physical effects and resulting prediction. Espe-

cially when considering different, more complex materials

then the technical pure aluminum used in this case study,

an overfitting effect could be the result. In general, a strict

separation between material and machine parameters is not

possible, as the dependencies and interactions are too com-

plex to distinguish without a significant error or unreasonable

computational and modeling efforts.

To extend the demonstrated framework for other mate-

rial/process combinations, different alloys with different

initial conditions will be implemented in the future. Further-

more, with the support of more advanced material characteri-

zation experiments (e.g. REM/EBSD), the prediction of grain

size and corresponding anisotropy as a function of the ther-

momechanical treatment will be investigated. In general, the

integration of temperature as an additional depended variable

results in a far more complex equation system. To solve such

a system in an adequate and reproducible way, the integration

of finite element analysis connected to the framework within

the Python logic will be investigated, whereas the reduction

of computational time can be seen as most critical within such

simulations. To decrease this parameter, direct coupling of
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Python based input and output files will be included. After

successful coupling, the proposed extended algorithm will

be able to predict micromechanical material properties as a

function of the thermomechanical treatment. This informa-

tion can be used to send recommendations into the MES-layer

(Fig. 43), which can optimize necessary upstream or down-

stream heat treatment processes based on this information.
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Abstract:  
Cyber Physical Production Systems (CPPSs) are an integral part of Smart Factories, enabling the gathering, analysis, and 
integration of production data. Their implementation using a brownfield approach is especially sensible in the heavy 
industry due to the long life cycles of machines and aggregates. To demonstrate how these machine systems can 
transformed into a CPPS in an efficient and effective way, this paper describes the transformation of a hydraulic press 
from 1952 and two industrial furnaces into a fully interconnected CPPS. To measure and record process parameters, the 
respective machines and aggregates are retrofitted with suitable sensors and a data acquisition system. Furthermore, a 
Finite Element Analysis based Digital Shadow was implemented, to digitally map the process flow. These process steps 
include the preheating of respective specimens in a furnace, the transport from the furnace to the hydraulic press and the 
upsetting in the hydraulic press. For this purpose, a modular modeling approach using Python and Abaqus was applied, 
enabling simple and fast modification of simulations and process flows. To describe the material behavior of the used EN 
AW-6060 alloy during forming, the strain rates and temperature-dependent flow curves were experimentally evaluated, 
and the Johnson Cook and Hensel-Spittel material parameters were derived. To increase the user friendliness of the overall 
system, two types of front-end Graphical User Interfaces (GUIs) were programmed, one of which allows the execution 
of input specific simulations and validation of experiments. The second GUI is used for real-time visualization of process 
parameters to support decision-making on the shop floor, connected to a superordinate GUI environment, incorporating 
other digitalized machine systems at the Smart Forming Lab at the Chair of Metal Forming at the Montanuniversität 
Leoben. To support the applicability in small and medium sized enterprises and also in the academic environment of a 
learning factory, the best possible utilization of open-source software and state of the art, low-cost but resilient sensor 
technology was approached. As a result, students and other interested parties can use this open and low programming 
entrance barrier environment to deepen their understanding and knowledge of metal forming, the individual processes 
and digitalization. 

 
KEYWORDS: Cyber Physical Production System; Industry 4.0; Digital Transformation; Digitalization; Smart 
Factory; Digital Shadow; Retrofitting; Metal Forming 

1 Introduction 
Since the rise of the fourth industrial revolution, the world 
of manufacturing undergoes significant changes 
concerning the incorporation of Industry 4.0 (I4.0) 
enabler technologies into established production 
processes (Zheng et al. 2021; Zhong et al. 2017). With the 
advancing digitalization and digital transformation in the 
manufacturing industry numerous advantages originate, 
enabling product and process optimization, continuous 
monitoring of all production stages along the entire value 
chain up to the product’s quality control stage, and thus 
increasing sustainability (Nascimento et al. 2019; Reis 
and Gins 2017). On the other hand, this gives arise to new 
challenges and obstacles, especially for Small and 
Medium sized Enterprises (SMEs). To achieve a holistic 
digitalization and digital transformation, every enterprise 

along the entire value chain has to be implemented into a 
digital depiction of such (Sorger et al. 2021). Hereby, 
especially SMEs face obstacles that can be differentiated 
into economical, socio-cultural, and managerial resources 
(Ralph et al. 2022). As older machine systems often still 
exhibit good substance, a retrofitting approach seems 
beneficial from an economical point of view, especially 
for SMEs with restricted financial resources. Due to the 
high scalability of these digitalization technologies, the 
amortization time for such investments is longer for SMEs 
as for big enterprises, making low-cost digitalization a 
point of interest (Müller et al. 2018). Furthermore, the 
resources and capabilities necessary for implementing 
these I4.0 enabler technologies are less likely to be found 
in an SME as in comparison to a big enterprise. Therefore, 
managers have to be aware of I4.0 technologies, their 
potentials, threats, resilience as well as possibility of 



 

 

outsourcing.  Further, concerning socio-cultural 
thresholds, affected instances have to be sensitized to the 
newly implemented technologies (Akkaya 2019; Olsen 
and Tomlin 2020).  
Therefore, this paper aims to contribute to the solution of 
the following SME specific issues: 

a) Implementation of a Cyber Physical Production 
System (CPPS) suitable for an economic as well as 
educational application, therefore supporting future 
engineers in handling the challenges of I4.0 

b) Demonstration of the potentials of the retrofitting of 
fundamentally different non-I4.0 compliant machines, 
transforming them into connected CPPSs.  

c) Reduction  of investment costs by using suitable low-
cost hardware and open-source software 

 
In the course of the MUL 4.0 project at the 
Montanuniversität Leoben, two furnaces and a hydraulic 
press at the Chair of Metal Forming (CMF) are 
transformed into CPPSs (Ralph, Woschank et al. 2021; 
Woschank et al. 2021). Regarding the objectives a) and 
b), these aggregates show resemblance to the situation in 
the manufacturing industry, therefore serving as an 
appropriate case study. Special focus is put on the 
applicability of such brownfield approaches for SMEs, 
opposing the financial obstacle of following a greenfield 
approach by purchasing a new machine replacing the old 
one. Therefore, special emphasis is put on low-cost but 
high-quality hardware as well as open-source software to 
the highest possible degree, emphasizing c). The pursued 
brownfield approach includes the retrofitting with suitable 
low-cost sensors, a Data Acquisition System (DAQ) and 
the integration into a production network, thus connecting 
the CPPSs with the Industrial Internet of Things (IIoT) 
(Lins and Oliveira 2020; Sorger et al. 2021). To promote 
the importance of Cyber Security, the production network 
was implemented as a Layer 2 network, preventing 
unauthorized access from outside the network. Hereby, an 
open-source software approach is followed, reflecting the 
financial limitations SMEs face. To further support the 
premises of I4.0 in terms of connectivity and the 
prevention of proprietary solutions, Python is used for 
automatic process modelling and data integration into the 
Finite Element Analysis (FEA) using Abaqus. Thus, both 
processes of heating and upsetting are modeled using a 
white box modelling approach based on real physical 
relationships. Additionally, Graphical User Interfaces 
(GUIs) were implemented, supporting the Human 
Machine Interaction (HMI) and decision-making process 
on the shop floor level, further advancing in Industry 5.0 
territory (Nahavandi 2019; Özdemir and Hekim 2018).  
To support a successful digitalization, the processes first 
have to be analyzed to set up an accurate white-box 
model, which is described for this case study in Section 2.  
Section 3 describes the initial state of the machines and 
the production network. Consequently, the digitalization 
approach by developing a Digital Shadow (DS) using a 
Python coupled FEA, is shown in Section 3 and 4. In 
Section 5, the experimental setup for the calibration and 

validation of the CPPSs is demonstrated. In Section 6, the 
resulting CPPSs, infrastructure and added value including 
the GUI is shown and discussed. Closing with Section 7, 
a summary of the outcome is given, followed by a 
conclusion and outlook. 
 
2 Processes, FEA and CPPS fundamentals 
The following chapter elaborates on the process 
fundamentals (2.1) and FEA material models (2.2), 
necessary for the retrofitting (Section 3) and 
implementation of a FEA based modelling approach 
(Section 4), followed by the definition of a CPPS (2.3). 
 
2.1 The heating and upsetting process 
The material behavior during forming is described by the 
flow stress curve. The flow stress curve represents the 
correlation of the flow stress kf with the true strain ϕ. The 
true strain ϕ is defined as the natural logarithm of the ratio 
of the height after forming h1 to the initial height h0 of the 
specimen (Eq. (1)) (Doege and Behrens 2010; Hoffmann 
et al. 2012). 
 

 𝜑 = ln (ℎଵℎ଴)   (1) 

 
The initial flow stress kf0 describes the stress necessary to 
initiate plastic deformation (yield point). Therefore, with 
increasing plastic deformation, thus increasing true strain 
ϕ, the flow stress kf increases due to strain hardening, 
considered by the strain-hardening exponent n. The 
material specific constant K is referred to as strength 
coefficient. This formulation of the flow stress is also 
referred to as the Ludwik equation, shown in Eq. (2) 
(Doege and Behrens 2010; Hoffmann et al. 2012). 
 

 𝑘௙ = 𝑘௙଴ + 𝐾 ∙ 𝜑௡   (2) 
 
As shown in Fig. 1, the strain hardening, also referred to 
as work hardening, is more prevalent in cold forming than 
in warm forming, due to recovery and recrystallization 
processes of the material at higher temperatures. The 
strain hardening at increasing strains is due to dislocation 
multiplication and their mutual movement hindrance. If a 
certain dislocation density or degree of deformation is 
exceeded in relation to the prevailing temperature, this 
effect can be counteracted by softening processes. These 
effects refer on the one hand to recovery and on the other 
hand to recrystallization. Recovery is a result of softening 
due to the restructuring of the dislocations and the 
formation of a subgrain structure, whereas 
recrystallization embodies the new formation of nearly 
dislocation-free equiaxial grains. The effect of recovery 
can be observed already at lower temperatures, while the 
energy input required for recrystallization in terms of 
strain and temperature is higher (0.4 of the melting 
temperature). In contrast, the softening effect of 
recrystallization is much more pronounced, as visualized 
in Fig. 1. 



 

 

Due to these processes, the flow curve has a different 
appearance at higher temperatures. While elevated 
temperatures reduce the yield point considerably, the 
occurrence of the above-mentioned effects in the yield 
curve can lead to a steady state area and to a subsequent 
decline in the flow curve, if the softening effects outweigh 
the hardening effects. The extent to which this occurs is 
dependent on the material, temperature and the process. 
Determining the course of a material's flow curve and its 
progression is therefore essential for metal forming 
processes. 
 

 
 

Fig. 1 Flow stress curve describing material behavior with 
increasing strain-hardening (Gottstein 2014) 
 
According to DIN 8580, the upsetting process belongs to 
the subgroup of forming by pressure (Hoffmann et al. 
2012). During upsetting, the specimen is compressed in 
axial direction between two parallel flat dies (Fig. 2). Due 
to the strain hardening of the material, the flow stress 
increases with the decreasing height of the specimen (Fig. 
1), thus resulting in higher compression force. 
Furthermore, friction on the contact surface between die 
and specimen leads to a buckling of the specimen 
(Hoffmann et al. 2012). 
 

 
 

Fig. 2 Geometry change during upsetting 

The EN AW-6060 material used in this study belongs to 
the 6xxx series with the alloying elements Mg and Si. The 
face-centered cubic lattice structure of aluminum 
contributes to good formability while the dispersion-
forming elements Mg and Si serve as elements to enhance 
the age-hardening effect. The precipitation hardening 
effect of the wrought alloy is primarily determined by the 
β-phase Mg2Si. These dispersions occur during a specific 
heat treatment route that includes solution annealing, 
quenching, and aging. In most cases, the fully artificially 
aged T66 condition is used. For forming processes such 
as hot forging, which is used in this investigation, the 
strength-enhancing precipitates dissolve again at higher 
temperatures and, depending on the prevailing 
temperature, remain partially present. This has a 
significant effect on the strength of the material and 
therefore on the flow curve. In addition, these precipitates 
have a grain boundary pinning effect, therefore 
recrystallization is suppressed. With a lower proportion of 
dispersions present, the impact of this effect is 
correspondingly reduced, hence recrystallization can 
occur to a greater extent. Nevertheless, aluminum has a 
strong tendency to recovery effects due to the high 
stacking fault energy, sometimes even at room 
temperature. Therefore, the energy introduced by forming 
which is converted into adiabatic heat can already lead to 
softening effects during cold forming (Ostermann 2014). 
To be able to describe the effect of metallurgical processes 
on the flow curve accurately, it is necessary to represent 
the material behavior for the FEA in terms of a material 
model, which considers these effects properly. 
Beside the strain hardening and temperature dependency 
of the material’s behavior, further dependency on the 
strain rate has to be considered. Popular models used to 
do this are the Johnson-Cook (JC) (Ralph, Hartl et al. 
2021) and Hensel-Spittel material model (Hensel and 
Spittel 1978).  
 
2.2 FEA material models 
To perform an accurate FEA of the material’s behavior 
during forming, a suitable material model is imperative. 
For this purpose, the commonly used JC model poses as 
an appropriate choice for dynamic problems, considering 
three important material effects – strain-hardening, strain 
rate dependency and thermal-softening (Eq. (3)) 
(Umbrello et al. 2007). The first term considers the strain-
hardening of the material during forming, exhibiting the 
quasi-static yield strength A, the strain-hardening 
constant B, plastic strain 𝜑p and strain-hardening 
exponent n. Furthermore, the second term takes the 
material’s strain rate dependency into account, 
incorporating the strain rate sensitivity constant C in 
dependence of the plastic strain rate 𝜑̇୔ divided by the 
quasi-static strain rate 𝜑̇଴. The third term, relates to the 
thermal softening behavior due to varying temperatures, 
including the current temperature T, reference 
temperature Tt, melting temperature Tm and thermal-
softening exponent m (Johnson et al. 1983).  
 



 

 

𝜎 = ൫𝐴 + 𝐵𝜑௣௡൯ ቂ1 + 𝐶 ln ቀఝ̇೛ఝ̇బቁቃ ቂ1 − ቀ ்ି ೟்೘்ି ೟்ቁ௠ቃ  (3) 
 
The parameters A, B and n can be evaluated by neglecting 
the second and third term in Eq. (3), resulting in Eq. (4). 
Hereby, A can be taken from the flow curve under quasi-
static conditions. By plotting the left term of Eq. (4) on 
the horizontal axis over logarithmic plastic strain on the 
vertical axis, the parameter n can be determined with a 
linear regression represented by the slope, and B is 
represented by the intercept with the vertical axis 
(Johnson et al. 1983). B can additionally be calculated by 
solving the exponential equation. 
 

 ln(𝜎 − 𝐴) = 𝑛 ∙ ln (𝐵𝜑) (4) 
 
For the evaluation of C, the third term is neglected and 
rearranged, leading to Eq. (5). By plotting the left term on 
the vertical axis over the logarithmic strain rate ratio on 
the horizontal axis and applying a linear regression, the 
parameter C serves as the slope of the regression. Hereby, 
different strain rates ε̇୔ with corresponding σ and ε have 
to be known, whereas A, B and n stay constant (Johnson 
et al. 1983). 
 

 𝜎(𝐴 + 𝐵𝜑௡) = 1 + 𝐶 ∙ 𝑙𝑛 ൬𝜑̇୔𝜑̇଴൰ (5) 

 
The parameter m can be derived from neglecting the 
second term of Eq. (3), leading to the rearrangement of 
Eq. (6). For the calculation of m, the parameters σ and ε 
for corresponding temperatures T have to be known 
(Johnson et al. 1983). 
 𝑙𝑛 ൬1 − 𝜎(𝐴 + 𝐵𝜑௡)൰ = 𝑚 ∙ 𝑙𝑛 ൬ 𝑇 − 𝑇𝑡𝑇𝑚 − 𝑇𝑡൰ (6) 

 
To account for thermal softening effects due to recovery 
and recrystallization, the material modelling approach 
according to Hensel-Spittel can be applied (Hensel and 
Spittel 1978).  Hensel-Spittel describes the occurring flow 
stresses with the material coefficients A, m1, m2, m4, m5, 
m7, m8, plastic strain 𝜑, strain rate 𝜑̇ and temperature T 
(Eq. (7)) (Chen et al. 2021).   
  𝜎 = 𝐴 ∙ 𝑒𝑚1. 𝑇 ∙ 𝜑𝑚2 ∙ 𝑒𝑚4𝜑 ∙ (1 + 𝜑)𝑚5. 𝑇 ∙ 𝑒𝑚7.𝜑 ∙𝜑̇𝑚8.𝑇  (7) 

 
To determine the material coefficients A and m1 to m8, the 
univariate method can be applied, shown in (Eq. (8)) 
(Chen et al. 2021). 
 𝑙𝑛 𝜎 = 𝑙𝑛 𝐴 + 𝑚ଵ ∙ 𝑇 + 𝑚ଶ ∙ 𝑙𝑛 𝜑 + ௠ర𝜑 + 𝑚ହ ∙𝑇 ∙ 𝑙𝑛 (1 + 𝜑) + 𝑚଻ ∙  𝜀 + 𝑚଼ ∙ 𝑇 ∙ 𝑙𝑛 𝜑̇  (8) 

 
By keeping the strain and temperature constant and thus 
introducing the constant k1, the material coefficient m8 are 
determined, leading to Eq. (9) (Chen et al. 2021). 

𝑙𝑛 𝜎 = 𝑘ଵ + 𝑚଼ ∙ 𝑇 ∙ 𝑙𝑛 𝜑̇ (9) 
 
Consequently, the material coefficients m1 and m5 are 
calculated by keeping the strain and strain rate constant, 
introducing the constant k2, shown in Eq. (10) (Chen et al. 
2021). 
 𝑙𝑛 𝜎 = 𝑘ଶ + ൫𝑚ଵ + 𝑚ହ ∙ 𝑙𝑛 (1 + 𝜑) +𝑚଼ . 𝑙𝑛 𝜑̇൯ ∙ 𝑇  (10) 

 
Eventually, the material coefficients m2, m4 and m7 are 
determined using Eq. (11), introducing the constant k4 as 
the strain rate and temperature are kept constant (Chen et 
al. 2021). 
  𝑙𝑛 𝜎 = 𝑘ସ + 𝑚ଶ ∙ 𝑙𝑛 𝜑 + ௠రఝ + 𝑚ହ ∙ 𝑇 ∙𝑙𝑛 (1 + 𝜑) + 𝑚଻ ∙ 𝜑  (11) 

 
2.3 Cyber Physical Production Systems 
CPPSs serve as an extension to Cyber Physical Systems 
(CPSs), adapted to the manufacturing industry (Ralph et 
al. 2022; Zhong et al. 2017). According to (Wu et al. 
2020), a CPPS can be defined as a superordinate system 
within systems with connected and cooperative elements. 
Consequently, CPPS can communicate on every layer of 
the production environment via IIoT, enabling 
situationally appropriate adaption. Therefore, the classic 
automation pyramid can be restructured, resulting in the 
connection of the layers of the Programmable Logic 
Controllers (PLC), Supervisory Control and Data 
Acquisition (SCADA), Manufacturing Execution System 
(MES) and Enterprise Resource Planning (ERP) with the 
field level.(Fig. 3) (Rocca et al. 2020). 
 

 
 
Fig. 3 Classic automation pyramid (a) and resulting automation 
network due to interconnected CPPS (b) (Rocca et al. 2020) 
 
Based on (Wu et al. 2020), the authors (Ralph et al. 2022) 
concluded that a CPPS, especially for the application in 
SMEs, can be concretized by five criteria: 

1. System in a system 
2. Situationally appropriate adaption and multi-

layer data transfer 
3. Real time and state dependent support of 

decision-making process 
4. User centered Graphical User Interface (GUI) 



 

 

5. Resilient and low-cost design 
In this case study, to fulfil (1), the resulting CPPS of the 
furnace and hydraulic press will be implemented in the 
production network, enabling the data transfer between 
other integrated CPPS imperative for process adaptions 
and process planning. Thus, contributing to (2), the 
implementation of the CPPS into the production network, 
the multi-layer data transfer is enabled. Furthermore, the 
sampling rate is attuned to the machine status of either 
machining or not machining, thus adapting situationally 
appropriate.  For the fulfilment of (3) and (4), an FEA will 
predict the necessary process parameters of the current 
and upcoming process steps in near real-time, therefore 
also being adaptable to prevailing circumstances. The 
HMI is enhanced with the use of GUIs, allowing the 
visualization of current process parameters and FEA 
results, thus supporting human decision-making on the 
shop floor. For (5), a low-cost approach is chosen, using 
low-cost but high-quality hardware and open-source 
software to the best possible extend, responsive to the 
needs of an SME. 
 
3 Initial setup, retrofitting and digitization 
The following chapter presents the initial setup at the 
CMF. Hereby, (3.1) outlines the IT infrastructure, 
followed by the initial state and retrofitting of the furnaces 
and hydraulic press in (3.2), followed by the digitization 
and digitalization approach in (3.3). 
 
3.1 Production network 
The advancing of the digitalization and digital 
transformation led to cyber security significantly gaining 
importance (Buehler et al. 2020). To counteract cyber-
attacks in the best possible way, a two-layer production 
network was implemented. As described in previous work 
(Sorger et al. 2021), an IT-layer architecture was already 
designed and implemented, shown in Figure 4. Hereby, 
the IIoT data from incorporated devices can only be 
transferred via the NodeRed server and the MariaDB 
database from layer 2 to layer 3, thus acting as a closed 
system. Furthermore, layer 3 is only accessible by the 
client with an authorized workstation. Hereby, the 
authorized workstation hosts the remote admin host, the 
webserver dashboard, the low-cost ERP Next and the 
virtual fileserver. To further increase the cyber security of 
the layer architecture, a firewall was implemented 
between layer 2 and 3, allowing layer 3 to query layer 2. 
 

 
 
Fig. 4 MUL 4.0 production network with layers and 
corresponding instances (Sorger et al. 2021) 
 
The IIoT-network contains all incorporated devices, such 
as DAQs and tablet computers. To expend the existing 
IIoT-network and implement the new machines, a RevPi 
Connect+ featuring CODESYS was integrated. Hereby, 
the RevPi acts as a DAQ of the new machines, gathering 
data from the machine’s respective sensors. First, the 
unrefined sensor data is fed into the MariaDB for pre-
processing. In addition, unrefined and refined data is 
stored on the fileserver, sharing data for the FEA and 
further post processing on the workstation. The real-time 
visualization of the sensor data and other relevant 
features, such as the start of a measurement, is realized 
with a browser-based GUI, which can be accessed by IIoT 
devices, e.g., tablets and laptops. Here, the RevPi 
communicates chosen parameters via MODBUS into the 
network, which is then visualized with the already 
previously implemented CODESYS based WAGO 
e!COCKPIT software (Ralph et al. 2022). 
 
3.2 Sensor retrofitting  
Due to their robust design, decades-old machines and 
aggregates are still used in heavy and manufacturing 
industry. Especially for SMEs, their replacement is 
difficult due to the high costs, and the robust design makes 
a retrofitting of appropriate sensors and digitalization 
technology economically more sensible than a purchase 
of a new machine (Müller et al. 2018; Ralph et al. 2022). 
Therefore, the initial step has to be the definition of the 
relevant process parameters, environmental requirements 
and financial restrictions. In the next step, the range of the 
measurements as well as the required resolution of the 
process parameters must be defined. The range of the 
measurement refers to the minimum and maximum of the 
physical quantity to be measured. Furthermore, a high 
linearity is imperative to accurately represent the actual 
measurement value. In the field of sensor technology, this 
is referred to as linearity or non-linearity, characterizing 
the deviation from the actual measurement, resulting in a 
scatter band of the ideal characteristic curve.  The linearity 
is given as a percentage of the sensor’s measurement 



 

 

range, wherefrom the deviation and thus the minimum 
and maximum scattering value is calculated. Based on 
these requirements, the sensor selection is conducted. 
These requirements represent the minimum requirements 
that have to be fulfilled, thus the sensors must be able to 
measure below the minimum and above the maximum of 
the measurement range and possess a linearity higher than 
the minimum linearity. Furthermore, the sensor must be 
able to withstand the environmental conditions in order to 
avoid errors and expand the lifespan, therefore supporting 
the longevity and thus sustainability. Thereupon, the 
sensor technology for the incorporated machines were 
chosen (Ralph et al. 2022). 
In addition, the process sequence must also be defined in 
order to identify possible influencing variables and 
process parameters. The process under consideration 
consists of the first step of heating the specimen in one of 
the two furnaces, followed by the second step of 
transporting the specimen from the furnace to the 
hydraulic press using tongs. In the third step, the specimen 
is placed on the lower die of the hydraulic press and is 
then compressed in the fourth and final step. 
The CMF houses two furnaces capable of different 
maximum temperatures. Furnace 1 is lined with 1.4301, 
capable of temperatures of up to 600 °C, whereas the 
refractory material lined furnace 2 is capable of 
temperatures of up to 1400 °C (Fig. 5-7). The standard 
control of furnace 1 is realized with Eurotherm 2132 and 
3216 elements, whereas furnace 2 uses Eurotherm 2132, 
2216e and 2416 elements. Furthermore, the 
thermocouples used by the Eurotherm elements were 
already built in as standard. To support the low-cost 
approach, suitable thermocouples were retrofitted to the 
respective machines without intervening with the existing 
controls, thus avoiding costly modifications. With the 
specification of the temperature ranges (Table 1), suitable 
thermocouples (Table 2) and external electronics (Table 
3) were chosen. Hereby, the external electronics 
transform the analog signal of the thermocouples into 
another analog signal, suitable for the DAQ. The external 
electronics shown in Table 2 can be individually 
configured, making them compatible with other types of 
thermocouples and therefore can be used with potential 
replacements or alternatives. 
 

 
 

Fig. 5 Furnace 1 (right) capable of 600°C and furnace 2 (left) 
capable of 1400°C  

 

 
 

Fig. 6 Retrofitted thermocouple Type K of furnace 1 
 

 
 

Fig. 7 Retrofitted thermocouple Type K of furnace 2 
 
The second type of machine at the CMF is a hydraulic 
press from 1952 (Fig. 8). The press is capable of a 
maximum opening height of 345 mm, reduced by the 
implemented dies and tools. Furthermore, the limit of the 
one-sided press force is 1 MN with a maximum pressing 
speed of 6.3 mm/s (Table 1). The initial state of the press 
already included a load cell located between the base plate 
and the bottom die to measure the force and a Linear 
Variable Differential Transformer (LVDT) sensor to 
measure the distance between top piston and base plate. 
Due to the non-uniformity of the contact surface between 
load cell and worktable, the initial load cell showed plastic 
deformation leading to a falsification of the measurement. 
Therefore, a base plate was designed to ensure a uniform 
contact surface and consequently the accuracy of 
measurements as well as the longevity of the new load cell 
(Fig. 9). For this retrofitting approach, a load cell 



 

 

compatible with the existing external electronics was 
chosen, (Table 3), supporting the low-cost brownfield 
approach. This cell has a linearity of 0.05%, enabling the 
accurate measurement of forces from 0-1 MN. Besides 
eliminating the necessity of interchanging between 
different load cells depending on the maximum accruing 
process forces, the probability of damaging the load cell 
is significantly reduced. 
To measure the distance between the piston and base 
plate, an already existing LVDT sensor was tested and 
recalibrated, showcasing the prescribed accuracy as 
indicated on the data sheet. Thus, the testing, recalibration 
and further utilization of the sensor supports the applied 
low-cost approach. The mounting of the LVDT sensor is 
located at the back of the hydraulic press with non-
magnetic material, thus preventing an interference with 
the inductive measuring principle of the sensor (Fig. 10). 
As in the case of the load cells, the use of the LVDT 
(Table 2) enables the further utilization of the already 
implemented external electronics (Table 3). To measure 
the specimen temperature in-line during upsetting, a 
pyrometer (Table 2) calibrated to the respective specimen 
material is positioned at the back of the press between the 
upper and lower die (Fig. 9). To protect the sensitive optic 
of the pyrometer, an enclosure is implemented to prevent 
possible damage and ensure accurate measurements. 
Additionally, a thermocouple Type K (Table 2) with 
corresponding external electronics (Table 3) was 
implemented, to measure the temperature of a hot 
specimen on contact for the determination of the 
corresponding emissivity coefficient and characteristic 
curve of the tested material. The same thermocouple was 
used to measure the ambient temperature Ta. The 
emissivity coefficient and other software parameters of 
the pyrometer for each respective material can be set via 
MODBUS without using the software. Due to the difficult 
determination of the emissivity coefficient of aluminum 
and the respective surface, a material and surface specific 
temperature characteristic curve was evaluated and 
implemented in CODESYS, also accounting for 
environmental influences in to obtain the most accurate 
temperature measurement possible under given 
restrictions. 
 

 
 
Fig. 8 Hydraulic press with retrofitted safety door and housing 
 

 
 

Fig. 9 Replaced load cell with base plate to ensure uniform load 
and therefore accurate measurements, and mounted Pyrometer 
for in-line measurement of specimen temperature during 
upsetting 



 

 

 
 

Fig. 10 Recalibrated LVDT sensor at the back of the hydraulic 
press 
 
Table 1    Machines and system parameters to be measured 
including the respective ranges of the measurements 

Machine System 
Parameter 

Range 

Furnace 1 TF1 25-600 °C 
Furnace 2 TF2 25-1400 °C 
Hydraulic press FP 0-1 MN 
 hud 0-345 mm 
 Ta (°C) 25-600 °C 
 Tpyro 20-850 °C 

 
Table 2    Machines and selected sensors with respective 
specifications based on the system parameters and requirements 
Machi
ne 

Sensor Type Range Lineari
ty 

Output 
signal 

Furnac
e 1 

Thermo 
couple 
Type K 

Thermo 
couple 

-40-
1050 
°C 

n/a n/a 

Furnac
e 2 

Thermo 
couple 
Type S 

Thermo 
couple 

0-1400 
°C 

n/a n/a 

Hydra
ulic 
press 

HBM C6B  
 

Load 
cell 

0-1 
MN 

0,05% 2.35 
mV/V 

 Gefran  
PC-B-500 

LVDT 0-500 
mm 

0,05% 4-20 
mA 

Hydra
ulic 
press 

Thermo 
couple 
Type K 

Thermo 
couple 

-40-
1050 
°C 

n/a n/a 

Hydra
ulic 
press 

PMR 
Pyrospot 
DA 44M 

Pyromet
er 

20-850 
°C 

0,6% 0/4-20 
mA 

 
 

Table 3   External electronics with specifications for the selected  
sensors of the respective machines 

Machi
ne 

External 
electronics 

Type Sensor Outp
ut 

Furnac
e 1 

PMR PMD 
universal 
Measuring 
transducer - 
Isolating 
transducer 

integrated  
electronic (n/a) 

Thermoc
ouple 
Type K 

4-20 
mA 

Furnac
e 2 

PMR PMD 
universal 
Measuring 
transducer - 
Isolating 
transducer 

integrated  
electronic (n/a) 

Thermoc
ouple 
Type S  

4-20 
mA 

Hydra
ulic 
press 

HBM AE 
301 
 

mV transmitter Load 
cell 

±10V 

 HBM AE 
501 

integrated  
electronic (n/a) 

LVDT ±10V 

 PMR PMD 
universal 
Measuring 
transducer - 
Isolating 
transducer 

integrated  
electronic (n/a) 

Thermoc
ouple 
Type K 

4-20 
mA 

 
3.3 Digitization and Digitalization 
To process the resulting analog sensor signals, a 
conversion to digital signals has to be carried out, making 
the signals applicable for computer-aided processing. 
Therefore, a uniform analog signal of 4-20 mA was 
preferred, as electric current exhibits noise immunity and 
lower sensitivity to the increasing cable length in 
comparison to voltage (Fraden 2010; Johnson 2009, 
2006). Therefore, the analog signal would not be affected 
significantly in the case of relocation of the PLC, thus 
being suitable for the long-distance transmission. The 
analog output signal is either directly provided by the 
sensor (Table 2) or transformed by supporting external 
electronics (Table 3), providing the selected output signal 
for the I/O modules of the PLC. For the PLC, a RevPi 
Connect+ feat. CODESYS and corresponding RevPi AIO 
I/O modules powered by 24 V power supply were utilized 
(Fig. 11). In addition, an electronic fuse was implemented, 
to protect the sensors, external electronics and DAQ from 
electrical malfunctions. The inputs of the AIO modules 
can be configured individually to each analog signal, 
enabling the utilization of the full resolution of the signal. 
Hereby, the resolution of the analog measurement signal 
is defined by the DAQ. In the case of the RevPi, each 
analog system can be resolved in 14 bit, thus resulting in 
214 equivalent increments. To convert the analog signal 
into a digitized signal equivalent to the physical quantity, 
a linear characteristic curve for each sensor has to be 
determined. Therefore, the bit signal in the range from 0 
to 214 is multiplied with the slope a, resulting in the 
physical quantity of the respective signal (Eq. (12)). In 
addition, the intercept b is taken into account in order to 
compensate deviations from the ideal state of the sensor, 
e.g., assembly inaccuracies. The coefficients of Eq. (12) 



 

 

of all machine parameters and respective physical 
quantities are listed in Table 4.  
 𝑣𝑎𝑙𝑢𝑒௣௛௬௦௜௖௔௟ ௤௨௔௡௧௜௧௬ = 𝑎 ∙ 𝑠𝑖𝑔𝑛𝑎𝑙௕௜௧ + 𝑏  (12) 
 
Table 4   Machine parameters and coefficients of the linear 
characteristic curve  

Machine Physical 
quantity 

Range a (-) b (-) 

Furnace 1 TF1 (°C) 25-600 0.090625 -362.5 
Furnace 2 TF2 (°C) 25-1400 0.04375 -175.0 
Hydraulic 
press 

FP (MN) 0-1 0.1 0.0 

 hud (mm) 0-345 0.0347 -1.804 
 Ta (°C) 25-1400 0.04375 -175.0 

 
The programming for the DAQ including the embedding 
of the characteristic curves (Table 4) is realized with 
CODESYS. In contrast to the linear characteristic curves 
in Table 4, the material and surface-specific pyrometer 
characteristic curve was experimentally evaluated as 
described in Section 3.2 and implemented as an eighth-
order function for the determination of Tpyro. The 
structured text (ST)-based programming language 
CODESYS operates on the RevPi and runs the code for 
gathering, pre-processing and integrating the data into the 
production network. An alternative programing approach 
with Python would support the open-source approach, but 
was neglected because of the higher resilience of 
CODESYS. Therefore, the open-source approach is not 
applicable, but due to the relatively low cost of the 
software, the low-cost premise of requirement (5) is 
fulfilled. To enable the situationally appropriate adaption 
and contribute to requirement (2), two different sampling 
rates were defined. Furthermore, a continuous sampling 
rate for condition monitoring of 1 Hz was set, showing 
warnings on the GUI in case of needed sensor 
recalibration due to a possible exceeding of the calibration 
range. The second sampling rate of 100 Hz is triggered 
with the GUI, by switching a Boolean variable from False 
to True by the press of a button. Hereby, the higher 
sampling rate is imperative to gather a sufficient amount 
of data points during the processes to accurately depict 
them. As shown in Figure 13, the visualization of process 
parameters and the initialization of a measurement is 
realized with a WAGO based GUI, thus fulfilling 
requirement (4). Using MODBUS, the RevPi publishes 
specific process parameters into the network, allowing the 
visualization on the GUI, therefore enabling a 
superordinate GUI of different systems using different 
DAQs (Fig. 12). This approach also avoids workers to 
have to operate with a multitude of separate visualization 
solutions. As previously mentioned, the data of all 
systems is stored in parallel in a MariaDB and on a file 
server, ensuring availability for the FEA and post 
processing, thus fulfilling requirements (1) and (2). The 
resulting hardware and software structure resulting from 
the retrofitting approach is shown in Fig. 14. 
 

 
 

Fig. 11 RevPi Connect+ feat. CODESYS with AIO 
modules and sensor inputs 
 

 
 
Fig. 12 Superordinate WAGO GUI for uniform 
implementation of other CPPS into the production 
network and visualization environment 
 

  

  
 
Fig. 13 Individual GUIs of the furnaces (top) and the 
hydraulic press (bottom), allowing the independent 
operation as stand-alone CPPS 



 

 

  
 
Fig. 14 Sensors, signals, connectivity and resulting signal path  
 
4 Digital Shadow development 
In this chapter, the FEA development of the individual 
processing steps and the respective process and material 
parameters are outlined (4.1-4.3), followed by the 
connectivity of the simulations for the development of the 
DS (4.4). 
 
4.1 FEA of the furnaces 
Both furnaces were modeled as three-dimensional rigids 
with DC3D8 elements, as the temperature field is the only 
desired output of this thermal analysis. The dimensions of 
furnace 1 are defined by the height hF1 x width wF1 x depth  

 
dF1, measuring 300 x 260 x 300 mm. Similarly, the 
dimensions of furnace 2 are defined by the height hF2 x 
width wF2 x depth dF2, measuring 240 x 300 x 450 mm. 
For the FEA, furnace 1 is meshed with the predefined seed 
size sF1, whereas furnace 2 uses a predefined seed size sF2.  
By inputting a specific user defined furnace temperature 
TF, the respective preheating time of furnace 1 tF1, using 
equation Eq. (13), and furnace 2, using equation Eq. (14), 
is calculated. Subsequently, TF is set as a boundary 
condition (BC) in the FEA (Fig, 15). 
 𝑡ிଵ = 7.446 ∙ 10ି଼ ∙ 𝑇ி ଷ + 1.474 ∙  10ିସ ∙ 𝑇ி ଶ           +0.1282 ∙ 𝑇ி − 22.78   (13) 



 

 

𝑡ிଶ = 1.034 ∙ 10ି଺ ∙ 𝑇ிଷ + 7.115 ∙  10ିସ ∙ 𝑇ி ଶ              +0.2692 ∙ 𝑇ி − 3.804    (14) 
 
Similar to the furnaces, the specimen was modeled using 
three-dimensional rigids and DC3D8 elements, whereby 
the cylindrical specimen is defined by the initial diameter 
d0 and initial height h0 meshed with a defined seed size sm. 
Furthermore, the initial specimen temperature T0 is 
defined as the ambient temperature Ta, evaluated from the 
thermocouple Type K of the hydraulic press. To map the 
heating process, surface-to-surface contact between the 
specimen and the furnace was defined, considering 
convection, emissivity and contact conduction in the 
contact area of specimen and furnace. For the mapping of 
the heat transfer between the furnace and the specimen, a 
convention coefficient hc1 of 0.025 W/m²K (Han 2012; 
Marek and Nitsche 2019) and contact conductance as a 
function of clearance kc1 was defined, employing 0.3 
W/m²K at contact and 0.0 W/m²K at a distance of 0.01 
mm (Rosochowska et al. 2003). Depending on the surface 
properties of the analyzed specimen, the emissivity 
coefficient can vary significantly. According to literature, 
the emissivity coefficient for aluminum can range from 
0.02 for polished aluminum to 0.9 for anodized aluminum 
(Willems 2017). For the CNC machined surface of the 
used specimens, an emissivity coefficient of 0.3 was 
fitted, achieving accurate results in the FEA (Table 5). For 
stainless steels like 1.4301, used for the lining of furnace 
2, the emissivity coefficient can vary from 0.6 to 0.9 for 
matte or rough surfaces (Modest and Mazumder 2022). 
For the FEA, an emissivity coefficient of 0.68 was chosen 
(Table 5). The generated output of this simulation is the 
node temperatures of the specimen T1end, also indicating 
whether the specimen has been heated through. 
 

 
 
Fig. 15 Schematic FEA of the furnace and specimen with 
respective parameters and BC  
 

4.2 Transport simulation 
To map heat transfer during the transport of the specimen 
from the furnace to the hydraulic press for the positioning 
on the bottom die, initial FEAs were set up to simulate the 
cooling process. For the transport, the specimen with T1end 
is manipulated with tongs at Ta, resulting in further heat 
transfer between the contact surface of the tongs and 
specimen over a defined time period ttrans. The resulting 
heat transfer is taken into account by the fitted convection 
coefficient hc2 of 0.255 W/m²K. Based on the approach by 
(Kashani et al. 2017), a Python based model was 
implemented to improve the computational efficiency of 
the cooling process using a finite differences approach, 
calculating the heat transfer in cylindrical coordinates. 
The consistent underlying physics were fitted in the 
Python application to represent the cooling behavior of 
the EN AW-6060 specimen according of the FEAs but can 
be replaced with other material parameters automatically 
by the GUI. As in the FEA, the additional heat transfer 
between the line-shaped contact surface of the tongs and 
the specimen was considered by the parameter fitting. 
Both modelling approaches produce similar outputs for 
node temperatures and return the specimen node 
temperatures after the transport T2end.  
 
4.3 FEA of the hydraulic press 
For the FEA of the upsetting process, the simulation was 
modeled as three-dimensionally rigids and divided into 
two steps. For both dies a cylindrical geometry with the 
diameter dp and height hp was chosen. In the first step, the 
cooling in the defined resting time of the specimen trest 
with T2end (Section 4.2) while resting on the bottom die at 
Ta is simulated. Here, convection, emissivity and contact 
conduction between the contact surface of specimen and 
bottom die is taken into account. The heat transfer of the 
specimen is accounted by the convection coefficient hc3 of 
0.04 W/m²K (Han 2012; Marek and Nitsche 2019) and 
contact conductance as a function of clearance kc3 of 2.0 
W/m²K at contact and 0.0 W/m²K at a distance of 0.01 
mm (Rosochowska et al. 2003). The emissivity 
coefficients of the dies made from tool 1.4301 ranges 
from 0.3 to 0.5 for smooth or oxidized surfaces (Palik 
1997). Consequently, an emissivity coefficient of 0.3 was 
chosen for the dies. For the contact definition, general 
contact is applied using hard contact in normal direction 
and a penalty friction formulation with a constant friction 
coefficient µ of 0.3 in tangential direction. Consequently, 
the generated output of this simulation are the node 
temperatures of the specimen and lower die T3end. After 
trest has elapsed, the second step is initiated with the top 
die moving down. Therefore, all degrees of freedom of the 
bottom die are constrained to keep it in position. For the 
movement of the top die, a coupled reference point with a 
time-displacement BC equal to the real velocity of the 
hydraulic press was applied over the upsetting time, 
constraining transitional and rotational degrees of 
freedom. Furthermore, inelastic heat fraction of 0.9 (Chen 
et al. 2017; Groche and Krech 2017), convection, 
emissivity and contact conduction at Ta between the 



 

 

contact surfaces of specimen and the upper and bottom die 
is determined (Table 5). For the contact conductance kc4, 
10.0 W/m²K at contact and 0.0 W/m²K at a distance of 
0.01 mm were used (Rosochowska et al. 2003). As shown 
in Fig. 2, the top die is lowered until the end height h1 is 
reached, completing the upsetting simulation. To 
accurately represent the upsetting process, both specimen 
and dies were defined with their respective thermo-
mechanical properties (Table 5, 6). For the specimen as 
well as for both dies, C3D8RT elements with a seed size 
sp were used. To represent the forces due to deformation 
of the specimen, three material models were 
experimentally evaluated, validated, and implemented. 
The material model parameters were determined 
according to Section 5.2 and are listed in Table 9. The 
flow curve, JC and Hensel-Spittel material models were 
used for the calculation of the deformation forces. The 
output of the FEA contains the node temperatures, 
corresponding forces and displacements of the respective 
entities. 
 

  
 
Fig. 16 Schematic FEA of the hydraulic press and specimen with 
respective parameters and BCs  
 
4.4 Connectivity 
Due to the focus on low-cost and open-source software 
solutions, Python was used to connect the individual 
FEAs. All simulations were scripted with Python, 
automatically transferring the relevant parameters to the 
subsequent simulation after their completion, enabling a 
fully automated and holistic process mapping, as 
visualized in Fig. 17. The execution of the main script 
launches the DS, starting the automated process sequence 

simulation. First, the simulation “furnace.py” (Section 
4.1) is initialized, using the respective user input and 
predefined parameters, specifying the desired temperature 
and the type of furnace. The results of this heating 
simulation are the node temperatures of the specimen, 
saved in an odb-file, which data is consequently extracted 
with Python to pass them to the following simulation. 
Subsequently, the second Python-based simulation 
“transport.py” (Section 4.2) is started, using the specimen 
node temperatures from the previous simulation, 
evaluating the node temperatures after the transport. Next, 
the third simulation “hypr_resting.py” (Section 4.3) is 
launched with the new specimen node temperatures, also 
delivering specimen node temperatures in the odb-file 
format, as previously described. In addition, the odb-file 
data is extracted and saved in a csv-file for further data 
processing and analysis. Last, the fourth simulation 
“hypr_upsetting.py” (Section 4.3) is launched, using the 
node temperatures of the specimen and bottom die, 
eventually outputting the defined simulation parameters 
of force, displacement, and node temperatures. 
Simultaneously, the data is extracted and saved. 
 

   
 
Fig. 17 Modular process flow with respective input and output 
 
 
 
 
 
 
 
 
 
 
 

 



 

 

Table 5   Thermal material parameters of the specimen (Martienssen and Warlimont 2011), furnace 1 (KLEIBER Infrared GmbH; 
Stephan et al. 2019), furnace 2 (Simufact Engineering GmbH 2023) and hydraulic press (Simufact Engineering GmbH 2023) 

Section Material Specific heat 
capacity  
c (J/kg·K) 

Thermal 
Conductivity k 
(W/m·K) 

Temperature  
T (K) 

Emissivity 
coefficient  
ε (-) 

Temperature  
T (K) 

Specimen EN AW 6060 904.1 211.6 293.15 0.3  
  916.4 215.8 323.00   
  928.6 220.0 373.00   
  940.9 224.0 423.00   
  953.2 228.3 473.00   
  965.4 232.4 523.00   
  977.7 236.6 573.00   
  990.0 240.7 623.00   
  1002.2 244.9 673.00   
  1014.5 249.0 723.00   
  1026.8 253.2 773.00   
Furnace 1 1.4301 430.0 15.0 323.15 0.68  
  502.0 16.3 373.15   
  503.0 16.7 423.15   
  519.0 17.2 473.15   
  533.0 17.6 523.15   
  558.0 18.4 573.15   
  587.0 19.3 526.15   
  591.0 20.5 673.15   
  582.0 20.9 723.15   
  595.0 21.8 773.15   
  630.0 23.0 823.15   
  628.0 23.4 873.15   
  513.0 24.7 923.15   
  514.0 25.5 973.15   
  598.0 26.4 1023.15   
Furnace 2 Silica 915.0 1.20 673.15 0.88 293.15 
  944.0 1.36 873.15 0.77 603,15 
  961.0 1.51 1073.15 0.58 1003.15 
  969.0 1.64 1273.15 0.28 2003.15 
  979.0 1.76 1473.15   
Hydraulic press 1.2343 439.0 31.9  0.3  

 
Table 6   Density and elastic material parameters of the specimen (Simufact Engineering GmbH 2023), furnace 1 (Stephan et al. 2019), 
furnace 2 (Simufact Engineering GmbH 2023) and hydraulic press (Simufact Engineering GmbH 2023)  

Section Material Density  
ρ (kg/m³) 

Poisson’s ratio  
ν (-) 

Young’s Modulus  
E (MPa) 

Temperature  
T (K) 

Specimen EN AW 6060 27000.0 0.34 69500.0 293.15 
    69000.0 323.00 
    68000.0 373.00 
    65000.0 423.00 
    63000.0 473.00 
    60000.0 523.00 
    58000.0 553.00 
    55000.0 623.00 
    53000.0 673.00 
    51000.0 723.00 
    50000.0 773.00 
    48000.0 823.00 
Furnace 1 1.4301 7850.0    
Furnace 2 Silica 1820.0    
Hydraulic press 1.2343 7890.0 0.30 210000.0  

5 Experimental setup, calibration, and 
validation for DS and CPPS development  

In this section, the experimental setup for the evaluation 
of the material model parameters of the EN AW-6060 is 
outlined in (5.1). Furthermore, the calibration and 
validation of the parameters used in FEAs are described 
in detail in (5.2). In addition, material related tests to 
validate the material models are elaborated in (5.3). 
 

5.1 Evaluation of material data and material model 
parameters 

To evaluate the JC parameters of EN AW 6060, a 
Servotest thermomechanical treatment simulator was 
used. This testing machine is capable of  reproducing 
multi-stage forming processes with high temperatures up 
to 1300°C as well as strain rates as they can occur e.g. in 
rolling mills or forges. The manipulator can transport a 
specimen, to which thermocouples are attached, via an 



 

 

inductively heated furnace to subsequent presses, which 
compress the specimen to a defined final height with a 
force of up to 500 kN at a corresponding strain rate. It is 
possible to set tool speeds of up to 1 m/s and strain rates 
of up to 200 s-1. As a result, the flow curves in dependency 
of various strain rates and temperatures, imperative for the 
JC material model and thus for upsetting process can be 
recorded. Concerning the experimental setup shown in 
Figure 18, the specimen is compressed longitudinal to the 
extrusion direction of the specimen. To reduce friction in 
the contact are between the specimen and the anvil, glass 
powder was used, furthermore ensuring a uniform stress 
state. The conducted experiments were carried out with 
the temperatures and strain rates shown in Table 7, using 
EN AW-6060 specimens manufactured from rod material, 
whereby the specimen exhibited an initial diameter d0 of 
10 mm and an initial height h0 of 15 mm. Due to the high 
reproducibility of the flow curve measurement and its 
results, five specimens of each combination of 
temperature and strain rate were examined, resulting in a 
total of 240 specimen. The statistical evaluation of the 
resulting flow curve parameters are listed in Table 8. 
 

 
 
Fig. 18 Schematic experimental setup of the Servotest for the 
evaluation of the flow stresses in dependence of different 
temperatures and strain rates. 
 
Table 7   Experimental setup for the Servotest with five 
specimens of each parameter combination resulting in a total 
240 specimen for the evaluation the JC parameters  

T (°C) ε̇୔ (1/s) 
25 0.01 
50 0.1 
75 1 

100 10 
125  
150  
175  
200  
250  
300  
350  
400  

 

Table 8   Resulting experimental plan and respective results 
from the Servotest experiments 

T (°C) ε̇୔ (s-1) kf0 (MPa) K (MPa) n (-) 
25 0.01 187.540  

± 7.263 
167.746 

 ± 15.461 
0.587  

± 0.027 
25 0.1 186.833  

± 5.117 
159.081  
± 6.311 

0.555 
 ± 0.013 

25 1 186.973  
± 3.291 

142.228 
 ± 8.349 

0.472  
± 0.019 

25 10 163.107  
± 16.647 

151.072  
± 11.007 

0.332  
± 0.061 

50 0.01 187.060  
± 7.846 

157.382  
± 12.258 

0.597  
± 0.047 

50 0.1 178.667 
± 2.568 

164.556  
± 10.856 

0.575  
± 0.018 

50 1 188.413 
± 5.240 

119.492  
± 6.982 

0.454  
± 0.024 

50 10 176.453 
 ± 5.203 

137.274  
± 7.971 

0.416  
± 0.097 

75 0.01 178.320  
± 7.727 

144.009  
± 10.097 

0.573  
± 0.035 

75 0.1 175.947  
± 10.739 

146.725  
± 10.793 

0.546 
± 0.027 

75 1 186.480  
± 5.347 

112.661 
± 8.474 

0.452  
± 0.022 

75 10 145.080  
± 8.207 

144.007  
± 15.412 

0.301 
± 0.087 

100 0.01 176.200  
± 5.442 

138.827  
± 10.369 

0.613 
± 0.034 

100 0.1 180.567  
± 5.642 

120.954  
± 11.946 

0.555  
± 0.030 

100 1 180.073  
± 7.213 

97.814  
± 10.317 

0.411  
± 0.028 

100 10 165.127  
± 8.217 

110.963  
± 10.892 

0.325  
± 0.030 

125 0.01 169.753  
± 2.612 

111.982  
± 9.866 

0.586  
± 0.034 

125 0.1 174.880  
± 5.748 

109.503  
± 15.440 

0.546  
± 0.034 

125 1 175.073  
± 5.901 

81.872  
± 6.750 

0.353  
± 0.024 

125 10 173.793  
± 6.776 

92.325  
± 8.382 

0.320  
± 0.018 

150 0.01 167.167  
± 4.015 

87.320  
± 7.199 

0.559  
± 0.039 

150 0.1 169.767  
± 4.019 

87.171  
± 6.407 

0.492  
± 0.039 

150 1 172.293 
 ± 4.920 

74.822  
± 7.914 

0.343  
± 0.032 

150 10 164.440  
± 9.390 

81.280 
 ± 6.290 

0.293  
± 0.043 

200 0.01 122.827  
± 14.417 

67.837  
± 7.462 

0.387  
± 0.054 

200 0.1 153.827  
± 3.575 

43.129  
± 8.247 

0.336  
± 0.064 

200 1 159.727 
± 4.175 

128.459  
± 15.923 

0.532  
± 0.0632 

200 10 158.927  
± 7.729 

148.291 
± 5.921 

0.613  
± 0.134 

250 0.01 103.320  
± 8.661 

34.859  
± 7.091 

0.313  
± 0.057 

250 0.1 134.067  
± 2.095 

37.186  
± 3.445 

0.422  
± 0.058 

250 1 138.913  
± 1.553 

90.815 
± 9.069 

0.642  
± 0.150 

250 10 143.253  
± 3.764 

131.248  
± 5.560 

0.674  
± 0.129 

300 0.01 78.593  
± 1.963 

35.569  
± 4.632 

0.709  
± 0.208 

300 0.1 87.067  41.598  0.597  



 

 

± 2.353 ± 6.039 ± 0.147 
300 1 94.873  

± 0.883 
40.577  
± 4.481 

0.452  
± 0.209 

300 10 98.087  
± 2.581 

33.425  
± 0.772 

0.253  
± 0.042 

350 0.01 42.922  
± 1.225 

11.095 
± 4.150 

0.559  
± 0.125 

350 0.1 49.667  
± 0.775 

18.306  
± 3.596 

0.451  
± 0.161 

350 1 54.913  
± 1.282 

23.821 
± 1.921 

0.315  
± 0.035 

350 10 51.347  
± 4.439 

45.698 
± 5.149 

0.311  
± 0.034 

400 0.01 21.907  
± 0.419 

9.152  
± 1.646 

0.457  
± 0.043 

400 0.1 22.487  
± 1.074 

28.985  
± 4.060 

0.390  
± 0.070 

400 1 35.933  
± 0.823 

23.949 
 ± 4.767 

0.339 
± 0.094 

400 10 31.140 
± 3.518 

51.807  
± 8.619 

0.319  
± 0.028 

 
The evaluated JC and Hensel-Spittel material parameters 
(Table 9) from the experimental results (Table 8) follow 
the evaluation procedure in (2.2), whereas the derivation 
was fully automated using Python. Consequently, this 
enables the automated determination of new material 
model parameters of new materials and their 
implementation into a material database, pointing out the 
scalability of this approach. 
 
Table 9   Evaluated material parameters for the JC and Hensel-
Spittel material models used in the FEAs 

Material model Abr. Unit Quantity 
JC A (MPa) 136.113 

 B (MPa) 111.80 
 C (-) 3.027E-3 

 n (-) 0.248 
 m (-) 0.942 
 Tt  (°C) 25.00 
 Tm  (°C) 550.00 
 𝜀଴̇ (s-1) 0.01 

Hensel-Spittel A (MPa) 352.347 
 m1 (-) -1.623E-3 
 m2 (-) 4.396E-2 
 m4 (-) -5.729E-3 
 m5 (-) -4.742E-3 
 m7 (-) -2.893E-3 
 m8 (-) 6.637E-4 

 
5.2 Practical experiments and validation 
For the practical experiments necessary to validate the 
FEA, a total of 648 EN AW-6060 specimen were heated 
in a furnace and compressed with the hydraulic press. To 
avoid size effects, the same specimen geometry of d0 and 
h0 as with the Servotest experiments was used. In the first 
step, the specimens were heated in the one of the furnaces 
until a homogeneous temperature field was reached, 
whereby the furnace temperature was measured with a 
thermocouple, according to Table 2. For this purpose, the 
respective furnace was preheated according to the Eq. 
(13) or Eq. (14) for a calculated time depending on the 
defined condition of the desired furnace temperature Tf, 
as shown in Table 10. After reaching the defined 
temperature, the specimens were placed in the furnace and 

heated through according to the FEA. Subsequently, a 
specimen was taken out of the furnace with metallurgical 
tongs and transported to the hydraulic press in a defined 
transport time ttrans (Table 10).  Due to the transport from 
the furnace to the hydraulic press, a holistic measurement 
of the specimen temperature is not possible, schematically 
illustrated in Fig. 22. Thus, when the specimen reaches 
the press, the specimen was held between the upper and 
lower punches in a floating position while measuring the 
specimen temperature with the pyrometer, avoiding 
cooling due to the contact of the specimen and the bottom 
die. In the next step, the specimen is placed on the bottom 
die for a defined resting time trest, during which heat 
transfer occurs between the bottom die and the specimen, 
marking the time t1. As shown in Fig. 20, the pyrometer 
measures the punctual specimen with the differential 
height hpyro from the bottom die while the top die was 
positioned 37.3 mm above the bottom die. After reaching 
trest, the control of the hydraulic press is started manually, 
whereas the top die automatically descends at a constant 
speed of 6.3 mm/s, contacting the specimen at t2, and 
reaching its end position at t3, upsetting the specimen to 
the end height h1, according to Table 10 and Fig. 22. The 
movement of the bottom die is controlled by the internal 
control unit of the hydraulic press, resulting in a high 
reproducibility of the process. During the upsetting 
process, both dies are in contact with the specimen and 
heat transfer occurs between contact surfaces of the 
specimen and the two dies, resulting in a heat transfer and 
corresponding temperature change which is measured in-
situ with the pyrometer (Fig. 21). As described in section 
3.2, the force is measured in-situ with a load cell (Table 
2) and the top die position is measured with an LVDT 
(Table 2). After reaching h1, the upper die returns to its 
initial position and the specimen is removed. This 
approach also includes time delays due to extrinsic 
inaccuracies and influences in removing the specimen 
from the furnace, placing it in the hydraulic press, as well 
as initiating the start-up process for the upsetting. 
Nonetheless, these human inconsistencies can be 
quantified with the gathered data and incorporated into 
simulation and data analysis for the optimization 
processes.  
 



 

 

 
 

Fig. 20 Schematic experimental setup for the upsetting process 
 

 
 

Fig. 21 Experimental setup with pyrometer and specimen with 
pyrometer laser (blue) with a distance of 70 mm  
 

 
 

Fig. 22 Quantitative pyrometer measurements as a result of the 
experimental setup and order of processing steps 
 

Table 10   Experimental setup for the hydraulic press with eight 
specimens of each parameter combination resulting in a total 
846 specimen for the calibration and validation 

TF (°C) ttrans  (s) h1 (mm) 
100 7 5.0 
150 10 7.5 
200 13 10.0 
250   
300   
350   
400   
450   
500   

 
The results of the experimental plan from Table 10 are shown in 
Table 11. 
 
Table 11   Resulting experimental plan for the practical 
experiments and respective results 

TF 
(°C) 

ttrans 

(s) 
h1 

(mm) 
Fmax 
(kN) 

T (at t3) 

(°C) 
h1exp 
(mm) 

d1exp 
(mm) 

100 7 5.0 68.38 
± 1.75 

71.52  
± 2.75 

5.21  
± 0.05 

17.37 
± 0.10 

100 7 7.5 39.63 
± 0.41 

77.01  
± 7.34 

7.62  
± 0.05 

14.40 
± 0.05 

100 7 10.0 28.43 
± 0.52 

63.96  
± 4.46 

9.91  
± 0.08 

12.67 
± 0.06 

100 10 5.0 66.68 
± 0.83 

80.49  
± 9.17 

5.26  
± 0.05 

17.31 
± 0.06 

100 10 7.5 39.41 
± 0.50 

78.61  
± 9.88 

7.64  
± 0.06 

14.41 
± 0.06 

100 10 10.0 28.29 
± 0.37 

68.16  
± 3.86 

9.92  
± 0.04 

12.69 
± 0.03 

100 13 5.0 67.37 
± 1.54 

79.81  
± 5.87 

5.20  
± 0.07 

17.39 
± 0.10 

100 13 7.5 39.53 
± 0.46 

70.55  
± 6.99 

7.67  
± 0.05 

14.40 
± 0.05 

100 13 10.0 28.37 
± 0.27 

80.56  
± 14.35 

9.92  
± 0.04 

12.67 
± 0.04 

150 7 5.0 65.07 
± 1.18 

86.14  
± 6.94 

5.29  
± 0.06 

17.27 
± 0.10 

150 7 7.5 39.43 
± 0.40 

86.74  
± 11.79 

7.53  
± 0.07 

14.55 
± 0.06 

150 7 10.0 27.66 
± 0.16 

90.99  
± 3.80 

9.85  
± 0.06 

12.73 
± 0.03 

150 10 5.0 64.19 
± 1.05 

86.25  
± 8.34 

5.32  
± 0.05 

17.23 
± 0.09 

150 10 7.5 39.41 
± 0.50 

92.53  
± 4.15 

7.55  
± 0.08 

14.54 
± 0.09 

150 10 10.0 27.58 
± 0.27 

87.45  
± 3.41 

9.93  
± 0.05 

12.68 
± 0.03 

150 13 5.0 64.99 
± 1.55 

91.96  
± 11.14 

5.28  
± 0.08 

17.29 
± 0.10 

150 13 7.5 39.23 
± 0.39 

87.96  
± 14.79 

7.56  
± 0.06 

14.52 
± 0.06 

150 13 10.0 27.59 
± 0.54 

93.16  
± 14.74 

9.88  
± 0.05 

12.66 
± 0.16 

200 7 5.0 65.70 
± 1.32 

100.89 
± 10.08 

5.30  
± 0.05 

17.28 
± 0.07 

200 7 7.5 37.96 
± 0.38 

108.14 
± 7.08 

7.60  
± 0.06 

14.55 
± 0.07 

200 7 10.0 26.81 
± 0.28 

106.42 
± 5.44 

9.97  
± 0.05 

12.73 
± 0.03 

200 10 5.0 66.27 
± 0.80 

97.88  
± 3.66 

5.29  
± 0.04 

17.32 
± 0.06 

200 10 7.5 37.93 
± 0.56 

103.79 
± 9.41 

7.63  
± 0.06 

14.52 
± 0.06 

200 10 10.0 26.86 
± 0.42 

108.35 
± 4.56 

9.98  
± 0.05 

12.69 
± 0.06 



 

 

200 13 5.0 66.48 
± 1.27 

109.86 
± 10.43 

5.31  
± 0.04 

17.29 
± 0.07 

200 13 7.5 38.54 
± 0.53 

102.25 
± 3.13 

7.60  
± 0.03 

14.56 
± 0.04 

200 13 10.0 26.95 
± 0.29 

108.08 
± 11.37 

10.03 
± 0.07 

12.67 
± 0.06 

250 7 5.0 59.83 
± 1.14 

102.31 
± 1.78 

5.18  
± 0.07 

17.52 
± 0.10 

250 7 7.5 30.50 
± 0.56 

115.11 
± 5.74 

7.50  
± 0.06 

14.71 
± 0.07 

250 7 10.0 19.77 
± 0.43 

126.05 
± 4.03 

9.88  
± 0.07 

12.81 
± 0.05 

250 10 5.0 59.83 
± 1.19 

103.29 
± 2.87 

5.18  
± 0.06 

17.53 
± 0.10 

250 10 7.5 30.31 
± 0.73 

114.10 
± 6.91 

7.50  
± 0.03 

14.71 
± 0.04 

250 10 10.0 19.76 
± 0.32 

125.06 
± 10.87 

9.85  
± 0.06 

12.83 
± 0.04 

250 13 5.0 58.70 
± 0.77 

101.48 
± 5.22 

5.23  
± 0.02 

17.45 
± 0.06 

250 13 7.5 30.28 
± 0.53 

113.27 
± 5.55 

7.43  
± 0.05 

14.76 
± 0.05 

250 13 10.0 20.01 
± 0.25 

117.90 
± 7.17 

9.84  
± 0.03 

12.83 
± 0.03 

300 7 5.0 44.80 
± 1.24 

96.68  
± 7.76 

5.20  
± 0.05 

17.46 
± 0.11 

300 7 7.5 23.39 
± 0.25 

113.70 
± 12.02 

7.49  
± 0.06 

14.69 
± 0.05 

300 7 10.0 15.24 
± 0.14 

125.58 
± 5.23 

9.93  
± 0.04 

13.09 
± 0.87 

300 10 5.0 45.47 
± 1.14 

91.80  
± 3.93 

5.19  
± 0.05 

17.51 
± 0.06 

300 10 7.5 23.68 
± 0.36 

108.58 
± 5.98 

7.47  
± 0.07 

14.73 
± 0.07 

300 10 10.0 15.26 
± 0.26 

127.95 
± 9.37 

9.95  
± 0.05 

12.75 
± 0.03 

300 13 5.0 45.84 
± 0.69 

93.82 
 ± 4.43 

5.18  
± 0.04 

17.52 
± 0.05 

300 13 7.5 23.61 
± 0.43 

103.55 
± 6.97 

7.51  
± 0.06 

14.70 
± 0.05 

300 13 10.0 15.39 
± 0.15 

124.68 
± 11.44 

9.92  
± 0.05 

12.76 
± 0.07 

350 7 5.0 42.10 
± 1.17 

107.28 
± 3.69 

5.22  
± 0.06 

17.46 
± 0.11 

350 7 7.5 22.09 
± 0.50 

124.55 
± 6.92 

7.45  
± 0.05 

14.76 
± 0.05 

350 7 10.0 13.55 
± 0.14 

142.66 
± 4.77 

9.95  
± 0.06 

12.76 
± 0.04 

350 10 5.0 41.74 
± 0.97 

107.50 
± 4.78 

5.24  
± 0.05 

17.43 
± 0.09 

350 10 7.5 22.03 
± 0.47 

119.81 
± 3.96 

7.45  
± 0.06 

14.75 
± 0.07 

350 10 10.0 13.99 
± 0.22 

140.11 
± 12.29 

9.91  
± 0.05 

12.79 
± 0.03 

350 13 5.0 42.93 
± 0.86 

101.47 
± 3.01 

5.20  
± 0.04 

17.50 
± 0.08 

350 13 7.5 22.31 
± 0.11 

120.97 
± 8.37 

7.47  
± 0.06 

14.73 
± 0.07 

350 13 10.0 13.97 
± 0.24 

135.63 
± 4.86 

9.96  
± 0.06 

12.74 
± 0.02 

400 7 5.0 42.31 
± 1.04 

114.97 
± 10.57 

5.17  
± 0.07 

17.55 
± 0.11 

400 7 7.5 20.21 
± 0.39 

138.25 
± 7.84 

7.56  
± 0.06 

14.66 
± 0.06 

400 7 10.0 12.33 
± 0.25 

153.14 
± 7.43 

9.91  
± 0.03 

12.79 
± 0.04 

400 10 5.0 42.29 
± 0.61 

111.98 
± 3.35 

5.18  
± 0.03 

17.54 
± 0.07 

400 10 7.5 20.75 
± 0.43 

127.75 
± 3.68 

7.51  
± 0.04 

14.71 
± 0.06 

400 10 10.0 12.59 
± 0.25 

155.63 
± 20.24 

9.88  
± 0.06 

12.80 
± 0.05 

400 13 5.0 42.88 
± 1.50 

110.75 
± 4.53 

5.15  
± 0.07 

17.54 
± 0.16 

400 13 7.5 20.71 
± 0.41 

129.94 
± 5.20 

7.55  
± 0.07 

14.64 
± 0.06 

400 13 10.0 12.89 
± 0.36 

142.46 
± 5.73 

9.93  
± 0.07 

12.75 
± 0.05 

450 7 5.0 42.49 
± 1.04 

127.12 
± 4.77 

5.18  
± 0.03 

17.55 
± 0.06 

450 7 7.5 20.34 
± 0.35 

154.66 
± 13.83 

7.54  
± 0.06 

14.69 
± 0.05 

450 7 10.0 11.99 
± 0.17 

177.69 
± 8.51 

9.90  
± 0.06 

12.83 
± 0.05 

450 10 5.0 43.55 
± 1.13 

122.84 
± 3.20 

5.15  
± 0.05 

17.58 
± 0.07 

450 10 7.5 20.71 
± 0.53 

144.16 
± 5.22 

7.54  
± 0.04 

14.68 
± 0.07 

450 10 10.0 12.43 
± 0.17 

173.94 
± 14.94 

9.93  
± 0.06 

12.79 
± 0.06 

450 13 5.0 43.06 
± 0.77 

121.81 
± 5.08 

5.16  
± 0.05 

17.50 
± 0.12 

450 13 7.5 21.24 
± 0.24 

137.10 
± 2.67 

7.58  
± 0.07 

14.63 
± 0.07 

450 13 10.0 13.20 
± 0.41 

156.38 
± 8.11 

9.91  
± 0.06 

12.77 
± 0.04 

500 7 5.0 44.73 
± 1.42 

138.73 
± 4.31 

5.18  
± 0.05 

17.57 
± 0.09 

500 7 7.5 21.69 
± 0.60 

162.67 
± 3.12 

7.49  
± 0.05 

14.74 
± 0.16 

500 7 10.0 12.86 
± 0.36 

190.87 
± 10.80 

9.86  
± 0.05 

12.90 
± 0.03 

500 10 5.0 45.43 
± 0.92 

133.06 
± 3.09 

5.18  
± 0.04 

17.55 
± 0.07 

500 10 7.5 22.47 
± 0.54 

160.92 
± 3.52 

7.46  
± 0.07 

14.79 
± 0.08 

500 10 10.0 13.38 
± 0.50 

185.62 
± 10.19 

9.88  
± 0.08 

12.87 
± 0.07 

500 13 5.0 45.58 
± 1.37 

135.57 
± 5.08 

5.21  
± 0.06 

17.51 
± 0.08 

500 13 7.5 23.00 
± 0.58 

156.04 
± 5.57 

7.47  
± 0.06 

14.74 
± 0.08 

500 13 10.0 13.88 
± 0.51 

174.36 
± 7.84 

9.87  
± 0.07 

12.83 
± 0.08 

 
As statistically evaluated in Table 11 and exemplarily 
visualized in Figure 23, the experiments depict a high 
reproducibility in terms of force, temperature control and 
final geometry, proving the validity of the collected 
experimental data. 
 



 

 

 
 
Fig. 23 Experimental results of the (a) specimen temperature 
during contact with the lower, (b) specimen temperature during 
upsetting, and (c) the force over the upsetting height h0-h1, of the 
parameters combination TF = 500 °C, h1 = 5 mm, ttrans = 10 s, 
and trest = 3 s. 
 
To compare and validate experiment and simulation, the 
Pearson correlation coefficient (PCC) (Benesty et al. 
2009) is computed, comparing the shape of the curves 
from the simulation and experiment by calculating the 
strength of the linear correlation between two vectors, 
represented by the time series data (Eq. (15)). The PCC is 
a single value, ranging from -1 to +1 indicating the 
strength of the linear relationship between to variables or 
vectors with the same length. Hereby, 𝑥̅ and  𝑦ത represent 
the means of the vectors 𝑥 and 𝑦 (Rodgers and 
Nicewander 1988; Zhou et al. 2016).  
 𝑃𝐶𝐶 = ∑(𝑥௜ − 𝑥̅) ∙ ∑(𝑦௜ − 𝑦ത)ඥ∑(𝑥௜ − 𝑥̅) ² ∙ ඥ∑(𝑦௜ − 𝑦ത) ² (15) 
 
For the calculation of the PCC, the load was used as y-
component of the vector, whereas the corresponding the 
position of the upper die was used as the x-component of 
the vector. Accordingly, the PCCs between the measured 
values during the experiment and each of the material 
models with the flow curve, JC, and Hensel-Spittel 
material model were calculated. A similar approach was 

conducted using the specimen temperature measured with 
the pyrometer. Here, the specimen temperature was used 
as y-component of the vector, and the corresponding the 
position of the upper die was used as the x-component of 
the vector. Subsequently, the PCCs of the load and 
specimen temperature are compared with the defined PCC 
residuals to validate the experiment, generating a Boolean 
response of True, when the calculated PCC exceeds the 
defined PCC residual, or otherwise False. 
 
5.3 Material related tests and material model 

validation 
As already mentioned, for aluminum alloys, such as the 
EN AW-6060 used in this study, there are many 
influencing parameters, such as the quantity and condition 
of the precipitates, which determine the strength as well 
as the behavior during the process. When steel or titanium 
grades are used, phase transformations or the phase 
fractions in the microstructure are additional factors. 
Apart from these special material properties, all metals 
exhibit the enormous influence of grain size on 
formability. According to the Hall-Petch relationship, 
grain refinement leads to an improvement in mechanical 
properties, both in strength and ductility. With 
corresponding grain growth (e.g. secondary 
recrystallization), this leads to lower tensile strength. This 
results in a benefit for the stamping force, although it often 
exhibits negative effects on the part performance. An 
estimation of the energy minimization requires detailed 
comprehension of the applied forming forces and the 
microstructural effect on the component. Therefore, in 
many cases, heat treatments are appended after the 
forming process for the adjustment of the desired grain 
size. Nevertheless, there are requirements for a minimum 
dislocation density and a corresponding choice of 
annealing temperatures and the duration. In the case of 
certain aluminum alloys, precipitation hardening followed 
by ageing needs to be specified. This demands an 
extensive amount of preliminary and subsequent 
investigations and characterizations when these are 
performed ex-situ e.g. using optical microscopy or 
performing mechanical tests (Hansen 1977; Lloyd 1980; 
Song et al. 2019) 
As an example, the material analysis was carried out here 
to a certain extend and is illustrated in extracts in the 
following figures. Since it is not possible to perform 
tensile tests on upsetting specimen, the correlation to 
tensile strength was covered in this case by performing a 
hardness test. This was carried out using the Vickers HV1 
test method on upsetting specimens from room 
temperature up to 400°C. In Fig. 24, the influence of the 
dissolution behavior of the precipitates as well as the 
recovery and recrystallization become clearly visible. Up 
to a temperature of 125°C the hardness values remain 
almost constant, from 150°C the values decrease 
continuously to about half. 
 



 

 

 
 
Fig. 24 Evolution of hardness results from room temperature up 
to 400°C  
 
This is attributable to the aforementioned strength-
reducing effects at elevated temperature. It is further 
illustrated by extracts of the microstructure, which was 
prepared metallographically and revealed by Barker color 
etching. As an example, Fig. 25 shows the microstructure 
at room temperature for a strain rate of 0.01 s-1 and a strain 
rate of 10 s-1. 
 
a) 

 
b) 

 

Fig. 25 Visualization of the resulting microstructure of the 
upsetting specimen at room temperature for a strain rate of a) 
0.01 s-1 and b) 10 s-1 
 
Here it can be seen that the grains appear more isotropic 
in certain areas at 0.01 s-1 than at the high strain rate. This 
can be explained by diffusion processes, which are more 
pronounced at lower strain rates. The reason for this is the 
possibility of the formation of substructures due to the 
longer period of forming time. At the higher strain rate, 
the anisotropic deformation structure is still clearly visible 
after compression. At higher temperatures, the situation 
deteriorates. As a consequence of the high energy in form 
of heat quantity at higher temperatures, the diffusion 
processes are accelerated to a large extent, resulting in 
recrystallization. The resulting microstructure at 250°C is 
again shown in Fig. 26 for the lowest and highest strain 
rates. 
 
a)

 
b) 

 
Fig. 26 Visualization of the resulting microstructure of the 
upsetting specimen at 250°C for a strain rate of a) 0.01 s-1 and 
b) 10 s-1 
 
In this case, likewise, the deformation structure is still 
recognizable, but already to a lesser extent. As shown in 
Fig. 27, the effect of different recrystallization kinetics 
dependent on the strain rate at a temperature of 400°C is 
clearly evident. 
 



 

 

a) 

 
b)

 
Fig. 27 Visualization of the resulting microstructure of the 
upsetting specimen at 400°C for a strain rate of a) 0.01 s-1 and 
b) 10 s-1 
 
As described, the presence and influence of 
recrystallization for this material is clearly proven, 
validating the application of the material models and their 
consideration of these effects. 
 
6 Results and discussion 
To advance the shop floor digitization, a hydraulic press 
from 1952 and two industrial furnaces were transformed 
into a CPPS by applying a retrofitting approach. To meet 
the defined requirements, strong focus was set on the 
utilization of state-of-the-art sensor technology, DAQ and 
open-source software, also focusing on low-cost but 
resilient design to be economically applicable in an 
academic learning factory as well as in SMEs. To avoid a 
proprietary software solution, the DS was programmed 
and implemented with Python and Abaqus, enabling the 
modularized scripting of the FEAs, and thus an automated 
data flow. As a consequence of the relatively low 
programming entrance barrier and the modular Python-
scripted FEA approach, the individual FEAs can be 
modified easily, and the entire process can be changed 
with low afford. As a result of the combination the 
digitalization approach (Section 3) and the developed DS 
(Section 4), a CPPS conform structure was developed and 

implemented, according to the visualization shown in Fig. 
28. The superordinate modular and thus more easily 
modifiable approach was realized with Python. 
 

  
 
Fig. 28 Implemented CPPS structure with interconnected steps 
(yellow), data flows (blue), and processed results (green) 
 
In order to support the usability and the decision-making 
process on the shop floor, two types of GUIs were 
implemented, enhancing the HMI and enabling the 
visualization of machine and process parameters, as well 
as the interaction of the front-end user with the back-end 
FEAs. In addition to the superordinate WAGO GUI 
system (Section 3), a Python GUI was developed (Figure 
29). 
On the left side of the GUI, the user is enabled to input the 
desired process parameters into four sections, 
corresponding to the individual process steps. In the first 
section “Specimen”, the user defines the material of the 
specimen, the initial geometry with d0 and h0, and the 
desired end height after upsetting h1. By gathering more 
material data and evaluating the material model 
parameters following the approach presented in Section 5 
and 2, the material database can be expanded, allowing 
the automatic simulation of various materials. These can 
then be chosen in the dropdown menu “Material”. In the 
second section “Furnace”, the type of furnace and furnace 
temperature is chosen, whereby a sanity check is applied, 
that the input furnace temperature does not exceed the 
maximum furnace temperature. Similar to the previous 
section, additional furnaces can be added to a database, 
enabling the incorporation of more furnaces into the 
CPPS. In the section “Transport of specimen”, the 
estimated ttrans and trest is specified. Concluding in section 
“Hydraulic press”, the materials of the upper and lower 
die is chosen, enabling the utilization of different tools. 
Furthermore, the distance of the pyrometer from the lower 
die hpyro is specified, needed for the comparison of the 



 

 

specimen temperature of the simulation and experiment. 
With the means of a GUI, the simulations are launched 
sequentially with the user input parameters by the push of 
the button “Start simulation”, also creating a uniform 
directory structure to facilitate standardized data 
management. To compare the simulation and the 
experiment, the Section “Comparison and Validation” 
enables the user to either compare a specific experiment 
by choosing the corresponding date and number of the 
experiment, or the latest measured experiment. 
 

 
 
Fig. 29 Python GUI for the support of the decision-making 
process 
 
To launch the CPPS, the user input process parameters are 
taken from the GUI after pushing “Start simulation”, 
followed by the launching of the simulation sequence with 
“main_sim.py”. Subsequently, the practical experiments 
are carried out with the parameters shown on the GUI. 
After the completion of both simulations and experiments, 
the data of the sensors gathered during the experiments is 
evaluated with “measurments.py and compared with the 
simulation results, using the module “comparison.py”. 
Hereby, the resulting data sets are compared by several 
metrics and thereby validated. By comparing FEA results 
and real sensor data, practical conclusions can be drawn 
about the correct execution of the process. For a process 
sequence to be considered valid, the temperature of the 
furnaces and the temperature of the specimen when placed 
in the hydraulic press must lie within a certain range 
within a defined residual. In addition, the force curve 
during upsetting is compared with the results of all three 
FEA material models. An upsetting process is considered 
valid when at least two of three force curves resulting 
from the FEA match the real one within the defined 
residuals.  
The first metric is the relative deviation between the 
maximum forces ΔFmax of the upsetting FEA with the 
respective material model and the experiment. 
Furthermore, the relative deviations between the 
simulated and measured specimen temperatures are 
computed. Hereby, the relative temperature deviations are 
calculated at the start of the contact between the lower die 

and the specimen ΔT3_start (Fig. 22, t1), at the beginning of 
the upsetting process ΔT4_start (Fig. 22, t2), and at the end 
of the upsetting process ΔT4_end (Fig. 22, t3). For the 
determination of the residuals, the results of the statistical 
evaluation in Table 11 and the benchmark test (Fig. 31) 
were used. For the residual of ΔFmax, a value of ± 17.0 % 
from the experimental force were defined, applicable to 
all three material models. For the relative temperature 
residual ΔT3_start, ΔT4_start and ΔT4_end a value was defined 
as ± 15.0 °C. 
For the residual of the load PCC for the flow curve, JC 
and Hensel-Spittel material models, and a value of 0.92 
was defined, as the benchmark test revealed a highly 
linear correlation the datasets. The specimen temperature 
PCC was set as 0.94 also exhibiting a high linear 
correlation between the measurement and the simulation. 
When the residual condition is met, the Boolean response 
of True is visualized in the Python GUI, by highlighting 
the respective line in the result section in green, enhancing 
the intuitiveness of the GUI (Fig. 29). If, due to the 
mathematical formulation of the material behavior, a 
material model cannot adequately represent the real 
material behavior, a condition was introduced, 
considering the experiment valid if two of three PCC 
residuals are met. In this case, the respective line in the 
GUI is highlighted in orange. As a result, the comparison 
of both datasets is enabled, also resulting in the possibility 
of sanity checks of sensor data and the warning in case of 
mismatch of simulation and measurement results. As 
shown in Fig. 30, the results of the comparison are 
visualized and highlighted on the right side of the GUI, 
supporting the decision-making on the shop floor, and 
therefore support situationally appropriate action taking. 
 



 

 

 
 
Fig. 30 Comparison of the simulation and experimental results 
of the (a) specimen temperature during contact with the lower, 
(b) specimen temperature during upsetting, and (c) the force 
over the upsetting height h0-h1, of the parameters combination 
TF = 200 °C, h1 = 5 mm, ttrans = 10 s, and trest = 3 s. 
 
To optimize the DS, a benchmark test was performed and 
optimized in terms of accuracy in comparison to the 
sensor data and computation time to enable a near in-situ 
application of each individual process. As shown in Table 
12, four identical simulations were performed for each 

experimental setup from Section 5 and compared with the 
real experimental results. In the simulations, the element 
sizes of the respective sections were varied in order to find 
the best possible compromise between accuracy and 
computing time. For the execution, a workstation 
equipped with a 11th Gen Intel(R) Core(TM) i7-11700K 
@ 3.60GHz with 64GB RAM was used, whereby eight 
cores were utilized.  
 
Table 12   Parameters for the variations of the FEA benchmark 
with a uniform of trest of 3 s  

Seed size specimen 
ss (mm) 

Seed size furnace  
sf (mm) 

Seed size dies  
sp (mm) 

1.0 10 3 
1.5 15 6 
2.0 20 9 
2.5 25 12 
3.0 30 15 
3.5   
4.0   
4.5   
5.0   

 
As a result, the parameter combination of ss = 2.5 mm, sf 
= 30 mm, sp = 6 mm the best compromise of computation 
and accuracy was chosen as the most suitable parameter 
combination (Figure 31). In terms of accuracy all 
simulations showed relative deviation between the 
simulated and measured maximum upsetting force of 16.5 
% and a PCC of at least 0.93. The specimen temperature 
PCC was slightly higher with at least 0.95. The 
computation times with this parameter combination 
results in a computation time of 95.55 ± 10.96 s for 
simulation 1, 2.03 ± 0.14 s for simulation 2, and 2.20 ± 
0.28 s for simulation 3. For the upsetting process in 
simulation 4, the computation time incorporating the JC 
material model was 55.75 ± 3.32 s, and 52.85 ± 6.01 s for 
the Hensel-Spittel approach. Due to the necessity of 
interpolation in the flow curve model, the computation 
time of 81.90 ± 10.47 s is comparatively higher. By 
improving the FEA performance and enabling the in-situ 
application, an in-situ process monitoring was 
implemented.  



 

 

 
Fig. 31 Visualization of the benchmark test results for the computation time (CPU time), number of elements and number of variables, 
varying ss (a1-c1), sf (a2-c2) and sp (a3-c3) 
 
Based on the supervised ML approach elaborated by 
(Ralph, Hartl et al. 2021), data from valid processes are 
continuously fed into the model to improve the defined 
residuals, acting a Quality Control (QC) approach and 
resulting in a reduction of waste, supporting the premise 
of sustainability. 
As an additional production assistance tool resulting from 
the in-situ DS, the decision-making process on the shop 
floor is further improved, visualizing near real-time 
information on the GUI (Fig. 13) about the process to the 
frontend user. Therefore, a situationally appropriate 
action taking in and between the individual process steps 
is promoted to increase the process stability and quality, 
subsequently reducing the waste and promoting 
sustainability. Regarding the application of Artificial 
Intelligence (AI) compared to real-physical based 
simulations in the context of manufacturing SMEs, the 
inner workings and results simulations are easier 
explainable and thus more transparent. For this reason, the 
effects of different parameters and parameter 
combinations are more adjustable and thus better support 

the optimization process of product and process. 
Especially manufacturing SMEs often perform low-
volume high-complexity tasks and cannot generate 
enough data to train an AI model in a justifiable time. The 
time and resources used for the data generation and AI 
model implementation, also require financial 
expenditures that could be considered as an additional 
obstacle. Especially in the context of low-volume high-
complexity tasks, simulation can offer significant 
advantages in terms of flexibility and optimization 
potential for complicated component geometries. 
Nevertheless, this is accompanied by a certain amount of 
computing time, which can be reduced through 
optimization, but is still computationally and time 
intensive. When dealing with large amounts of data, AI 
can offer advantages in this regard, provided that the 
model is appropriately trained. 
Additionally, a predictive maintenance approach with 
failure investigation diagnostics was implemented using 
the RevPi. If measured values occur in the process that 
reside outside the defined error residual, the user is 
informed, the frontend user is informed via the GUI, 



 

 

enabling situationally appropriate action taking. 
Subsequently, the machines and specimen can be checked 
to avoid errors and to ensure proper working of the entire 
system. Additionally, an automated omnipresent sanity 
check was implemented, informing the frontend user via 
the GUI about malfunctions of sensors, delivering 
implausible out of range data.  
To ensure the resilience and security of the production 
network and thus also of the entire value chain, a layer 2 
network was further expanded, into which the CPPS was 
integrated. Consequently, the vulnerability to 
cyberattacks has been reduced, minimizing potential 
downtime and outages of individual CPPS and other value 
chain entities. This production network, implemented as 
part of MUL 4.0, allows the expansion and linking of 
further CPPS into the network, whose data can be 
collected, exchanged, analyzed and interlinked authorized 
parties, using the database. Furthermore, this connective 
open-source approach and the integration into the 
production network, the data integration into a MES and 
ERP was enabled for future research purposes. The real-
time data gathering and integration in the superordinate 
MES can be used to monitor the value chain and optimize 
production flows and processes, and thus increase the 
overall efficiency and reduce costs. In conjunction with 
an ERP, inventory and process planning can also be better 
controlled and optimized, being beneficial for the value 
and supply chain. 
As a result, this work represents a representative case 
study for the applicability of a brownfield approach 
implementation of a CPPS in the manufacturing industry, 
suitable for an academic learning environment (Ralph, 
Sorger et al. 2021) as well as in the context of SMEs. For 
these reasons, this interconnected, low-cost, open-source, 
modular and easily modifiable digitalization approach 
enables an interactive academic learning experience to 
prepare the tech talents of the future for new digital 
challenges. Furthermore, a framework for SMEs in the 
metal forming and manufacturing industry was 
elaborated, to increase the digital maturity of this field, 
and thus to stay competitive in an increasingly digitalized 
global value chain. 
 
7 Conclusion and outlook 
This paper describes the transformation of three isolated 
machine and aggregate systems to an interconnected 
CPPS, applicable for the I4.0 utilization. Consequently, 
this modular framework also allows the substitution of the 
cylindrical specimen with more complex product 
geometries into the DS, for example by importing a CAD 
file. Furthermore, the modularity enables the modification 
of process sequences, or other intermediate steps, such as 
rolling (Ralph et al. 2022). Within this case study, the use 
of low-cost hardware and open-source software could be 
successfully applied in the manufacturing context, 
proving the applicability for SMEs. In the future, the 
developed frameworks and respective application 
examples will also be included in the academic learning 

factory to further sharpen the focus of digitalization and 
digital transformation of interested parties.  
In addition, the diversity of complex materials 
significantly increases the selection and modeling of a 
material model and the associated experimental effort to 
determine the respective material model parameters. For 
this purpose, precipitation and recrystallization behavior 
of EN AW-6060 could be further quantified for this 
material model in order to further adapt the simulation 
results to those of the real process. For this reason, an 
iterative process can be used to find the optimum between 
a data-driven black box model and a real physical white 
box model, resulting in a more resource-efficient grey box 
model optimized for in-situ process mapping.  
An essential part of the value chain of a manufactured 
component is the material and component quality 
inspection before and after the manufacturing process. 
Since the input material has an immense influence on the 
process stability as well as subsequently on the product 
quality, it is essential for in-line production monitoring to 
identify the initial condition of the material used. The 
material tests used and described in this work illustrate the 
high experimental effort required for the microstructural 
and mechanical analysis of the samples. In-situ material 
characterization methods on the other hand offer a great 
possibility to reduce this resource and time expenditure 
significantly. A progressively more established method, 
both in academic and industrial R&D, is the laser 
ultrasonic (LUS) method. The high-frequency in-situ 
material analysis during thermal and thermo-mechanical 
processes allows a large number of relevant material 
parameters to be determined on the basis of a single 
measurement. The LUS can be combined with a 
thermomechanical treatment simulator, such as a 
dilatometer or a Gleeble, to draw conclusions about grain 
size evolution, recrystallization, texture, Young's 
modulus, dislocation density and much more (Hartl et al. 
2023). By integrating such a measuring unit, as envisaged 
in the MUL 4.0 project, into the SFL, both the incoming 
material and the manufactured product can be 
characterized in detail and the best subsequent heat 
treatment can be recorded. The main advantage of such a 
methodology is the low barrier to material parameters for 
the certain batch that is about to be processed. By 
automatically integrating the real parameters of this batch, 
improved and more realistic microstructure simulations 
can be carried out and the DS can be optimized 
accordingly. In addition, it is possible to judge a batch as 
a good or bad part prior to the process route and, if 
necessary, to exclude it from production. This control at 
the beginning of a process route prevents a lot of rejects 
that would possibly have been recorded at the finished 
part. These quality controls along the value chain 
significantly contribute to scrap and energy reduction and 
therefore to sustainability.  
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Abstract: The shot peening process is a common procedure to enhance fatigue strength on load-

bearing components in the metal processing environment. The determination of optimal process

parameters is often carried out by costly practical experiments. An efficient method to predict the

resulting residual stress profile using different parameters is finite element analysis. However, it is

not possible to include all influencing factors of the materials’ physical behavior and the process con-

ditions in a reasonable simulation. Therefore, data-driven models in combination with experimental

data tend to generate a significant advantage for the accuracy of the resulting process model. For this

reason, this paper describes the development of a grey-box model, using a two-dimensional geometry

finite element modeling approach. Based on this model, a Python framework was developed, which

is capable of predicting residual stresses for common shot peening scenarios. This white-box-based

model serves as an initial state for the machine learning technique introduced in this work. The

resulting algorithm is able to add input data from practical residual stress experiments by adapting

the initial model, resulting in a steady increase of accuracy. To demonstrate the practical usage, a

corresponding Graphical User Interface capable of recommending shot peening parameters based on

user-required residual stresses was developed.

Keywords: python scripting; residual stresses; shot peening; finite element analysis; digitalization;

machine learning; smart factory

1. Introduction

For the design of dynamically load-bearing components, a certain safety risk is min-
imized by increasing the service life and improving its estimation. A key aspect in this
context is the selected material and its long-term stability under dynamically oscillating
loads [1–3]. Numerous machining end contour processes included in the manufacturing of
critical components such as milling, turning, or drilling lead to residual tensile residual
stresses on the surface. These stresses are counterproductive for the fatigue resistance;
therefore, further surface treatment is essential for these components.

There are several mechanical surface treatment technologies available today, pursuing
the objectives of implementing residual compressive stresses close to the surface, as well
as introducing a work hardened layer. A well-known example is deep rolling, a low-
cost method that achieves a comparatively smooth surface, but is limited to elementary,
usually rotation-symmetrical geometries [4]. This technique is mainly used for components
that require frictionless sliding, where good surface quality is critical for wear. Another
alternative is laser shock peening, an efficient method to introduce compressive residual
stresses at four times the depth of shot peening [5]. This is achieved by high-energy laser
pulses that introduce a shock wave into the material that exceeds the material’s yield
strength and causes localized deformation. Although this method is gaining popularity, the
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investment in such a system is a high-cost proposition. Moreover, the long process times
are currently not suitable for an efficient application in production [6]. Additionally, the
ball burnishing or roller burnishing method produces a particularly smooth surface [5,7–9].
A related method developed by Lambda Technologies Group is low plasticity burnishing,
which is capable to introduce significant residual compressive stresses while initiating
comparatively low work hardening. This assists in ensuring permanent compressive
stresses when components are used in higher temperature applications. This method has
the further advantage that it can be integrated into a variety of machining systems, e.g.,
CNC lathes [10–14].

Even though there is a strong effort in establishing new and optimizing well-known
surface treatment methods, shot peening still is the standard procedure in the manufac-
turing environment. Irrespective of the mechanical surface treatment chosen, specific
knowledge and therefore respective data about suitable process parameters is mandatory
to obtain the required results.

To receive a comprehensive data set for the shot peening process, it is mandatory
to obtain a significant amount of valid data. This approach requires the execution of
an unreasonable amount of practical experiments per workpiece material/sphere mate-
rial combination. Furthermore, the same amount of upfollowing experiments to receive
valid residual stress profiles would have to be carried out. By substituting practical tests
with Finite Element Analysis (FEA)-based simulations, this disproportionate effort can
be avoided.

The effectiveness of FEA for production processes can be further increased by using
state of the art digitalization technologies, taking into account user, processes, and ma-
terials [15–17]. One possibility to achieve this objective is the implementation of robust
machine learning algorithms. In order to do so, a first decision has to be made regarding
the nature of the respective algorithm. In general, three methods are defined: reinforcement
learning (RL), unsupervised learning (UL), and supervised learning (SL) [18]. According to
more recent work, there are different subordinate algorithms available, which can be used
within one or more of these three main techniques [19,20]:

RL: Genetic Algorithms, Simulated Annealing, and Estimated Value Functions;
UL: Decision Tree Analysis (DTA), Rule-Based Learners, Instance-Based Learners,

Artificial and Bayesian Neural Networks (NN), as well as Naïve Bayesian Approaches;
SL: Support Vector Machines, DTA, Rule-Based Learners, Instance-Based Learners,

Genetic Algorithms, Artificial and Bayesian NN, and Naïve Bayesian Approaches.
For the prediction of residual stresses after the shot peening process, the authors

decided to use a SL algorithm, as the nature of this technique is a continuous learning
from data provided by an external knowledgeable source. The accuracy of this algo-
rithm depends on internal knowledge about the expected results and, most important,
comprehensible input data [19,21,22].

To achieve accurate data sets serving as an input for this kind of simulation, a suitable
material model based on reliable material data from practical experiments must be chosen.
Therefore, it is essential to implement real-physics-based input variables, which must be
obtained under similar conditions as the process to be modeled.

2. Fundamentals of the Shot Peening Process and Corresponding FEA

In order to increase the fatigue strength, shot peening is applied as a standard pro-
cedure in the production process for structural materials. This method contributes to the
service life enhancement of cyclic loaded components [23]. The most notable advantages
of shot peening compared to other surface hardening treatments are the good process
quality, reproducibility, and applicability to a wide range of materials and component
geometries [3]. During the process, the surface of the component is impacted by spheres at
high velocities. As a result of the momentum transfer, work hardening is increased directly
on the surface which reduces the probability of crack initiation. The plastic deformations in-
duced by the spheres also generate residual compressive stresses in the material to a certain
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depth. These stresses are the main inhibitors of crack propagation due to the prevention of
crack tip opening and thus increase the fatigue strength. However, this surface treatment
does not always contribute to a work piece’s service life extension rather than a reduction,
as König investigated for Waspalloy in [24]. Although increasing the degree of coverage
from the impacting spheres can increase the magnitude of resulting residual stresses, this
additional loading for higher strength materials at the surface may contribute to a higher
probability of initiating cracks. Therefore, it is crucial to be aware of the influential variables
of the process before it is applied in practice. The process itself is variable in numerous
aspects, such as the sphere’s material and geometry, as well as the impact velocity and
the coverage [25,26]. The average sphere radius is about 0.4 mm and they are commonly
made of glass, ceramic, cast iron, or steel. A prerequisite for the sphere’s material is the
higher hardness compared to the shot-peened material. A higher difference between the
sphere’s and the target’s hardness yield higher resulting residual compressive stresses [27].
Additionally, larger sphere radii result in the maximum compressive stresses occurring
deeper in the material [28].

In order to achieve the maximum effect on service life extension through this process,
these parameters must be optimally adjusted to the material. The maximum achievable
residual compressive stresses and the depth of penetration into the material are decisive,
since the residual compressive stresses inside the material are balanced by tensile residual
stresses in a certain depth. Additionally, the dislocation density introduced by this surface
treatment needs to be observed concerning the resulting material behavior. On the one
hand, this can prevent the crack initiation [29], on the other hand, it may contribute to the
brittleness of certain materials and thus drastically reduce their service life, especially in
corrosive environments [30]. To experimentally analyze the residual stresses inside the
material, destructive and therefore expensive examinations based on X-ray diffraction
(XRD) or using the hole drilling method have to be performed in practice. A time and
cost-saving alternative to physical experiments is the numerical simulation, which allows
the determination of favorable parameters for the optimal result in advance. In addition,
stresses on the surface and in depth of the material can be analyzed to provide a better
comprehension of the effectiveness of the process. Several studies have been carried out
using FEA to simulate the shot peening treatment. The approaches to simulate this process
vary widely in different publications. In [31], Edberg et al. designed a three-dimensional
FEA simulation, comparing a visco-plastic strain hardening formulation to a elasto-plastic
one analyzing a single shot. This study revealed that the visco-plastic model overestimated
the resulting residual stresses by a factor of 1.5. In [32], Majzoobi et al. used a three-
dimensional set up applying multiple shot impacts and investigated the shot velocity and
coverage effects on the resulting residual stresses. The investigations of Meguid et al.
in [33] included the separation distance of the spheres and its impact on the residual stress
profile as well as the frictional behavior of AISI 4340. A comparison between the resulting
values of an axisymmetric and a three-dimensional numeric model on an aluminum target
was conducted by Han et al. in [34] where high emphasis was attached to the interaction
of the sphere and the target as well as suitable boundary conditions for the FEA. In [35],
Schwarzer et al. investigated the influence of the sphere’s impact angle on the resulting
residual stresses while Hong et al. focused on the loss of kinetic energy of the spheres
as a result of alternating impact angles in [36]. In [37], Mylonas and Labeas addressed a
reasonable relation between the quantity of impacts needed in order to receive the results
of experimentally obtained residual stress profiles but still reduce computational time. The
approach of reducing computational time is also applied in this study by the usage of
a two-dimensional setup for the simulation, in order to provide a beneficial tool for the
industry, taking into account the results of previous works mentioned in this section.

3. Fundamentals and Behavior of EN-AW-6082 T6 under Dynamic Conditions

The material investigated in this study is the age-hardenable EN-AW-6082 aluminum
alloy, which is one of the most essential alloying systems for the usage in lightweight
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4. The Johnson–Cook Material Model

In order to simulate impact problems such as shot peening, material models are
commonly used to represent the material’s behavior in the most accurate possible way.
Especially for high dynamic impacts, using FEA to model this process is an efficient and
effective solution. The most important aspect in this context is the strain rate dependency
of a material. Many constitutive models deal with material behavior by dislocation mo-
tions and their interactions with lattice defects. For many industrial processing related
applications, these models are exceedingly complex and require material data with limited
accessibility. Others, such as the Zerilli–Armstrong model, contain a simpler structure, but
still include factors that are elaborate to determine, such as initial grain size [48]. In order
to provide simplicity and convenience to the user, the Johnson–Cook (JC) material model
is establishing itself as the most commonly used material model for impact problems, since
it takes both strain rate and thermal softening behavior into account. Nevertheless, it is
kept simple, consisting of three terms and five material parameters which are arranged as
visualized in (1) [49].

σ =
(

A + Bε
n
p

)

[

1 + C ln

( .
εp
.
ε0

)]

[

1 −
(

T − Tt

Tm − Tt

)m]

(1)

The first term refers to strain hardening during plastic deformation including the
plastic strain εp, the yield strength of the quasi-static condition A, the strain hardening
constant B, as well as strain hardening exponent n. The second term relates to the material’s
behavior under different strain rates with the strain rate sensitivity coefficient C as a result
of different strain rates

.
εp normalized to a quasi-static strain rate

.
ε0. The third term describes

the material behavior under temperature influence including the reference temperature
Tt, the melting temperature Tm, and the thermal softening exponent m [49]. The localized
strain acquired through the shot peening process is limited, resulting in a small energy
input due to the deformation process, even at high strain rates. For this reason, the thermal
input due to the plastic deformation of the impinging spheres at the surface is neglected in
the JC material model for this framework. Therefore, (1) can be reduced by the third term,
resulting in (2).

σ =
(

A + Bε
n
p

)

[

1 + C ln

( .
εp
.
ε0

)]

(2)

The parameters of the first term can be determined by using (3).

ln(σ − A) = n· ln(Bε) (3)

A can be derived from the initial flow curve under quasi-static conditions. The slope n
can be determined graphically by plotting a trend line while B can be expressed by solving
the exponential function. The parameter C includes tests for higher strain rates. To receive
C, (2) has to be arranged as demonstrated in (4).

σ

(A + Bε
n)

= 1 + C·ln

( .
ε

.
ε0

)

(4)

By plotting the left term of (4) against the logarithmic strain rate ratio, C can be
obtained directly from the resulting trend line.

Particular attention is required for the comparison of the determined material param-
eters with literature values, especially the quasi-static strain rate used (

.
ε0), as this value

often varies in a range between 10−4 and 1 s−1. Another disadvantage regarding literature-
based JC parameters is the test setup used to determine these values. For quasi-static
stresses, the tensile test is usually selected in literature for the simplicity of the method.
For particularly high strain rates, the strain rate sensitivity is frequently determined using
the Split-Hopkinson pressure or tensile bar [50]. It should be noted that the stress states
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Table 3 shows the resulting JC parameters, derived from the practical experiments
and calculated according to Section 4. The experiments were carried out until a strain of
0.035 was reached, as higher strains are not relevant considering the shot peening process.

Table 3. Material parameters for the JC model for EN-AW-6082 T6 obtained from practical experi-
ments.

A

[MPa]
B

[MPa]
C

[-]
n

[-]
m

[-]

.
ε0

[s−1]

385.02 116.01 7.97 × 103 0.50 - 1.0

6. FEA Setup and Resulting Data Mining Algorithm

For the implementation of the initial state white box model, a fundamental Abaqus
input script was defined in first instance. This script contains all necessary input parameters
for the simulation model to be automated and is scripted within the Abaqus Python
environment. Table 4 shows a brief overview of the most important variables changeable
within this input script.

Table 4. Variables changeable within the Python input script.

Input Variable Functionality

Radius Possible variation in sphere radius
x_specimen Width of investigated specimen
y_specimen Depth of investigated specimen

rows Number of rows of spheres
angle Angle of sphere impact (initially 90◦)

number_spheres Number of spheres (per defined rows)
delta_x Horizontal distance between each sphere
delta_y Vertical distance between each sphere

row_offset Offset between different rows
step_time_shot Step time related to the impact phase

dens_mat; YM; pois; Density and elastic behavior of investigated material
A; B; n; JC material parameters for the investigated material

C; eps_dot_0 Strain hardening parameters according to the JC model
damping_time Additional step time for stress oscillation analysis

friction_coefficient Defined friction state between specimens and impacting spheres
field frames Number of field output frames within each step

v_shot Shot velocity of spheres
mat Density of spheres (depending on the material)

fine_mesh_region Mesh size of direct impact zone
ground_mesh_region Mesh size of the remaining geometry

RS_node Node set definition for the residual stress analysis

In order to keep the number of degrees of freedom (dof) for the upstream data
analysis reasonable, only the variables v_shot, radius, mat, elastic, and JC parameters of the
investigated material (Section 3) were changed. For a further extending of simulation dof,
a link between the Python input script and the overlaying automation layer is prepared.
The fundamental FEA is defined as dynamically explicit, with widely used element type
CPS4R (mesh size 0.01 mm) and a steady friction coefficient of 0.3. To achieve a high shot
peening coverage rate on the specimen’s surface, 90 spheres within three different rows
were created, with a horizontal and vertical distance of 0.025 mm and a vertical offset
between each row of 0.02 mm. The specimen’s length as well as width was defined with
1.0 mm. Additionally, the impact angle was set to 90◦ and not changed in this study. To
avoid contact definition dependent errors, a loop within the script automatically defined a
surface-to-surface contact between each sphere and the target. Table 5 shows the resulting
parameters varied within this paper.
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10. Results

This paper describes the development of a residual stress prediction module for
the shot peening process. In order to demonstrate the logic implemented, an EN-AW
6082 T6 alloy was examined to obtain valid input parameters for the FEA simulation.
This FEA model is set up according to literature [26,32,54–56], whereas the reduction of
computational time without losing required accuracy was focused on. As a result, over
350 simulations with varying input parameters were automatically executed, resulting in
residual stress profiles within common shot peening process ranges for two different sphere
materials, 18 different velocities, and ten different sphere sizes. These simulations serve as
a basis for the data mining algorithm introduced in Section 7. To enhance the predictor’s
accuracy, an algorithm for the implementation of experimental data from residual stress
tests was additionally implemented. This algorithm is capable of overwriting the initial
database within a defined range. For the usage in a production environment and for
demonstration to interested parties, a user-friendly, front-end GUI was created, using the
same open-source environment as for the logic introduced by the authors.

11. Discussion

Due to the ongoing fourth industrial revolution, the technologies implemented in
the metal processing and manufacturing environment change significantly. Recent devel-
opments in automatic data exchange between production systems do not just increase
the productivity within the production operation. The implementation of standardized
interfaces additionally offers new possibilities to include other technologies into the process
chain with reasonable effort. Numerical simulation, especially FEA, is a common tool in
research and development, whereas the direct integration into the process chain is not
state-of-the-art in practice. Nevertheless, the possibilities and potential advantages of FEA
are pointed out recently in current literature [57,58]. The framework developed by the
authors offers the possibility to be implemented into a digitalized production network. The
algorithms introduced are programmed completely open-source, which allows interested
companies the implementation without high economic barriers. Furthermore, the FEA
solver used can be exchanged with every other software package suitable, as long as an
interface to an open-source programming language is available. Despite the advantages of
the ongoing digitalization and data-driven modeling, real-physics-based engineering has
to be included to a certain extent. For the shot peening process, the relationship between
workpiece and shot peening material as well as process parameters is complex. Using
only black-box approaches would result in an unreasonable amount of required data from
practical experiments to be obtained. On the other hand, using only real-physics-driven
models often do not consider influences occurring in the manufacturing environment
(e.g., sensor offset of respective aggregates, deviations from executed experiments due to
different users). The combination of both techniques, although, can reduce the effort as
well as deviations, offering an efficient and effective possibility to enhance the production
process. Another advantage of the framework introduced in this work is the possibility
of extension for all kinds of materials as well as according varieties in heat treatments,
as already implemented in the respective GUI. Due to the possibility of changing the
interpolation range within the machine learning algorithm, more complex residual stress
profiles can be predicted with similar accuracy. However, it is important to note that
smaller interpolation ranges result in a higher amount of required input data.

The GUI is designed under special consideration of user-friendliness, giving respective
technicians the possibility to choose between two different initial options. Furthermore, the
back-end programming carried out in Python ensures fast understanding and can therefore
be used for educational purposes. The high connectivity provided within the Python
environment allows easy coupling to superordinate networks, enabling users to connect
the process simulation easily into a digitalized production system. For this purpose, the
two-dimensional setup of the described FEA model should be the optimal compromise
between accuracy and efficiency. Nevertheless, for more complex geometry (e.g., bevel,
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material steps), a three-dimensional approach is recommended, as the difference between
experiments and simulations for more complex geometries cannot be neglected. As the
simulation model is based on Python, the implementation of such variations as well as the
transformation to a 3-D model can be done shortly. Furthermore, by slightly adapting the
initial post-processing, the resulting three-dimensional stress state can be easily obtained.

12. Conclusions and Outlook

In this article, a white-box-based framework for the prediction of residual stress
profiles after shot peening treatments based on FEA simulations is presented. To include
decisive influencing factors, the shot velocity, the sphere’s diameter, and the material
parameters were varied. According to this framework, a GUI was developed that enables
the user in industrial environments to insert preferred residual stresses that should be
obtained, receiving the optimal process conditions for this case. Due to the reduction of
the simulation setup by using a two-dimensional FEA simulation that is based on the JC
material model, the underlying algorithm presents a reasonable fit between efficiency and
accuracy. The entries of the JC model can be extended for different materials based on a few
practical experiments. The possibility to enhance accuracy of the predictions is given by
the ability of the user to insert experimentally investigated resulting stress profiles, which
the model adopts while cancelling imprecise entries.

To enhance the usage of the introduced algorithm, additional experiments to obtain
valid input parameters from different materials are planned. Based on this additional
data, other materials of interest will be inserted into the database. Further results from
XRD-based residual stress experiments will also be included for the investigated material as
well as additional materials, resulting in a significant increase of accuracy of the algorithm.

The model presented will be implemented within the Smart Forming Lab at the
Chair of Metal Forming, connected with different types of Cyber Physical Production
Systems by an open-source based MES. The main objective for this specific algorithm is to
calculate accurate process parameters for processed workpieces, in order to increase the
effectiveness and efficiency of the value chain, from casting to recycling. A possibility to
extend this model is the incorporation of the resulting topology. This can be achieved by
using the approach of Zeng et al. through comparative measurements, calculations, and
adapted simulations [59]. Including the resulting mechanical properties and the expected
hardness after shot peening would improve the model considerably. Due to the easy-to-
implement logic of this framework, it is possible to apply this model to further mechanical
surface treatments. Uprising technologies that are currently heavily investigated such as
laser shock peening could be considered. A comparison of the three-dimensional FEA
carried out by Li et al., also using the JC model to the two-dimensional model, will be
considered [60]. Recent work from Dong et al. describes the development of a FEA for
machining operations [61]. In this work, the effect on residual (tensile) stresses combined
with a bimodal Gaussian function is used to predict existing stresses after machining and
before mechanical surface treatment. This approach can be used to integrate the initial
stress state of components to be shot peened. As a result, the accuracy of the initial white-
box model presented in this work can be increased. Based on this combination, the number
of practical experiments for the calibration of the algorithm can be further reduced. Recent
work from Bock et al. [62] can additionally serve as a basis for the training of a physical
data-driven artificial neural network.
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Abstract 

As a result of the increasing digitization in the context of the fourth industrial revolution in the 

metal processing industry, the application of the associated possibilities has also entered the 

field of optimized in-situ material quality testing. In-line monitoring in the production of semi-

finished products such as sheet metal in particular will be implemented and optimized to an 

increasing extent. For this purpose, this study presents a method that correlates the resulting 

mechanical properties to the electrical resistance of aluminum sheets during rolling for 

different rolling schedules and lubrication conditions by applying a non-contact measurement 

system. The four-point method, which was implemented for material testing on a tensile 

testing machine, can be further transferred to a rolling aggregate for an in-situ quality control 

step between the passes. Thus, using a black box machine learning approach, conclusions can 

be drawn about the prevailing mechanical properties as well as the anisotropic behaviour by 

measuring the electrical resistance. Furthermore, a graphical user interface was developed, 

which generates an optimized rolling schedule for desired mechanical properties. By 

integrating such a measurement equipment into the rolling process, predictions can be made 

about the resulting properties and labor-intensive subsequent quality checks as well as scrap 

can be significantly reduced. In addition, there is the possibility to specify desired mechanical 

properties for further sheet forming processes, whereupon the optimal rolling process route 

to achieve them is displayed. 

 

Introduction 

In recent years, there has been a steady increase in efforts to utilize the integration possibilities 

associated with the fourth industrial revolution (I 4.0) in the metalworking industry [1–4] . Due 

to the opportunity of collecting and processing data on the produced component throughout 

the entire value chain, data processing methods using artificial intelligence and machine 

learning (ML) algorithms are becoming increasingly important [5–7]. In addition to the 

manufacturing process itself, quality control of the processed component is an essential part 

of the production route. Especially for safety-relevant components, a large number of quality 

inspections and material testing methods are frequently carried out after production, in 

addition to the incoming semi-finished product inspection. In this area, the degree of 

automation is also steadily increasing as a result of the latest developments [8,9]. In-situ 

methods, which record mechanical, thermal, thermomechanical, microstructural and/or 

physical properties of the workpiece during a thermal, mechanical or thermomechanical testing 
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process, are of particular interest. In this context, those testing methodologies are 

advantageous which simultaneously record several properties and automatically create a data-

driven correlation to other characteristics. 

One of the most commonly tested physical properties of metals for quality control in a metal 

processing industry is the specific electrical conductivity or electrical resistance [10]. On the 

one hand, this has the advantage that it is easy to measure, but at the same time it correlates 

with a large number of other material properties, allowing numerous conclusions to be drawn 

about this measurand [11,12]. The best-known representatives of the measured quantities 

associated with electrical conductivity are, on the physical side, thermal conductivity and, on 

the microstructural level, lattice defects such as inclusions, voids, dislocations or grain 

boundaries [13]. In general, it is assumed that the electrical resistance increases with increasing 

temperature, which results from the stronger oscillation of the lattice atoms [14,15] . 

Following the Matthiessen rule, the electrical conductivity is based on scattering processes of 

the electrons with various lattice defects or the thermally activated phonons and accumulates 

to a total electrical resistivity ρ according to 𝜌 = 𝜌𝑡ℎ + 𝜌𝑟𝑒𝑠 (1) 

where the ρth describes the theoretical electrical resistance based on thermal activation and 

ρres the residual resistance consisting of impurities and lattice defects. This implies that the 

knowledge of the residual resistance at absolute zero allows to draw conclusions about the 

microstructure via the linear increase of the electrical resistance with temperature increase. 

However, this residual resistance is a superposition of a multitude of defects which, on the one 

hand, cannot be changed, such as impurities, but, on the other hand, can very well be changed 

via various processes. In addition to voids, this includes grain boundaries, which can be 

significantly changed by several processes [15]. Knowledge of grain boundaries, grain sizes or 

morphology is particularly essential for forming processes in the manufacture of semi-finished 

products or components. In forming processes such as rolling, dislocations are induced in the 

material while the grains are stretched in the rolling direction. 

Basically, it is assumed that the forming energy is converted into stored energy of cold work 

(SECW) on the one hand and into adiabatic heating on the other hand. The coefficient of 

adiabatic heating, the Taylor-Quinney coefficient, can be calculated in principle by Eq.2: 𝛽𝑖𝑛𝑡 = 𝜌𝑑𝑒𝑛𝑠𝐶∆𝑇/ ∫ 𝜎𝑖𝑗𝑑𝜀𝑖𝑗𝑃 =  𝑄/𝑊𝑃 (2) 

In this context, ρdens corresponds to the material density, C to the heat capacity and ΔT to the 
temperature increase. The components in the denominator correspond to the stress and 

plastic strain tensors. In other words, the upper term can be summarized as the amount of heat 

dissipated and the lower term as the work input. The sum of the two components then 

corresponds to the initial forming energy [16].  

While a large part of the energy input results in adiabatic heating in the workpiece, thus 

reducing the actual strain as well as enhancing diffusion processes, the decisive factor is the 

amount of undeformed strain prevailing in the material in the form of dislocation energy. 

Furthermore, the amount of energy introduced as dislocations can be assumed by the formula  𝜎 =  0.5𝐺𝑏𝜌𝑑𝑖𝑠12  (3) 



Where σ corresponds to the stress, G to the shear modulus, b to the burgers vector, and ρdis to 

dislocation density [17].  

The amount of dislocations introduced and their ability to move freely are critical to the 

deformation and corresponding to the strain hardening behaviour of the material. The strain 

hardening, in terms of the strain hardening exponent of a material, is likewise decisive for the 

further processability, for example by stretch forming processes. 

In general, it is assumed that cold forming processes are primarily incorporated in the increase 

in dislocation density, which is proportional to the applied strain. Beyond a certain strain 

introduced into a material, this, in combination with thermal activation, can lead to recovery 

or recrystallization effects. Generally, this is not the case for most metals during cold forming, 

but considering aluminum, it cannot be completely precluded. Due to the high stacking fault 

energy of aluminum, this material has a strong tendency to recovery processes at a 

correspondingly high strain [18]. In the literature, a high value is usually assumed for the Taylor-

Quinney factor, which means that even during cold forming of aluminum, the dissipated heat 

quantity is sufficient to force softening behavior due to (meta-) dynamic recovery as well as 

recrystallization and also their superposition. This again contrasts with the softening due to the 

increase in dislocation density, as the dislocations are thereby degraded again. Furthermore, it 

has been shown that the Taylor-Quinney factor can vary between 0.45 and 0.65 for pure 

aluminum, depending on the strain rate applied [19], although both the yield curve and the 

microstructural studies do not reveal any strain rate influence. 

In addition, anisotropy becomes of predominant importance when considering rolled material. 

Due to the cold rolling process, the grains are stretched enormously in the rolling direction and 

remain in this arrangement, provided recrystallization has not occurred. This condition causes 

differences in the mechanical behavior in varying orientations and is particularly noticeable in 

sheet forming, such as deep drawing. In practice, it is therefore common to perform mechanical 

sampling in different directions in order to be aware of the extent of anisotropy [20]. 

Taking into account all these influencing factors for pure aluminum during cold forming renders 

a mathematical representation in terms of microstructure modeling, for instance, very 

complex. The implementation of a purely physical approach in a finite element analysis requires 

knowledge of all interactions at given parameters, which considerably complicates this 

approach. However, even the application of a semi-empirical material model requires an 

enormous amount of experimental effort, which is not least faced with the great challenge of 

separating all microstructural changes that can overlap simultaneously and developing the 

appropriate set of material parameters. This is further complicated by the fact that aluminum 

alloys can differ enormously from one another due to their diverse and multitude of 

precipitates [21,22]. 

Since microstructure simulation of aluminum turns out to be relatively difficult, simpler 

methods lend themselves to finding a correlation between the material, its mechanical and 

microstructural properties during forming. 

For this purpose, it is suitable to consider the enablers of I 4.0. ML approaches offer an 

enormous facilitation in this respect, whereby the white-box or black-box method is in the focus 

in this context. While white-box ML algorithms are based on real-physical comprehensible 

models, the black-box method relies on data-driven models. A combination of these two 

modeling methods is offered by grey-box modeling. In this approach, real-physical data are 

used to provide supporting points, while data-driven algorithms predict an outcome [23]. 



In order to generate a simplification of the quality control of a rolled aluminum sheet, a data 

driven black-box model is developed in this study to establish a correlation between mechanical 

properties and the electrical resistivity of EN AW-1050A sheets for different rolling routes. For 

this purpose, tensile specimens are taken from aluminum sheets produced via different rolling 

schedules in the rolling direction (0°), 45° and transverse directions (90°) and examined by 

means of tensile tests. In addition, a four-point method is used to measure the change in 

electrical resistance during tensile testing. Based on this method, a data basis between 

mechanical properties depending on the spatial direction and the change of electrical resistivity 

is established. If this method is implemented in a forming process such as rolling, this can be 

integrated into a Cyber Physical Production System (CPPS) implemented in a Smart Production 

Lab at the Chair of Metal Forming at the Montanuniversitaet Leoben by combining it with grey 

box modeling and thus be used for non-destructive in-situ quality control of the semi-finished 

product [24–26]. 

Materials and Methods 

EN AW-1050A 

The material EN AW-1050A was selected as it is a material with a constant face-centered cubic 

(fcc) lattice structure, which does not exhibit allotropic transformation at elevated 

temperatures. It is a pure aluminum with limited impurity content, which is especially 

characterized by its excellent corrosion resistance. Therefore, it finds industrial application in 

the chemical or nourishment industry, as well as in container and apparatus construction. In 

addition, aluminum has excellent electrical and thermal conductivity [27].  

Furthermore, this material was used because the lattice defects are limited to those occurring 

in pure metal, such as vacancies, dislocations, grain boundaries or stacking faults, without the 

presence of precipitations or additional phases. These would complicate the interpretation of 

electrical and thermal conductivity.  

Due to the high stacking fault energy of aluminum, it shows a lower strengthening 

characteristic, resulting in a greater resistance to recrystallization than other metals. However, 

this results in the fact that there is also a very low tendency for twinning, which is why there is 

a smaller deviation between the compression and yield strengths in this material in the 

deformed state, as well as a low tendency for a bulking effect [18]. 

In addition, this material shows a pronounced dynamic recovery, due to the tendency to 

dominant transverse sliding of the screw dislocations caused by the high stacking fault energy. 

The dynamic recovery does not influence the grain structure, but reduces the strain hardening 

due to dislocation annihilation and the formation of a substructure [17,18]. The effect of the 

dynamic softening processes on the flow curve is shown in Figure 1. 



 

Figure 1: Characteristic flow curves of aluminum including softening processes cf. [17] 

Initial condition of the material 

The initial material for this investigation was EN AW-1050A sheet rolled from an initial height 

(h0) of 6.0 mm to a thickness of 0.5 mm. These were rolled under different conditions in a rolling 

mill aggregate, which was transformed into a CPPS as described in [25]. Table 1 lists the 

different conditions of the rolling experiments. 

Table 1: Different rolling conditions  

T1 Full lubrication 

T2 No lubrication 

V1 „hard“ rolling schedule 

V2 „intermediate“ rolling schedule 

V3 „soft“ rolling schedule 

 

By varying the friction conditions, the influence on the rolling forces or on the mechanical 

properties of the sheets is to be investigated. 

The gradations of the rolling schedules refer to the size of the pass reductions to achieve the 

final rolling thickness. This implies that V1 is associated with a lower number of passes but 

higher forces and thus hardening. The rolling schedules are summarized in Table 2. 

Table 2: Height reductions during the different rolling schedules V1, V2 and V3 

Nr. s0 (V1) [mm] s0 (V2) 

[mm] 

s0 (V3) 

[mm] 

1 4.50 5.00 5.00 

2 3.50 4.00 4.50 

3 2.75 3.50 4.00 

4 1.75 2.50 3.50 

5 1.00 1.50 3.00 

6 0.75 1.00 2.50 

7 0.50 0.50 2.00 

8 - - 1.50 

9 - - 1.00 

10 - - 0.50 



These differences in the rolling schedules are intended to represent different stress paths and 

to determine their influence on the spring-back of the material and the rolling behavior. To 

determine whether these cumulative deformation paths have an influence on material 

behavior, in particular anisotropy, three flat tensile specimens were taken from each of the 

sheets at 0°, 45° and 90° to the rolling direction.  

These were tested on the Zwick Z250 tensile testing machine where the stress-strain curves 

were evaluated via the associated testXpert software. The experiments were conducted in 

accordance with DIN EN 10002-1 (German Institute for Standardization). In addition, the 

development of electrical resistance during deformation up to fracture was also monitored on 

selected specimens using the four-point method.  

Four-point Method 

The four-point electrical resistance measurement method has been used in many studies to 

establish a correlation between strain, damage, dislocation density and the associated change 

in electrical resistance. 

The basic principle behind the four-point method is that by using four probes to measure the 

voltage drop across a sample, it is possible to accurately measure the electrical resistance of 

the material, regardless of the resistance of the leads or contacts used to make the 

measurement. 

The four-point measurement technique works by passing a known electrical current through 

two probes (referred to as the current probes) that are placed a known distance apart on the 

sample. Two additional probes (referred to as the voltage probes) are placed a known distance 

apart between the current probes, and the voltage drop across the sample is measured. By 

measuring the voltage drop using the two voltage probes, it is possible to calculate the electrical 

resistance of the sample using Ohm's law, which states that the resistance of a material is equal 

to the voltage drop across the material divided by the current passing through it. Because the 

current is known and the voltage drop is measured directly using the two voltage probes, the 

electrical resistance of the sample can be calculated accurately [28]. 

In this study, this method was applied to a non-contact in-situ test to record the changes in 

electrical resistance of the drawn specimens during tensile tests. For this purpose, as explained 

in [29], a voltage-controlled and current-regulated DC source was used, which generates a 

parallel current path across the tensile testing machine and the tensile specimen clamped on 

both sides. Thus, the voltage drop is measured over a certain length, which corresponds to the 

test length of the tensile specimen in addition to the strain during the test itself, via two pairs 

of contacts. The outer contact pair supplies a current of up to 30 amperes, while the inner 

registers this voltage drop.  

These measured variables (current sensor signals, voltage drop) are visualized in the DewesoftX 

software during the test and recorded at a measurement frequency of 10 kHz. In order to 

achieve the correlation of the slope of the electrical resistance and an increase in the 

temperature of the sample, some experiments were also equipped with an additional 

temperature sensor Pt1000 with the possibility of integrating this measurement variable into 

the DAQ system as well. In this software it is possible to reduce signal noise by using various 

low pass filters. 

One important advantage of the four-point probe technique is that it is relatively insensitive to 

variations in the contact resistance between the probes and the sample. This is because the 



voltage probes are placed a known distance apart between the current probes, and so the 

voltage drop measured by the voltage probes is largely independent of the contact resistance. 

This allows for very accurate measurements of the electrical resistance of the sample, even if 

the contact resistance between the probes and the sample is relatively high. 

Results and discussion 

In this section, the results of the tensile tests and the four-point method are presented in the 

form of the resulting characteristic values for the experiments. At the beginning, the 

synchronization step is presented. Furthermore, an ML algorithm is presented which correlates 

the mechanical properties of the material with the electrical resistance. This results in synergies 

which do not require a background in real physics but nevertheless provide information about 

the obtained mechanical properties. 

Digitization of two proprietary systems 

To merge and synchronize the datasets of the two proprietary systems (testXpert & DewesoftX) 

without implementing further hardware, an open-source post-processing step using Python 

was developed, increasing the reliability and quality of the data. Both systems generate time 

series data in different formats with different sampling rates, whereby the tensile testing 

machine depicts a sampling rate of 50 Hz and the electrical resistivity system showcases a 

sampling rate of 10 kHz. The time of data synchronization was set at the time of the specimen 

failure. At the failure, the electrical circuit is broken and the current drops towards 0 A. If the 

current falls below a set threshold value of 0.15, the timestamp of the last data point and of 

the tensile test dataset is set equal to the timestamp of the last data point of the electrical 

resistivity dataset. Consequently, both data sets are merged from this common synchronization 

point. 

Results of the mechanical properties 

Figure 2 shows the ultimate tensile strength (UTS) results as a function of the rolling schedule, 

lubrication condition and extraction orientation. 



 

Figure 2: Comparison of UTS for different rolling schedules, friction conditions and extraction directions 

 

The results for yield strength (YS) (proportional limit at 0.2%) as a function of lubrication and 

rolling schedules are shown in Figure 3. 

 



 

Figure 3: Comparison of YS for different rolling schedules, friction conditions and extraction directions 

For both of these strength values (YS and UTS) of the stress-strain diagram, there is a tendency 

towards higher strength values in the rolling direction than in the 45° orientation. The highest 

values tend to occur in the transverse direction.  

The absolute values of UTS are in a relatively similar range for all three rolling schedules, 

regardless of the prevailing lubrication condition. In addition, the values for 0° are in a relatively 

narrow scatter range. 

The deviation from the common opinion that the mechanical properties are worse in the 

transverse direction than in the rolling direction can be explained by the choice of alloy. When 

the grains are stretched in the rolling direction, the dislocations mobilized by the uniaxial 

deformation during the tensile test do not have to change their preferred slip plane/direction 

(preferably {111} <110> for aluminum) as often due to the small number of grain boundaries, 

which is why there is less accumulation of dislocations at grain boundaries. Therefore, even in 

theory, the rolling direction would tend to have lower strength.  

However, for alloys that have inclusions, precipitates or other impurities that preferentially 

accumulate at grain boundaries, the likelihood of detachment at these particles, and thus 

preferential pore formation, is higher in the transverse direction than in the rolling direction.  

Since EN AW-1050A is a rather pure grade in which precipitations are not expected, this leads 

to a rather theoretical behavior of the mechanical properties, therfore the transverse direction 

shows higher strengths.  



On the other hand, the strength values behave approximately similar to the values of the 

uniform elongation (eu), which are shown in Figure 4. In the case of lubrication condition T1, 

thus with the presence of the lubricant, the specimens in the rolling direction tend to exhibit 

higher elongation than those in the 45° or 90° direction. The tendency of the higher elongation 

values at 0° and 90° is maintained.  

For the non-lubricated rolled specimens (T2), the results for all pass schedules provide a 

relatively large scatter. The value ranges for V2 and V3 are in a rather lower range than for the 

"hard" stitch plan V1. 

It should be noted here that the lubrication conditions on the one hand affect the amount of 

forming energy introduced and on the other hand influence the heat generation in the system. 

 

Figure 4: Comparison of eu for different rolling schedules, friction conditions and extraction directions 

 

Figure 6 plots the slope of the resistance (kΩ) for the different conditions. This slope is linear to 

the strain in the tensile test for all specimens, as depicted for a representative measurement in 

Figure 5. 



 

Figure 5: Representation of the evolution of the electrical resistance during tensile testing 

 

 

Figure 6: Comparison of kΩ for different rolling schedules, friction conditions and extraction directions 

This evaluation revealed a high linearity of the slope of the electrical resistance with the 

mechanical strain of the specimen until rupture. For a T1 condition, it is noticeable that the 

slope of the electrical resistance tends to be higher for the 45° specimens than for 0°, regardless 

of the rolling schedule, and this in turn is higher than for 90°. This indicates an indirect 

proportionality to the strength values. 



If the lubricant is excluded, it is impossible to deduce any pattern. This would suggest an 

undefinable thermal condition, which, due to the higher heat dissipation, would imply different 

retention times for the diffusion of dislocations in the sense of recovery (healing of dislocations 

and formation of a substructure) depending on the rolling schedule. 

In addition to the slope of the electrical resistance, the initial state dΩ of the electrical resistance 

at the start of the tensile test was additionally analyzed and visualized in Figure 7. According to 

the Matthiessen rule, this would imply a measurement of the initial microstructure under the 

same material conditions, each with the same lubrication and stitch plan constraints. Due to 

the anisotropy of the rolled sheet, the comparison of the three different directions here 

indicates the accumulated resistance of theoretical (residual) resistance with that caused by 

dislocation density and grain boundaries.  

 

 

Figure 7: Comparison of dΩ for different rolling schedules, friction conditions and extraction directions 

Here the effects of the different rolling schedules and lubrication conditions are clearly visible. 

Under both conditions, T1 and T2, the V1 rolling schedule exhibits a significantly higher initial 

electrical resistance in all directions. In this regard, the rolling schedule V3 has the lowest initial 

resistance, although it is relatively close to V2. These conditions are largely unaffected by the 

tested directions. In contrast, the absolute values of the T1 condition are always higher than 

those of the T2 condition. 

That suggests that it is essentially the introduced dislocation density which act as obstacles to 

electron movement. Since the V1 state assumes a considerably higher value, this will be due to 

the "hard" rolling plan and the associated high work hardening, in other words high stored 



dislocation density. Accordingly, the V2 rolling schedule should be in a higher range than V3, 

but since V3 requires more passes to generate the same sheet thickness, the higher dislocation 

density may be a consequence of the number of passes. Due to the fact that the values of the 

initial electrical resistivity do not vary statistically for the tested orientations, it is obvious that 

the influence of the scattering of electrons at the grain boundaries has to be estimated as rather 

small. 

The influence of lubrication conditions here will be due to heat generation or deviation. In the 

case of an unlubricated condition, the forming by rolling occurs apparently by solid state 

friction. This leads to a higher heat development in the material. In addition, the heat 

dissipation introduced by the forming energy is first dissipated along the material itself instead 

of to the gaseous ambient air. As a result, more energy is stored in the material in the form of 

heat, and thus the diffusion-controlled softening mechanisms, such as recovery, occur 

primarily.  

On the other hand, the energy dissipation acting due to the application of a lubricating film is 

absorbed by the film itself, resulting in the cooling of the sheet and thus minimizes the driving 

force for dislocation annihilation and subgrain formation. Therefore, in this state, the 

dislocation density introduced is comparatively maintained and therefore results in a higher 

initial electrical resistance. 

This is a significant parameter with a good correlation to the different pass schedules, directions 

and lubrication conditions. In addition, this variable is relatively easy to measure in-situ during 

rolling and to assign to the other mechanical values. 

Therefore, this measured quantity (the electrical resistivity) as a function of the pass schedule, 

the spatial directions and the lubrication condition corresponds to a measured quantity that 

can preferably be processed in a black box model. 

Another variable that can be generated from the values obtained is the strain hardening 

exponent n. This is a criterion for the stretch formability of a sheet and therefore an essential 

variable for the further processability of the sheet.  

The n- value is a measure of the rate at which a material hardens when it is deformed plastically, 

such as during rolling or bending. It is a dimensionless value that characterizes the relationship 

between the true stress and true strain during plastic deformation. 

It can be calculated from the stress-strain curve of a material during plastic deformation using 

the following equation: 

n = d(log(σ))/d(log(ε)) 
 

(4) 

 

where σ represents the true stress and ε is the true strain. 

The value of the strain hardening exponent can provide information about the mechanical 

properties of the material, such as its ductility and work hardening behavior and are 

represented in Figure 8. 

  



 

Figure 8: Comparison of n for different rolling schedules, friction conditions and extraction directions 

Despite aluminum being a fairly isotropic material, any significant expression of anisotropy is 

not anticipated. A decreasing tendency of the n-values from 0° to 90° can be observed for the 

T1 condition for all rolling schedules. 

The decrease of the n-value can be explained by the elongated grain structure of the rolled 

sheets, creating a preferred crystallographic orientation. This orientation leads to higher 

dislocation density and more pronounced dislocation interactions, such as pile-ups and cell 

formation in the rolling direction compared to the transverse direction, resulting in greater 

strain hardening. 

In the T2 state, this phenomenon is also present, but the values are scattered, especially in V2 

at 45°. 

Furthermore, during selected tensile tests, the temperature development was additionally 

measured using Pt1000 temperature sensors on the specimen. The results of the temperature 

rise during deformation (the slope) is represented in Figure 9. 



 

Figure 9: Comparison of the slope of temperature versus the slope of the elongation  for different rolling schedules, friction 

conditions and extraction directions 

 



 

Figure 10: Comparison of the slope of temperature versus the slope of the electrical resistivity  for different rolling schedules, 

friction conditions and extraction directions 

A decreasing tendency from 0° to 90° can be found for both assignments of the temperature 

gradient for the T1 condition. This cannot be found for the T2 condition. 

Table 3 contains the evaluated results of the measurements performed. For the studied slopes, 

the intersection with the y-axis was furthermore evaluated but were not described due to the 

lack of significance.  

Table 3: Results of the tensile tests and electrical resistivity measurements 

T V 
sheet 

no. 
Grad YS eu UTS ebreak n dn kΩ dΩ kT dT 

T1 V1 73 0° 
122.756 

±8.5 

2.259 

±0.05 

165.744 

±1.556 

11.146 

±2.276 

0.0369 

±0.0027 

5.2771 

±0.0052 

0.000549 

±0.000063 

0.02874 

±0.00032   

T1 V1 73 45° 
118.733 

±2.452 

2.037 

±0.033 

161.1 

±0.286 

8.685 

±2.154 

0.0294 

±0.0038 

5.2098 

±0.0219 

0.00054 

±0.000018 

0.02908 

±0.00018   

T1 V1 73 90° 
130.08 

±2.474 

2.015 

±0.042 

172.474 

±0.867 

9.231 

±0.291 

0.0272 

±0.0017 

5.2746 

±0.0053 

0.000434 

±0.000022 

0.02894 

±0.00011   

T1 V1 76 0° 
125.84 

±1.305 

2.18 

±0.063 

164.772 

±1.425 

8.807 

±4.077 

0.03506 

±0.0013 

5.26422 

±0.00383 

0.000517 

±0.000012 

0.02979 

±0.00019 

0.12324 

±0.01419 

23.47392 

±0.04528 

T1 V1 76 45° 
129.913 

±2.347 

1.987 

±0.086 

167.548 

±4.3 

10.104 

±0.69 

0.02737 

±0.0006 

5.24604 

±0.02461 

0.000579 

±0.000074 

0.03003 

±0.00008 

0.08832 

±0.01892 

23.60461 

±0.11557 

T1 V1 76 90° 
131.528 

±2.046 

1.993 

±0.066 

170.084 

±1.987 

10.067 

±0.352 

0.02591 

±0.00171 

5.25589 

±0.0189 

0.000471 

±0.000069 

0.03012 

±0.00004 

0.06169 

±0.02675 

23.71194 

±0.26287 

T1 V2 1 45° 
116.668 

±1.859 

1.995 

±0.035 

160.394 

±0.851 

9.541 

±3.991 

0.0286 

±0.0014 

5.2074 

±0.0106 

0.000496 

±0.000022 

0.02655 

±0.00008   

T1 V2 1 90° 
120.158 

±4.442 

2.068 

±0.222 

165.741 

±3.596 

9.019 

±3.898 

0.0289 

±0.001 

5.2424 

±0.0193 

0.000455 

±0.000028 

0.02682 

±0.00026   

T1 V2 4 0° 
116.555 

±1.442 

2.224 

±0.06 

165.071 

±1.155 

10.105 

±5.332 

0.0361 

±0.0006 

5.2701 

±0.0097 

0.000478 

±0.000023 

0.02643 

±0.00033   



T1 V2 4 45° 
115.377 

±1.069 

2.033 

±0.044 

160.48 

±0.666 

12.323 

±1.018 

0.0299 

±0.0011 

5.2112 

±0.0057 

0.000507 

±0.000005 

0.02648 

±0.00009   

T1 V2 4 90° 
125.304 

±1.59 

2.134 

±0.047 

170.591 

±1.109 

9.947 

±4.065 

0.0331 

±0.0056 

5.2898 

±0.0322 

0.000437 

±0.000019 

0.02665 

±0.00025   

T1 V2 5 0° 
118.56 

±1.089 

2.259 

±0.03 

165.89 

±1.281 

16.247 

±2.485 

0.03679 

±0.00298 

5.2763 

±0.01297 

0.000508 

±0.000029 

0.02651 

±0.00013 

0.09993 

±0.01156 

22.52516 

±0.23065 

T1 V2 5 45° 
114.599 

±0.438 

2.097 

±0.142 

160.963 

±0.365 

13.652 

±1.215 

0.03218 

±0.00008 

5.22533 

±0.00234 

0.000509 

±0.000052 

0.02677 

±0.00014 

0.11562 

±0.00177 

22.55969 

±0.01289 

T1 V2 6 0° 
121.46 

±1.488 

2.229 

±0.136 

165.529 

±1.603 

10.382 

±4.04 

0.03465 

±0.00079 

5.26681 

±0.01307 

0.000499 

±0.000021 

0.02696 

±0.00023 

0.11575 

±0.03121 

23.03741 

±0.11506 

T1 V2 6 45° 
124.343 

±1.2 

1.978 

±0.075 

164.651 

±1.137 

10.499 

±0.688 

0.02487 

±0.0027 

5.21648 

±0.01062 

0.000521 

±0.000069 

0.02739 

±0.00017 

0.10648 

±0.02662 

23.05508 

±0.08117 

T1 V2 6 90° 
133.778 

±2.46 

1.973 

±0.086 

172.542 

±2.638 

10.545 

±0.356 

0.02618 

±0.00058 

5.27132 

±0.01306 

0.000411 

±0.000013 

0.02769 

±0.00012 

0.10135 

±0.01551 

23.11543 

±0.02132 

T1 V3 16 0° 
117.957 

±1.795 

2.332 

±0.041 

164.276 

±1.205 

8.049 

±1.56 

0.0367 

±0.0004 

5.2674 

±0.0081 

0.000477 

±0.000013 

0.02703 

±0.00029   

T1 V3 16 45° 
115.159 

±0.976 

2.032 

±0.038 

159.385 

±0.272 

11.23 

±0.59 

0.0296 

±0.0015 

5.2047 

±0.0077 

0.000508 

±0.000002 

0.02743 

±0.00004   

T1 V3 16 90° 
125.273 

±6.529 

2.057 

±0.035 

169.276 

±3.89 

10.311 

±0.522 

0.0285 

±0.0012 

5.2619 

±0.0212 

0.000422 

±0.000016 

0.02714 

±0.00043   

T1 V3 17 0° 
127.805 

±0.756 

2.098 

±0.04 

166.884 

±0.907 

4.369 

±0.243 

0.0341 

±0.00165 

5.2734 

±0.01228 

0.000465 

±0.000013 

0.02717 

±0.0002 

0.15081 

±0.01025 

23.12813 

±0.06533 

T1 V3 17 45° 
120.277 

±3.027 

2.054 

±0.033 

161.23 

±2.238 

14.376 

±0.973 

0.03248 

±0.00153 

5.22889 

±0.01833 

0.000514 

±0.000006 

0.02767 

±0.00007 

0.11076 

±0.00576 

23.29566 

±0.02459 

T1 V3 17 90° 
130.275 

±2.368 

2.065 

±0.099 

167.314 

±1.77 

12.421 

±0.531 

0.02959 

±0.00028 

5.25433 

±0.01225 

0.000426 

±0.000017 

0.02755 

±0.00011 

0.07569 

±0.05727 

23.48934 

±0.1827 

T2 V1 73 0° 
121.274 

±0.411 

2.147 

±0.199 

162.647 

±0.839 

8.74 

±6.402 

0.0354 

±0.0025 

5.22648 

±0.0215 

0.000507 

±0.000042 

0.02662 

±0.00006   

T2 V1 73 45° 
114.998 

±2.633 

2.09 

±0.041 

157.455 

±0.775 

13.017 

±0.71 

0.0353 

±0.003 

5.2116 

±0.0147 

0.000475 

±0.000039 

0.02702 

±0.00014   

T2 V1 73 90° 
123.719 

±3.704 

2.167 

±0.175 

167.082 

±2.046 

9.02 

±4.894 

0.0324 

±0.0021 

5.2623 

±0.0153 

0.000479 

±0.000017 

0.02678 

±0.00022   

T2 V1 76 0° 
127.651 

±3.128 

2.22 

±0.061 

161.407 

±1.091 

13.31 

±1.754 

0.03497 

±0.00005 

5.24176 

±0.00737 

0.00047 

±0.000015 

0.0275 

±0.00043 

0.11389 

±0.01467 

23.56116 

±0.06334 

T2 V1 76 45° 
124.273 

±0.825 

1.934 

±0.12 

156.208 

±0.763 

7.155 

±4.358 

0.03211 

±0.00161 

5.19447 

±0.01102 

0.000466 

±0.000039 

0.02852 

±0.00124 

0.11177 

±0.01825 

23.57839 

±0.10764 

T2 V1 76 90° 
125.267 

±6.015 

2.066 

±0.199 

163.996 

±1.661 

10.306 

±0.394 

0.02774 

±0.00488 

5.22481 

±0.03115 

0.000512 

±0.000014 

0.02764 

±0.00002 

0.05407 

±0.08013 

23.71509 

±0.26905 

T2 V2 1 0° 
126.005 

±8.479 

2.228 

±0.093 

170.937 

±13.35 

11.669 

±1.508 

0.0353 

±0.003 

5.2968 

±0.0919 

0.000512 

±0.000029 

0.02333 

±0.00005   

T2 V2 1 45° 
111.468 

±2.227 

2.11 

±0.067 

157.328 

±2.025 

9.03 

±4.507 

0.0307 

±0.0072 

5.192 

±0.0445 

0.000475 

±0.000041 

0.02386 

±0.00017   

T2 V2 1 90° 
116.273 

±3.541 

1.996 

±0.204 

164.298 

±2.111 

8.048 

±4.322 

0.0304 

±0.0008 

5.2375 

±0.0156 

0.000421 

±0.000042 

0.02405 

±0.00005   

T2 V2 4 0° 
117.501 

±1.563 

2.092 

±0.006 

162.138 

±1.308 

3.804 

±0.573 

0.0341 

±0.0013 

5.2414 

±0.0107 

0.000455 

±0.00002 

0.02389 

±0.00025   

T2 V2 4 45° 
111.72 

±3.617 

2.01 

±0.059 

156.663 

±1.458 

10.97 

±0.286 

0.022 

±0.006 

5.1479 

±0.0362 

0.000456 

±0.000048 

0.02409 

±0.00021   

T2 V2 4 90° 
118.767 

±4.291 

2.024 

±0.164 

166.943 

±0.368 

3.37 

±0.947 

0.0297 

±0.0042 

5.2495 

±0.0209 

0.000474 

±0.000036 

0.02378 

±0.00037   

T2 V2 5 0° 
127.441 

±2.427 

1.947 

±0.175 

165.078 

±0.805 

6.384 

±4.524 

0.03262 

±0.00115 

5.25338 

±0.00186 

0.000435 

±0.000032 

0.02364 

±0.00066 

0.16254 

±0.04312 

22.69885 

±0.31484 

T2 V2 5 45° 
118.599 

±0.442 

2.066 

±0.031 

158.787 

±0.858 

16.656 

±2.347 

0.03514 

±0.00093 

5.22279 

±0.00928 

0.000462 

±0.000026 

0.0234 

±0.0002 

0.06113 

±0.02771 

22.90844 

±0.12501 

T2 V2 5 90° 
130.329 

±0.657 

1.853 

±0.085 

167.602 

±0.487 

3.25 

±0.447 

0.03012 

±0.00063 

5.25727 

±0.00273 

0.000418 

±0.000008 

0.02365 

±0.00017 

0.08446 

±0.06181 

23.09845 

±0.20782 

T2 V2 6 0° 
127.488 

±1.376 

1.912 

±0.049 

161.545 

±1.634 

3.092 

±0.327 

0.0312 

±0.00124 

5.22647 

±0.01333 

0.000439 

±0.000009 

0.02404 

±0.00022 

0.04113 

±0.03172 

23.32313 

±0.05981 

T2 V2 6 45° 
117.132 

±1.395 

1.944 

±0.059 

155.835 

±1.702 

8.69 

±4.513 

0.02119 

±0.02024 

5.14514 

±0.09692 

0.000444 

±0.000031 

0.02447 

±0.00022 

0.12728 

±0.02734 

23.13613 

±0.09921 

T2 V2 6 90° 
133.547 

±3.024 

1.837 

±0.129 

166.666 

±2.575 

2.741 

±0.221 

0.02497 

±0.0032 

5.22877 

±0.01448 

0.000446 

±0.000012 

0.02433 

±0.00025 

0.07059 

±0.03201 

23.31055 

±0.02981 

T2 V3 16 0° 
117.873 

±1.552 

2.185 

±0.123 

160.004 

±0.749 

8.582 

±6.942 

0.0356 

±0.0002 

5.2344 

±0.0037 

0.000463 

±0.000069 

0.02402 

±0.00013   

T2 V3 16 45° 
113.775 

±3.143 

2.11 

±0.078 

156.497 

±1.982 

13.937 

±1.142 

0.0343 

±0.0006 

5.2042 

±0.0157 

0.00043 

±0.000025 

0.02463 

±0.00011   

T2 V3 16 90° 
119.768 

±6.985 

2.063 

±0.094 

162.518 

±5.941 

6.542 

±5.369 

0.0316 

±0.0017 

5.2308 

±0.044 

0.000412 

±0.000022 

0.02462 

±0.00001   

T2 V3 17 0° 
127.17 

±1.669 

2.031 

±0.027 

159.484 

±0.743 

10.587 

±1.144 

0.02836 

±0.00237 

5.20006 

±0.01083 

0.000487 

±0.000009 

0.0249 

±0.00024 

0.07601 

±0.0066 

23.42917 

±0.04648 



T2 V3 17 45° 
122.467 

±2.168 

1.896 

±0.135 

155.573 

±1.36 

9.89 

±4.052 

0.02715 

±0.00081 

5.16927 

±0.00653 

0.000417 

±0.000032 

0.02536 

±0.00014 

0.09599 

±0.00066 

23.43488 

±0.04279 

T2 V3 17 90° 
127.938 

±3.431 

1.856 

±0.174 

162.603 

±3.713 

5.374 

±4.67 

0.02701 

±0.00436 

5.21347 

±0.04023 

0.000429 

±0.000057 

0.02515 

±0.00034 

0.08714 

±0.02462 

23.42916 

±0.06495 

 

Table 4 represents the corresponding R²-values. This is is a statistical measure that represents 

the proportion of the variance in the dependent variable that is predictable from the 

independent variables. Therfore, R² indicates how well the data fits the regression model. 

The R² values close to 0.9 or higher suggests that the regression model is a good fit for the data 

with high linearity. 

Table 4: R²-values for the values listed 

 n εΩ εT Ω-T 

Median 0.89494473 0.99865798 0.98398966 0.9736543 

Mean 0.86378637 0.99746125 0.9494969 0.93920646 

  

Microstructural Characterization 

In addition to the data evaluation, metallographic investigations were further carried out to 

visualize the microstructure of individual tensile tests. For this purpose, specimens were 

prepared and treated with the Barker etching method in order to visualize the colored grain 

orientation. Figure 11 shows an example of the results. Here it can be seen that it is difficult to 

evaluate grain sizes or elongations by means of optical microscopy, which complicates data 

collection via microstructural evaluation. Furthermore, no clear differences in microstructure 

between sampling directions, stitch schedules, or lubrication conditions are apparent. 

However, the rolling-induced grain elongation is clearly evident for all specimens, which is why 

a clear anisotropy can also be concluded for this reason. 

 

   
Figure 11: Exemplary representation of the microstructure in the optical microscope of a) T1 V1 0° b) T2 V2 45° and c) T1 V3 

90° 

To get a better insight into the underlying microstructure in a higher resolution, EBSD 

measurements would be necessary, which are rarely used for quality control and are more 

likely to be utilzed for research, especially since this kind of measurement is very laborious and 

time consuming. For this reason, a simple black box model approach is more suitable than a 

white box approach for the practical implementation of quality assurance in a metal processing 

facility. 

Transition to practical application 

By practically applying the relationship between the mechanical properties and the electrical 

resistance, the ML algorithm elaborated in [25] was enhanced by a subsequent quality control 

step without changing the basic principle. In summary, the rolling mill from 1954 in the Smart 

a) b) c) 



Forming Lab of the Chair of Metal Forming at the Montanuniversitaet Leoben was upgraded to 

I 4.0 standard using a retrofitting approach, also implementing a supervised data-driven ML 

algorithm to generate rolling schedules, based on the roll gap diagram (Figure 12). The rolling 

gap diagram visualizes the relationship of the initial rolling gap s0, initial material thickness h0, 

the exit material height h1, and rolling force FR. Due to the occurring rolling force, the rolling 

mill is object to elastic deformation, accounted for by the roll stand modulus C, representing 

the slope of the roll stands characteristic curve. The intersection point of the roll stands 

characteristic curve and materials characteristic curve, is referred to as working point A and 

provides information of the maximum rolling force and h1. 

  
Figure 12: Rolling principle (left) and rolling gap diagram for rolling (right) [25] 

Based on this principle, the initial ML algorithm was extended to generate a rolling schedule, 

also taking an additional input of desired mechanical properties into account. In the initial 

approach, the ML algorithm is given a h0, h1, FR and with material width B of a specific material, 

also choosing the option of lubricant or no lubricant. Given h0 and FR, the algorithm performs 

interpolations using linear weighting functions between the experimentally generated data to 

evaluate A, resulting in a new h1 for a specific rolling step. In the subsequent rolling step, the 

new h1 is used as the new h0, which is performed in an iterative process until the condition of 

the user-defined h1 is reached, and thus obtaining a complete rolling schedule as shown in 

Figure 13. The performed experiments, data analysis and extension of the dataset enables the 

modification the algorithm to define desired mechanical properties for the rolled material.  

Additionally to the target value of h1, YS, UTS and the relationship with dΩ is applied to extend 

to obtain a suitable rolling schedule. After generating a rolling schedule, the experimental data 

is checked for dΩ and the corresponding YS and UTS. If these values reside within a defined 

residual, the rolling schedule is considered valid, otherwise, another rolling schedule is 

generated. Here, a distinction between two cases is made. First, if dΩ is too high, the strain 

hardening is assumed to be too high and a rolling schedule with a lower FR is generated, 

consequently leading more rolling steps with a decreased h1 for each individual rolling step. 

Second, if dΩ is too low, the strain hardening is assumed to be too low and a rolling schedule 

with a higher FR is generated, consequently leading to less rolling steps with an increased h1 of 

each individual rolling step. In both cases, the interval bisection method is applied to the rolling 

force, resulting in a shift of A. Here, if dΩ is too low, the interval bisection method is applied 

between the defined FR and the maximum possible rolling force of 300 kN. For too high dΩ, the 



interval bisection method is applied between the defined FR and 10-3 kN (or 0 kN) is applied, 

restarting with step 2. This process is iterated until the target values within the defined residuals 

are met and a valid rolling schedule is generated in step 7. 

The user can enter the desired parameters for the rolling process as well as for the desired 

mechanical parameters through a user-friendly GUI and start the back-end ML algorithm at the 

push of a button (Figure 14). A successfully generated rolling schedule is displayed on the right 

side of the GUI and contains all the information necessary for the input parameter specific 

rolling schedule. If after some iterative steps no solution is found to achieve the mechanical 

properties, a message is displayed on the GUI informing the user that these cannot be achieved. 

This in-situ quality control solution also significantly supports and improves the decision-making 

process on the shop floor, resulting in less effort for necessary material testing and less waste, 

thus increasing sustainability. 

 

 



 



 
Figure 13: Modified ML algorithm 



 
Figure 14: Corresponding GUI developed for the Rolling Mill Schedule Predictor 

 

Implementation of the approach in a rolling process 

Using the data generation presented in this study, it should be possible in future to use this setup for 

in-situ measurement of mechanical properties via correlation with electrical resistance. For this 

purpose, the initial resistance after a rolling pass can be taken as shown in Figure 15 and the properties 

can be predicted via the ML algorithm. In order to optimize the data situation or to transfer this method 

to other materials and rolling schedules, the four-point method can be transferred aliquot to a tensile 

testing machine and the correlation of the mechanical properties with the electrical resistance can be 

extended. 

 

 
Figure 15: Schematic representation of the in-situ measurement of electrical resistance on a rolling mill aggregate 

 

 



Discussion and Outlook 

In this study, a data-driven black box model approach for correlating mechanical properties of 

aluminum sheets to measured electrical resistivity was presented. This model was created on 

the basis of a large number of experiments and does not capture real-physics background. 

Nevertheless, such an approach is often a better alternative to complex white box model 

approaches like FEA with integrated microstructural model, requiring an enormous knowledge 

about the material and its behavior. This ML algorithm can contribute to creating optimal rolling 

schedules for metals and predicting the mechanical properties. By implementing the 

measurement setup in the rolling line, the correlation of the electrical resistance with the 

mechanical properties can be used to control the quality in-situ, thus contributing to a 

reduction of scrap and a more sustainable production of semi-finished products. This approach 

is becoming increasingly important in a digitized environment, as it can provide fast, reliable 

predictions without the need for extensive research into material behavior characterization. 

The ability to capture, store and process huge amounts of data holds enormous potential even 

for small and medium-sized companies that do not have access to expensive equipment for 

materials characterization and quality control. The possibility of setting the desired mechanical 

properties before the forming process using a simple user interface enables a reproducible 

result that can be achieved independently of the operator. Furthermore, this allows the 

prediction of the suitability for subsequent forming processes such as stretching or deep 

drawing. 

Through further data collection, this model can likewise be optimized and thus lead to 

increased resilience. Furthermore, this approach can be extended to include more real physical 

relations, which improves the understanding of the behavior of the material during rolling, 

proposing a grey box modelling approach. 

In order to be able to integrate white box data into a model, several factors must be taken into 

account which simultaneously contribute to changes in electrical resistance. When 

implementing this method in a hot rolling process, for example, the temperature would have 

to be monitored simultaneously by means of pyrometer measurement. As mentioned earlier, 

the forming energy, or the Taylor-Quinney coefficient, determines the energy that is introduced 

into the material during forming. This is decisive for various microstructural transformations in 

the material in the form of recovery or recrystallization. Since the occurrence of grain 

boundaries is regarded as an obstacle for the electrons, the amount of these also determines 

the defect resistance. If recrystallization is initiated, the number of grain boundaries would be 

reduced, which results in a reduction of the electrical resistance. In addition, the resistance is 

also influenced by impurities. For both purposes, it is necessary to inspect the material in 

advance. The amount of impurities can be determined by chemical or metallographic analysis. 

Phenomena such as recrystallization and recovery represent a labor- and cost-intensive 

metallographic analysis, which is why in-situ material testing methodologies should be used in 

this area likewise. For example, laser-ultrasonic testing represents such an analysis method. 

When coupled with a thermomechanical treatment simulator, it can be used to detect in-situ 

microstructural changes such as those mentioned above at high temperatures and under harsh 

environmental conditions using non-contact ultrasound technology. By determining those 

material parameters, a specific microstructure model can be created, and the manufacturing 

process including microstructure monitoring can be simulated using FEA. This approach is 

driven by the integration of these measurement systems in the aforementioned Smart Forming 

Lab, which pushes the digital transformation of different material characterization and forming 



processes to CPPS and fully integrates them into the production network as proposed in [6,24–
26,30].  
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For instance, process-integrated real-time monitoring, which automatically screens 
the process data for discrepancies, would indicate production divergences at an early 
stage, and forward them to a superordinate system. Additional in-line Quality Inspection 
Systems, investigating the component for deviations (e.g., geometry, cracks, voids, etc.) 
between or during the processing steps would allow the defects to be corrected in further 
process steps. A significant innovation therefore, would be the implementation of a Digi-
tal Model (DM), a Digital Shadow (DS), or even a Digital Twin (DT) [13,14]. The latter one 
is able to detect deviations in real time, on the basis of simultaneously performed calcula-
tions, usually with the usage of finite element analysis (FEA), proposing appropriate 
measures for subsequent process routes, to eliminate the error or to remove the defective 
component [15]. 

In the aerospace industry, in addition to non-destructive testing of any safety-rele-
vant component, a simulation of the manufacturing process with an integrated micro-
structure model is often required in order to predict the resulting microstructure prevail-
ing in a component in advance, in order to be able to estimate mechanical properties [16–
19]. For the purpose of creating a valid microstructure model of a material, an extensive 
amount of material parameters is required to be able to describe the essential microstruc-
tural changes during thermal and thermomechanical treatments [20–22]. Traditionally, 
experiments are carried out in a thermomechanical treatment simulator (TMTS) to deter-
mine the material parameters for static, dynamic, and metadynamic recrystallization (RX) 
and recovery phenomena, as well as for primary and secondary grain growth at different 
temperatures, strains and strain rates for different time steps. The analysis is subsequently 
carried out by an ex-situ analysis of the microstructural evolution i.e., by optical evalua-
tion methods [23–25]. Accordingly, the generation of a set of material parameters for a 
valid microstructure model takes an average of three years. 

As this is the most common development scenario, it is abundantly evident that it is 
time-, material-, and resource-intensive. Obviously, this is contrary to the actual develop-
ment plan, both governmental and self-imposed by the industry, which is to emphasize 
sustainability and responsible CO2-saving production [26–28]. Therefore, alternative 
methods to detect microstructural changes in real-time, in-situ, and also at high tempera-
tures, under the respective manufacturing conditions, are intensively investigated. Some 
of the methods developed so far, coupled with the enablers of I 4.0, have the potential to 
become very powerful, reliable QC systems that point the way to the future. If these tech-
niques can be integrated into the production process while preserving human resources, 
these methods represent a path to a sustainable future and a revolution in the metalwork-
ing industry. 

For both of the above-mentioned scenarios, either in-line QC as well as for R&D pur-
poses, in-situ material testing methods can provide an essential facilitation, cost reduction, 
and time saving. The focus in this context lies on the laser ultrasonic (LUS) testing method, 
which can be implemented in-line in the manufacturing process, as well as for the deter-
mination of material parameters, when mounted on a TMTS. The main advantage of this 
method is the contactless introduction of ultrasonic waves, providing information about 
material properties or product characteristics, depending on attenuation and velocity of 
sound. In addition, this system can be used at high temperatures and is virtually insensi-
tive to a production facility’s harsh environment. Due to the flexible range of applications 
of the system, it has the potential to provide enormous improvements along the value 
chain. When integrated into a Smart Production Lab (SPL), such a system has the potential 
to exploit numerous possibilities for quality optimization and control. On the one hand, a 
multitude of microstructure data can be acquired rapidly when it is coupled to a TMTS. 
This material data in an automated workflow is capable of generating the required mate-
rial parameters and integrating them into the microstructure model, which is used for the 
simulation of the manufacturing process. On this basis, a DM, DS, or even a DT can be 
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created and incorporated into the value chain. It then manages the task of real-time mon-
itoring of the processes of component manufacturing, on the basis of real-time process 
parameters and a FEA evaluation, operating in the background. 

In the following sections, the most important enablers of Industry 4.0 (I 4.0) are out-
lined, in addition to their potential integration in a value chain, to ensure quality control. 
Furthermore, other in-situ quality control systems will be explained, both inline and for 
R&D purposes. The emphasis here lies on the LUS system, describing its setup and oper-
ating principle, and the possibilities for in-line as well as for DT integration in a SPL. 

2. Enablers of the Fourth Industrial Revolution 
The digital transformation induced by the advancement of I 4.0 has led to the estab-

lishment of new enabler technologies in the manufacturing industry [29,30]: (I) Industrial 
Internet of Things (IIoT); (II) Cyber Physical Production System (CPPS); (III) Cloud Com-
puting (CC); (IV) DM, DS, and DT; (V) AI and ML; and (VI) Big Data. Due to the intercon-
nected nature of I 4.0, the fundamental requirement for the successful and sustainable 
implementation of I 4.0 technologies requires an appropriate Information and Communi-
cation Technology (ICT) infrastructure [29]. The IIoT (I) interconnects physical entities 
through the internet, enabling real-time data exchange [30]. Generally, a CPPS (II) refers 
to a system composed of interconnected physical and virtual components. A more de-
tailed definition of CPPSs, according to [31–33], concludes five characteristics, defining 
them as (i) superordinate systems within systems; (ii) consisting of cooperative compo-
nents, capable of adjusting data transfer between multiple production environment lay-
ers; (iii) acting situationally appropriate and supporting decision-making processes; (iv) 
providing Human Machine Interfaces (HMIs); and (v) showcasing resilient design. CC 
(III) provides on-demand computing resources separated from the production site by the 
CC providers [34]. Hereby, different CC models provide different services, from data stor-
age and processing, up to AI and ML [29]. The DM, DS, and DT (IV) describe digital de-
pictions of physical entities, however differ depending on the automation of data transfer 
between digital and physical entities [35,36]. Here, the DM has no automated data transfer 
between both entities, whereas the DS features unilateral and the DT features bilateral 
data transfer [36]. AI (V) attempts to replicate human intelligence with suitable algo-
rithms, enabling autonomous decision-making, and thus situationally appropriate acting. 
As a sub-category of AI, ML (V) aims to develop learning data-driven computational al-
gorithms with the goal of linking data, recognizing correlations, drawing conclusions, and 
optimization [29,37–39]. Big Data (VI) refers to large volumes of heterogeneously struc-
tured data being gathered, analyzed, and disturbed at high speeds in order to extract val-
uable and trustworthy information [40,41]. These characteristics are summarized in the 
5Vs of Big Data: Volume, Velocity, Variety, Veracity, and Value [42]. 

In order to fully profit from the benefits of I 4.0, the interconnection of value chain 
participants is imperative, enabling the optimization of products and processes along the 
entire product lifecycle, thus reducing waste along the value chain and improving the 
sustainability of production [29,43]. Per definition, a value chain includes all value creat-
ing steps in order to create a final product [44]. As for I 4.0 enabler technologies, suitable 
ICT infrastructure serves as a fundamental requirement for the networking of enterprises. 
Henceforth, transparency concerning data governance has to be emphasized, allowing 
transparent data sharing between enterprises in a value chain [45]. As a result of the trans-
parent data sharing, the analysis of product and process data can be used to find correla-
tions and draw conclusions, leading to the optimization of both [43]. Furthermore, the I 
4.0 enabled omnipresent real-time monitoring leads to a drastic change of traditional QC 
methods [43,46]. Whereby traditional QC uses statistical methods to project the quality of 
a product sample, onto the entire production population, the new omnipresent data-
driven QC allows the evaluation of each individual product, also incorporating advanced 
technologies, such as AI and ML [43,46–48]. Therefore, the implementation of I 4.0 based 
QC methods in a state-of-the-art DT value chain using technologies, such as Big Data, AI 
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and ML, can result in a significant increase of flexibility, productivity, and sustainability 
of products and processes along the entire value chain and lifecycle of the product [46,49–
51]. 

3. Quality Control Using In-Situ Methods  
For in-line inspection, which in this context is regarded as QC in a manufacturing 

process, during or between the processing stages, there is a limited number of usable 
methods even today. While there are some established measuring systems for the quality 
inspection at the end of the component manufacturing route, which are also partially au-
tomated and connected in series, such as conventional ultrasonic technology, eddy cur-
rent testing, etc., it is essential to find systems that include other restrictions.  

The overriding goal of such systems is to observe the quality of a feedstock over the 
entire value chain until the finished component, in order to be able to react immediately 
in the event of any deviations. For this purpose, the targeted system requires complete 
networking and background calculations that can respond in real time, based on real pro-
cess data. Computations of this kind can then decide, depending on the severity of the 
deviation, whether the existent deficiencies can be rectified by adjusting the production 
route, or whether it is rejected. Successful implementation of such systems can save a com-
pany an enormous amount of money, if a defective component is sorted out at an early 
stage. This does not only contribute to cost efficiency, but also to energy and resource 
efficiency, and thus leads to an enormous contribution to the sustainability of a company. 

The criteria that a system has to fulfill in order to be a fundamental contributor are: 
• Possibility of integration 
• High measurement frequency 
• Near real time data processing  
• Robustness 
• Reliability 
• Innoxiousness 
• Affordability 
• Long service life 

According to these criteria, most of the methodologies used for the final inspection 
are not suitable for an in-situ implementation, mainly due to the possibility of implemen-
tation, in combination with the low data acquisition frequency. 

It is quite common for sensors to be installed in production facilities to monitor and 
control various process parameters in-situ, in a variety of ways. A decisive parameter in 
this case is the usually unavoidable temperature measurement, whether in the furnace, 
during the forming process, at the run-out table, or during galvanizing, to mention some 
examples. Pyrometers are mainly used for this purpose; thermal cameras are applied in 
rarer cases. Similarly developed are geometry measurements, which can also usually be 
checked in several manners, in a cost-effective manner, on the basis of a wide variety of 
measurement principles.  

However, the situation is different when it comes to analyzing the microstructure pre-
vailing in the component. For the quality of a component, there are several parameters 
that directly affect the material, which decide on good parts and rejects. On the one hand, 
for multiphase alloys or for composites, the phase composition or layer thickness inside 
would be an essential aspect. For correlating mechanical properties, grain size, aspect ra-
tio, or orientation, is also essential. For thermomechanical treated steels, for example, it 
has been demonstrated that the prior austenite grain size and texture have an enormous 
influence on the morphology of the martensite produced in the cooling zone. This is ulti-
mately reflected in the anisotropy of the mechanical properties (in rolling, normal, and 
transverse directions) [52]. In order to be able to determine the austenite grain size, which 
will not remain stable at lower temperatures, in the laboratory, elaborative stabilization 
procedures of the microstructure and complex microscopic analyses are often necessary. 
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Consequently, the research for possibilities to investigate the microstructure of materials 
at high temperatures and in-situ, e.g., during corresponding deformations, is intensified. 
This in turn is achieved by means of different physical or chemical properties of, for ex-
ample, phases, lattice structures, grain sizes, or orientations, which can be measurably 
separated from one another. Methods that make use of such properties are still predomi-
nantly found in the laboratory for off-line testing. In most cases, these are used to investi-
gate how materials behave under certain conditions, in order to obtain the best possible 
process parameters. Particular focus is often placed on finding material parameters that 
can be used for microstructure models. Most of the microstructure models used in this 
aspect are based on mathematical formulations of real-physics based microstructure 
changes (e.g., RX, recovery, grain growth, and phase transformation) with material spe-
cific parameters, which are determined by the use of such methods [21,23].  

3.1. In-Line Quality Control  
Due to the increasing possibilities of integrating algorithms into data processing sys-

tems, there are now a large number of different approaches for the QC of products during 
manufacturing. This is specifically being enforced by the increasing accessibility to the 
usage of ML, AI, and Big Data. For example, neural networks are in focus for the integra-
tion in different systems. Especially for visual inspection, these methods are progressively 
used in the metalworking industry [53–55].  

Surface inspection systems are particularly important in this respect. These are de-
signed to detect and classify defects on the surface of the material, on the basis of images. 
This is usually done by the usage of training data sets, which show various defects on the 
surface, and which class they belong to. For this purpose there are countless approaches, 
for example [56] where ML algorithms like the support vector machine are applied to 
classify the defects. Here it was shown that the classification speed is sufficient to achieve 
acceptable defect detection. Another possibility to implement a statistically based ap-
proach into a neural network is the Principal Components Analysis (PCA), which is not 
only able to detect a defect using a large variation of defect images as input data, but also 
to classify the defect in order to understand its history. Other approaches can eventually 
be found in [57–62].  

However, this is a very complex endeavor, since the variety of defects can be very 
high for different steel products alone. The defects occurring in hot-rolled steel products, 
for instance, are divided into nine main and 29 secondary classes [63]. An exact classifica-
tion based on images is therefore an enormous challenge. Furthermore, it is a major hurdle 
to use image processing systems, due to the high temperatures and the exit speed of the 
strip of up to 100 km/h [56]. Even with increasing image acquisition frequency and im-
proved computer performance, this type of inspection can be suppressed by oxidation 
and the harsh environment [64].  

While the surface inspection systems are designed only for the detection of defects 
on the surface, there is a method that can also determine the microstructure of the product 
in-line. The 3MA (Multiparameter Micromagnetic Microstructure and stress Analyzer) 
technique is based on four micromagnetic principles. The detection of Barkhausen noise, 
the incremental permeability, the eddy current, and the tangential magnetic field method, 
which together provide many parameters which are used to gain information about the 
prevalent microstructure. For example, by measuring the coercive field, remanence, and 
maximum permeability, the change in the hysteresis can be related to dislocation density, 
and thus to the prevailing strain. The implementation in a rolling mill in three directions 
relative to the rolling direction (0°, 45° and 90°) allows anisotropy parameters to be deter-
mined, in addition to the common mechanical parameters [65,66]. Although this method 
has already been implemented in some steel rolling mills and is a promising method for 
in-line QC, there are still some drawbacks. The operating temperature is currently still 
limited to 300 °C and can only be realized by intensive cooling of the probe head. In a 
rolling mill, the distance between the probe and the cold strip is decisive for measuring 
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accuracy. Therefore, the strip must be straightened by additional rollers to ensure an ap-
proximately constant lift-off. In addition, this method can only be used with ferromagnetic 
materials and requires complex calibration for each grade and strip thickness [65]. 

Eddy current inspection is a well-established method for detecting (near-) surface 
defects. In industry, these are also used for inline quality control, for example in wire roll-
ing mills. Combined with high-speed cameras, they are able to detect manufacturing de-
fects at temperatures of up to 1200 °C and wire speeds of up to 150 m/s. Here, a change in 
the signal recorded by the eddy current sensor triggers the camera, and a defect can be 
identified on the basis of the images. This system is likewise trained, as already discussed, 
with stored defect images and ML algorithms to detect defects autonomously [67]. 

The use of infrared (IR) cameras has increased in recent years due to their cheaper 
design. The advantage over visible-light imaging is that IR cameras are insensitive to 
smoke and can be used in dark environments. In addition, every object emits infrared 
radiation, and the intensity increases, the warmer the object is. In industry, these cameras 
are preferably used for temperature control as well as for defect detection, since a crack 
becomes detectable through a change in temperature. Especially for quality control in the 
field of welding and additive manufacturing, IR cameras are increasingly encountered. 
Another advantage is the image analysis, which can be adopted from the visible-light im-
aging [68,69]. 

In practice, some inspection methods based on X-rays are also employed. In particu-
lar, radioscopy and computed tomography (CT) have become widely established. The 
main difference lies in the two-dimensional image produced by radioscopy, while CT is 
used for more precise 3D analyses. The advantage of radioscopy is that image reconstruc-
tion is faster than CT, although it is not possible to determine the exact location or size of 
the defect, which is the case with CT. However, there are efforts to improve the use of CT 
in inline quality control by means of high speed area array detectors and a shorter expo-
sure time [70,71]. 

3.2. In-Situ Methods for R&D Purposes 
Approaches for the in-situ investigation of materials on a laboratory scale are widely 

existent. In order to characterize microstructural changes, the limiting factor is primarily 
the solution of applying measurement methodologies at elevated temperatures. One of 
the most prominent instruments in this case is dilatometry, which reproduces transfor-
mation kinetics via the abrupt change in thermal expansion. Phase fractions can also be 
determined by this technique. More comprehensive data can be obtained by structural 
analysis or high-resolution imaging instruments. Although the classical ultrasonic 
method is often used for microstructure characterization, the necessity of contacting the 
material restricts its use to low temperatures. The situation is similar for methodologies 
based on the eddy current principle. There are some approaches that equip established 
analytical methods like these with a heating chamber to apply the methodologies in-situ 
during heating, isothermal holding, or cooling. These are considered promising, as many 
are capable of simultaneously detecting and analyzing different changes in microstruc-
ture, but have certain limitations. Many of these methods can only be performed under 
vacuum or an inert gas atmosphere, are limited to surface examination, or can only be 
operated at a very low measurement frequency. Other methods, for example, based on 
synchrotron radiation or neutron scattering, have the disadvantage of limited accessibil-
ity. In the following, some promising methodologies for in-situ microstructure analysis 
are presented, which show great potential to analyze time- and temperature-resolved mi-
crostructural changes at high temperatures.  

3.2.1. High Temperature X-ray Diffraction (HT-XRD) 
This method is frequently used to perform in-situ qualitative or quantitative phase 

analysis, precipitation formation, as well as phase dissolution. The underlying principle 
is based on the classical XRD method, except that the sample can be heated in a heating 
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chamber and XRD scans are continuously generated during the heating or holding time. 
Using the time-resolved generated diffractograms, the characteristic peak intensities and 
the peak shifts for individual phases can be evaluated, providing information about phase 
composition, transformation, phase precipitation, or dissolution kinetics. The peak inten-
sities can also be used to obtain information about the quantitative fractions. On the other 
hand, the crystallite size, as well as the dislocation density, can also be analyzed via selec-
tive peak profile analysis. These analyses are mostly performed using either the modified 
Williamson-Hall or the modified Warren-Averbach procedure [72–75]. Difficulties may 
arise in the analysis of the diffractograms due to the difference in peak positions between 
room temperature and higher temperatures, as a consequence of thermal expansion and 
therefore a peak profile shift. In addition, with the latter analysis methods, there can be 
an overlap of the residual stresses and the crystallite size, where both are analyzed based 
on the peak profile, while residual stresses dissipate at elevated temperatures, as the crys-
tallite size increases. Therefore, the analysis requires enormous expertise for the interpre-
tation of the data obtained [76]. This method is used in the laboratory scale for character-
izing the above-mentioned effects of a material. Various verified reaction kinetics are used 
to create thermokinetic models for simulation software, such as MatCalc. 

A major disadvantage of this method is that characterization can only be performed 
in the near surface region. Consequently, this can lead to difficulties, if oxidation reactions 
occur, or if there are local differences in the chemical composition. Also, a grain size below 
10µm and a statistical distribution is required for a reliable analysis. Furthermore, the 
sample preparation is a decisive criterion to ensure valid investigations [77]. 

3.2.2. High Temperature Scanning Electron Microscopy and Electron Backscatter Diffrac-
tion (HT-SEM/EBSD)  

This method is also based on the classical SEM or EBSD method with an integrated 
heating chamber, where images are acquired at a certain frequency. In contrast to the 
HT-XRD method, actual images can be generated here, which are based on the interac-
tions of the sample surface with the electron beam. This enables high-resolution imaging 
and tracking of changes in the microstructure. For example, the displacements of individ-
ual grain boundaries during grain growth or recrystallization phenomena or even twin-
ning effects can be displayed [78]. By using the EBSD arrangement, the time- and temper-
ature-resolved changes in grain size and grain orientation can be detected. In this context, 
the application of test facilities for the evaluation of mechanical properties and for the 
application at high temperatures is increasingly envisaged. To date, there are already a 
variety of mechanical testing equipment, such as tensile test equipment, which can be im-
plemented in the chamber of an SEM. If such a setup is installed in a HT-SEM/EBSD, this 
opens up a wide range of new methods to apply mechanical properties in-situ, at high 
resolution [79–82]. Within the scope of deformation possibilities, such as the in-situ tensile 
test in the SEM, digital image correlation methods are also increasingly being used. By 
integrating camera systems, displacements of the previously applied patterns can be rec-
orded with high precision, which allows conclusions to be drawn about strains in one or 
more spatial directions. Depending on the magnification adjusted in the SEM, strain lo-
calizations in the subgrain range can be determined. The combination of EBSD, for exam-
ple, can also be used to identify the influence of the grain structure on the forming behav-
ior [83,84]. 

The difficulty in this case is to obtain good image quality even at high temperatures. 
Similarly, as mentioned before, the sample preparation requires a lot of effort. Further-
more, the acquisition costs of such a system are enormously high. 
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3.2.3. In-Situ Methods Based on Synchrotron Radiation 
The possibility to perform in-situ material characterization with High Energy X-rays 

opens up a great potential to investigate near-surface microstructural changes and to be 
able to investigate rapidly occurring processes in real time, due to high resolution capa-
bilities at high measurement frequencies. One possibility involves implementing a TMTS, 
for example, in the form of a dilatometer that has windows mounted to transmit the High-
Energy XRD (HEXRD) beam through the mounted specimen. The diffraction effects of the 
material can then be detected in complete Debye-Scherrer rings on a flat panel detector. 
Using such an arrangement, a variety of changes in microstructure (similar to HT-XRD) 
can be elicited simultaneously at high temperatures, and by using a deformation dilatom-
eter, conclusions can also be made about the behavior during simultaneous deformation 
[85–87]. The main advantage of this method is that the high-energy radiation does not 
limit the investigation to the surface, but larger bulk materials can be investigated.  

Another investigation method worth mentioning, which is often carried out with 
synchrotron radiation is Small-Angle X-Ray Scattering. Investigations based on this prin-
ciple provide information on the size distribution and precipitation or dissolution kinetics 
of precipitates. These analyses can be performed in-situ rapidly and quantitatively, and 
with time and spatial resolution [88]. 

3.2.4. High Temperature Laser Scanning Confocal Microscopy (HT-LSCM) 
 This method combines the classical LSCM with an infrared heated high temperature 

chamber. A focused laser beam scans the surface of the sample selectively. The intrinsic 
radiation is blocked out by a He-Ne laser, allowing the investigation to be carried out up 
to the fluid state. The thermal etching of the laser enables the observation of grain growth 
during a defined time-temperature profile. Thus, the effects of precipitates on grain 
growth behavior can be investigated as well. The main disadvantage of this method re-
mains the restriction of the analysis to surfaces only. In addition, the oxygen content in 
the high-temperature chamber must be kept meticulously low, since the slightest oxida-
tion leads to reduced observability [89]. 

3.2.5. Bainite Sensor 
Another field of application for eddy current based testing is the so-called bainite 

sensor. This consists of an excitation coil, which generates an electric field in the compo-
nent to be tested. In addition to the eddy current, this field also generates a magnetic field, 
which in turn generates a field in the reverse order to the first field. Thus, magnetic as well 
as electrical signals can be obtained by a coil system in the sensor. The signals obtained 
are analyzed according to their harmonic spectrum. In-situ testing of material properties 
is carried out by implementation in a TMTS, like the Gleeble. This allows phase fractions 
as well as transformation kinetics to be recorded during heat treatment or deformation. 
This is based on the ferromagnetic to paramagnetic change of steel during the transfor-
mation from low-temperature phases to austenite in the steel. So far, this method has been 
used primarily to study the bainite transformation in steel, which gives rise to the desig-
nation. This represents a simple technique to obtain in-situ information on transformation 
behavior in materials with allotropic phase transformation. However, this method is lim-
ited to this kind of investigation [90,91].  

4. The Key Role of LUS in a Smart Manufacturing Production Site 
Despite the multitude of established methods for in-line in-situ quality inspection 

and off-line in-situ material characterization methods mentioned, there are hardly any 
inspection methods that provide a reasonable application for both fields.  

One possibility to investigate in a contactless manner, in-situ, and at high tempera-
tures is the LUS method. This measurement technique has been developed over the last 
decades for many fields of application and can be used in various different configurations. 
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This method can be applied to a variety of analyses known from the conventional ultra-
sonic technique. In particular, defect detection is one of the most common applications, 
especially the detection of defects in terms of pores, voids, or adhesion defects, especially 
in castings or welds [92]. However, such defect detections are also of great advantage in 
additive manufacturing. In this context, this method can also be applied in-situ, during 
the build-up process [93–95]. Furthermore, the ultrasonic method can also be used for the 
detection of corrosion phenomena and the associated fatigue analysis [77,96,97]. Damping 
analyses can be utilized to determine hardening depths in surface-hardened components. 
Most of the analysis options mentioned are based on approaches that can already be in-
vestigated with conventional ultrasonic measurement and are applied to static compo-
nents not exposed to high temperatures.  

Nevertheless, the important aspect here is the possibility for advanced in-situ micro-
structural characterizations at high temperatures or velocities, which is the core compe-
tence of LUS. Due to a high measurement frequency, this method can record time-re-
solved changes in the microstructure, even at temperatures above 1200 °C, thus providing 
a great contribution to an efficient characterization of metals, when implemented in-line 
for the inspection of e.g., dimensions, phase constitution, or grain size [98,99]. Unlike other 
systems, this method operates reliably in harsh environments as it is relatively insensitive 
to dirt and dust. The continuous development and improvement of the in-line system 
looks promising to extract progressively more microstructural information from, for ex-
ample, hot-rolled steel strip and to contribute to a significant advance in QC. Currently 
tens of LUS systems are integrated in a production plant worldwide, the majority of them 
being oriented for wall thickness measurement in tube production plants, as described for 
in [100]. Recent LUS measurement devices are encountered in hot strip rolling mills. These 
are specialized for grain size measurement of austenite before the cooling section. The in-
situ measurement of austenite grain size is an important factor in predicting the material 
properties of the steel strip. In [101], an example of a LUS system integrated in a hot strip 
mill is outlined. The excitation laser is a pulsed Q-switched laser operating at a frequency 
of 20Hz, up to 200 mJ, and a pulse length of 6 ns, at a wavelength of 532 nm. The detection 
laser operates at a wavelength of 1064 nm and a pulse duration of 100 s, at a power of 600 
W. A GaAs two-wave mixing interferometer was used as the interferometer. The hot strip 
mill rolls the pre-rolled strips in six slabs to a thickness of 2-15 mm. The LUS system is 
mounted behind the slabs and in front of the runout table on a linear displacement and 
can move between two strip guide rollers, at a distance of about half a meter from the 
strip. The detection laser is located at a distance of a few meters. This measurement 
method is very promising and will certainly be found in several rolling mills in the future. 
Further literature about LUS Systems implemented in industry can be found in [102–106]. 

Furthermore, such a LUS system can be coupled to a TMTS to study in-situ micro-
structural changes of samples during thermal and thermomechanical treatments. In the 
context discussed here, the usage of the method in the relevant areas of quality testing and 
the determination of material parameters will be specifically addressed. This section is 
intended to outline the operating principle and the analyzing methods that allow conclu-
sions to be drawn about the prevailing microstructure. 

4.1. Operating Principle 
The laser ultrasonic method is based on the contactless introduction and detection of 

ultrasonic signals in the material. The core of the system is an excitation laser and a detec-
tion laser—most commonly Nd:YAG lasers are used for both—and integrated interferom-
etry, such as a Fabry-Perot or a two-wave mixing interferometer. The pulsed excitation 
laser transmits up to several mJ of energy to the material surface, where either thermoe-
lastic excitation or ablative excitation occurs. Both variants generate a more or less intense 
stress field, resulting in a broadband ultrasonic signal (usually in the range of 500–50 
MHz). In the case of thermoelastic excitation, mainly surface and plane waves are gener-
ated, while ablative excitation tends to produce more pronounced longitudinal waves. 
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In the following subsections the underlying principles of gaining insight into micro-
structural changes are briefly described. 

4.1.1. Ultrasonic Velocity 
The propagation speed of ultrasonic waves (especially longitudinal cL and shear 

waves cT) depends on the density and the stiffness tensor [108]. Assuming a polycrystal-
line, isotropic material, with a small grain size in relation to the sample size, the following 
relationships between the speed of sound, density and elastic constants (K, S, ν) for longi-
tudinal and transverse waves can be assumed: 

𝑐𝑐𝐿𝐿 = �𝐾𝐾𝜌𝜌  ∙ 1 − 𝜈𝜈(1 + 𝜈𝜈)(1 − 2𝜈𝜈) (1) 

for the sound velocity of longitudinal waves and 

𝑐𝑐𝑇𝑇 = �𝑆𝑆𝜌𝜌 (2) 

for that of transverse waves. K is referred to as the Compression Module, S is the Shear 
Module, and ν is the Poisson ratio. In the simplest case, the propagation speed can be 
determined by ToF measurements. For a sample of thickness h, the propagation velocity 
can be derived from the time required for the wave to be reflected at the back of the sample 
and to be returned: 𝑣𝑣 = 2ℎ∆𝑡𝑡 (3) 

If the density ρ of the inspected material is known, the Young’s modulus (via known 
relationships with the compressive and shear moduli) or Poisson's ratio ν can be deter-
mined very accurately over temperature, by measuring the speed of sound. 

Since polycrystalline metals generally exhibit preferential grain orientations as a re-
sult of the manufacturing process (solidification and preferential dendrite growth or form-
ing processes), it is of particular importance to be able to determine the predominant ori-
entation.  

Due to the high sensitivity of laser ultrasonic measurements with respect to the ve-
locity of sound, individual entries of the elastic stiffness tensor can further be determined. 
Since the propagation velocity differs depending on the direction of propagation, the pre-
ferred direction can be determined using reference crystals. Conversely, orientation dis-
tribution coefficients (ODC) can also be calculated from ultrasonic signals. 

Recrystallization phenomena, respectively the recrystallized fraction, can similarly 
be measured by measuring the changes in texture, and in turn the change in ultrasonic 
velocity. Since recrystallization is preceded by a certain strain and thermal activation, the 
changes in the measured sound velocity can be assigned to the recrystallized fraction via 
the Johnson-Mehl-Avrami (JMAK) function. 

Especially for phase transformation or allotropic transformations of metals, a very 
precise prediction can be obtained with this measuring system. Since the acoustic velocity 
differs strongly depending on the crystal structure, the phase composition rule (lever rule) 
can provide an exact determination of the predominant fractions [109]. The speed of 
sound is also changed considerably during a transition from ferromagnetic to paramag-
netic material (Curie temperature). 

4.1.2. Attenuation 
The second important aspect, which can be analyzed from the ultrasonic signals and 

related to microstructural properties of the material, is attenuation. This manifests itself 
in the reduction of the amplitudes of subsequent echoes. The total attenuation can be at-
tributed to three significant phenomena and added as: 
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𝛼𝛼(𝑓𝑓,𝑇𝑇) = 𝛼𝛼𝑠𝑠𝑠𝑠(𝑓𝑓,𝑇𝑇) + 𝛼𝛼𝐼𝐼𝐼𝐼(𝑓𝑓,𝑇𝑇) + 𝛼𝛼𝐷𝐷(𝑓𝑓) (4) 

The three contributions are made by diffraction αD, internal friction αIF, and the con-
tribution of grain scattering αsc. The contribution of diffraction can be estimated qualita-
tively by the Fresnel parameter, while the contribution of internal friction (caused for ex-
ample by magneto-mechanical damping, interstitial atoms, or dislocation motion) can be 
minimized by suitable algorithms, since this contribution is frequency independent to a 
large extent [110]. In turn, conclusions about recovery processes can be derived from the 
dislocation motion [111]. The contribution to be extracted is that of the grain boundary 
scattering, which provides information about the predominant grain size in the material. 
The contribution of grain scattering is primarily noticeable in metals with high elastic an-
isotropy and is the dominant contributor to the total damping, especially in metals of this 
type, such as steel, nickel, or cobalt. The grain size D is a temperature-dependent factor 
and damping increases as grain size increases. The contribution of the grain size to the 
total damping can be calculated via the power-law function 𝛼𝛼𝑆𝑆𝑠𝑠(𝑓𝑓,𝑇𝑇) = 𝐶𝐶(𝑇𝑇)𝐷𝐷𝑛𝑛−1𝑓𝑓𝑛𝑛 (5) 

where C corresponds to a temperature dependent material constant. The value of the ex-
ponent n depends on the ratio of the wavelength to the grain size. Below are the following 
three regimes: 
Rayleigh regime (𝜆𝜆 ≫ 𝐷𝐷): 𝛼𝛼𝑆𝑆𝑠𝑠 = 𝐶𝐶𝑟𝑟𝐷𝐷3𝑓𝑓4 
Stochastic regime (𝜆𝜆 ≈ 𝐷𝐷): 𝛼𝛼𝑆𝑆𝑠𝑠 = 𝐶𝐶𝑆𝑆𝐷𝐷𝑓𝑓𝟐𝟐 
Diffusion regime (𝜆𝜆 ≪ 𝐷𝐷): 𝛼𝛼𝑆𝑆𝑠𝑠 = 𝐶𝐶𝐷𝐷𝐷𝐷−1 

It is usually assumed that this ratio lies between the Rayleigh and the Stochasitic re-
gime, which is why the value of 3 is usually chosen for n. However, this value can also be 
fitted specifically for a material, as described in [112].  

To estimate the grain size, the power-law Formula (6) can be fitted into the measured 
attenuation curves: 𝑎𝑎(𝑓𝑓,𝑇𝑇) = 𝑎𝑎 + 𝑏𝑏𝑓𝑓𝑛𝑛 (6) 

Here, a represents a frequency-independent contribution that includes, for example, 
internal friction or external factors such as variations in laser intensity. The expression b 
represents the frequency dependent grain size contribution and can be assigned to the 
actual grain size via 𝑏𝑏 = Г(𝑇𝑇)𝐷𝐷𝑛𝑛−1 (7) 

with Г(T) = � 1𝐶𝐶(𝑇𝑇), which contains the material and temperature dependent Information. 

Appropriate model calibration with ex-situ tests can be used to draw in-situ conclu-
sions about grain size evolution in thermal and thermomechanical tests, based on the ref-
erence echo model or the single echo technique.  

The correlations of damping as well as velocity with microstructure have been tested 
and published based on numerous investigations on a variety of materials. For example, 
grain size or grain growth investigations are discussed in [113–120]. Recrystallization ef-
fects can be found in [121–129], whereas texture measurements where conducted for in-
stance in [130–132]. Further information of phase transformation and composition can be 
found in [133–137]. 

4.2. LUS in a Smart Production Lab 
As already indicated, the LUS method is implemented to support the holistic con-

struction of a SPL with regard to the creation of a DM/DS/DT, and to support it along the 
depicted value chain as a holistic auxiliary and quality inspection tool. 
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The MUL 4.0 project progressing at the Montanuniversität Leoben, in the form of a 
comprehensive SPL, encompasses parts of the holistic value chain. This value chain covers 
multiple technically different and geographically separated production sites, which are 
connected via a production network in order to transparently gather, store, and share data 
for analysis purposes. The starting point of the value chain, as depicted in Figure 2, is the 
Chair of Nonferrous Metallury (NFM), which specifically deals with aluminum alloys and 
has a miniature continuous casting facility. It enables the casting of a wide variety of com-
mon and newly developed alloys, as well as recycled material. This provides the feedstock 
for the Chair of Metal Forming (MF), where it is delivered. From here it can be further 
processed in a variety of methods both cold, or annealed to a specific temperature in a 
digitized industrial furnace. One possibility would be rolling in a miniature rolling mill 
that has been transformed into a CPPS. A black box machine learning approach allows 
rolling from a certain thickness to the desired final thickness in multiple passes, specifying 
the optimal pass schedule [32]. Another option would be forging in a hydraulic press ca-
pable of forces up to 1 MN. This press is being transformed into a fully integrated CPPS 
and is capable of recording data such as forces and temperature during upsetting, and 
automatically transferring them to a Supervisory Control and Data Acquisition (SCADA) 
system. The data is pre-processed and transmitted to a higher-level tracking system. Based 
on the raw material, this system can assign the process data to the respective product and 
provide information about the respective location. This data is additionally used through-
out the value chain for input parameters for the FEA, in order to virtually represent the 
effects of the process conditions on the final product, and thus serve as a QC tool. Finally, 
the generated product can be heat treated to adjust the optimal material properties and 
then be machined to the final product. The value chain introduced here is illustrated in 
Figure 2. 

 
Figure 2. Visualization of the value chain covered in the SPL with the area covered by the LUS 
shown in orange. 

The application of the LUS in the SPL is intended to provide a fundamental contri-
bution to the creation of a DT. This consists of a FEA for the respectively considered heat-
ing or forming process of the specimen with microstructural information prevailing in the 
material. As already mentioned, the description of the microstructural behavior requires 
a large number of material parameters in order to be able to calculate various material 
responses as a function of strain, strain rate, and temperature, by means of a microstruc-
ture model. Therefore, the coupling of a LUS system with a TMTS, which records these 
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characteristic values of the deformation as well as the corresponding time, is inevitable. 
This coupling enables the acquisition of data of the forming process via the TMTS Gleeble 
3800, as well as in-situ data of the microstructural processes by a trigger signal from the 
same time and its correlation. Although the LUS system only provides information on the 
velocity and attenuation of the ultrasonic waves, these can be automatically transferred to 
various microstructural changes using programmed evaluation routines, as exemplified 
in Section 4. This makes it possible to obtain information about grain size, recrystallization 
behavior, or phase transformations during the experiment. Based on the corresponding 
recording of the flow curve and the flow behavior, a microstructural change from the LUS 
data can be assigned to the corresponding flow curve parameters. For data acquisition 
from the LUS, a high-frequency Data Aqusition System (DAQ) will be implemented and 
integrated into the IIoT network, which can record the analog signals from the LUS, at a 
sufficiently high frequency to ensure high-resolution signal mapping. For this purpose, 
the fiber optic based ibaPADU-4-AI-I with ibaFOB-Dexp, in combination with the 
ibaRackline SAS was chosen, which has measurement frequencies of up to 10 kHz with a 
resolution of 16bit, and thus fulfills the minimum sampling rate of 400 Hz set by the LUS. 
Since this DAQ has only four analog inputs, which are already occupied by Gleeble sen-
sors, an identical ibaPADU-4-AI-I is implemented in a parallel synchronous operation, 
which is combined on the iba processing unit ibaRackline SAS and the software iba PDA 
& iba Analyzer. For improved traceability of the data recording, the Hierarchical Data 
Format (HDF) HDF5 is implemented here to record the metadata of each data set, and 
thus to get a more holistic insight into each measurement. These datasets are automati-
cally synchronized by an open-source approach using Python, on a file server shared with 
the production network at the MF, in its Data processing layer and consequently stored 
in the production network's relational open-source MySQL MariaDB database. This ap-
proach is visualized in Figure 3. 
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that can intervene in-situ in the process, several simulations with varying process param-
eters can be calculated, and the respective results in turn stored in a database for a number 
of process variations. These simulations can be performed locally or on a processing unit 
in the production network, in the form of CC, depending on the availability of computing 
resources required, and the results are always ultimately included in the superordinate 
database. For the implementation of a DS or DT, which is to intervene in-situ in a process, 
it is possible to fall back iteratively on the simulation results with the best-fitting process 
parameters, and to implement only individual data in the DS/DT. This saves an enormous 
amount of computational effort and still ensures an intervention in the process due to 
deviating microstructure conditions. 

Furthermore, the LUS can be applied to characterize the raw material provided by 
NFM and the consequent material changes of the respective forming processes. Therefore, 
it can be used to rapidly identify significant deviations of a recycled material to a refer-
enced primary material. In this way, it can be assured that the requirements for the use of 
a secondary metal meet specified tolerances, thereby contributing considerably to the 
avoidance of material waste. Thus, the LUS acts as an independent CPPS, capable of either 
using CC or local computing resources. As a result of the holistic data gathering, root 
causes of deviations in quality can be researched and evaluated, and thus be linked to the 
causing processes and parameters. In addition, ML can be applied in order to detect pos-
sible product quality deviations, due to unsuitable process parameters. Consequently, sit-
uationally appropriate decision-making is enhanced, and active measures can be taken, 
either adjusting the respective process or removing the affected specimen or product. 

5. Conclusions and Outlook  
The LUS method offers an immense variety of applications, whether in production, 

R&D, the laboratory or an interface, a so-called Smart Manufacturing Lab or SPL. In each 
of these areas, the method benefits from being applicable in-situ, contactless, at high tem-
peratures, in harsh environments. By analyzing the resulting signals, a variety of different 
material or product characteristics can be derived in a rapid manner. Due to the constant 
further development, either of the internal systematics, for example, to increase the meas-
uring frequency, or the more precise development of the models for the evaluation of any 
materials and alloys, the LUS will be indispensable for almost any scenario in the future. 
The possibility to reduce the development time of a microstructure model, including the 
whole required parameter set by about half, provides an enormous advantage. By imple-
menting this methodology, it renders such microstructure models applicable, even in sec-
tors where integration was not feasible for financial reasons. This development can pro-
vide a springboard for more economical and efficient production, since the effects of pro-
cess conditions on the microstructure can be analyzed in advance.  

Of course, the advantages on the production line are also of enormous importance. 
The possibility to inspect not only geometric parameters for tolerances in-line, but also to 
monitor the prevailing microstructure significantly, contributes to increasing efficiency 
and reducing scrap.  

Especially the application as a CPPS in a digitalized production environment con-
tributes to a considerable benefit. When combining the lab-scale utilization for a produc-
tion facility, unimagined possibilities can still be considered with the assistance of the en-
ablers of I 4.0. The interaction of DM, DS, and DTs and real-time process data integration 
with ML along the value chain can be a substantial contribution to the sustainable pro-
duction of the future. 

The main shortcomings in the implementation of the LUS in a SPL are that the eval-
uation of the obtained data is not yet mature for a variety of different materials. Even 
though a large number of investigations have already been carried out for microstructural 
changes of some various materials, it is necessary to investigate the behavior using the 
LUS for additional materials and alloys in a large-scale, creating a sub-ordinate database 
including microstructural data.  
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