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Kurzfassung 

Die automatisierte Rasterelektronenmikroskopie mit energiedispersiver 

Röntgenspektroskopie (REM/EDX) ist eine etablierte Methode zur Analyse von 

nichtmetallischen Einschlüssen (NME), die sowohl in der Forschung als auch in der Industrie 

Einsatz findet. Obwohl diese Methode eine detaillierte Auswertung von NME ermöglicht, ist 

der entscheidende Nachteil der Zeit- und Arbeitsaufwand, der für eine Probe bis zu mehreren 

Stunden in Anspruch nehmen kann. Methoden des maschinellen Lernens, die Daten sehr 

schnell verarbeiten, bieten eine interessante Alternative für die Charakterisierung von 

Einschlüssen. Die vorliegende Arbeit befasst sich mit der zeit- und energieeffizienten 

Klassifizierung von nichtmetallischen Einschlüssen, die durch das Training von Algorithmen 

des maschinellen Lernens mit Bilddaten von der automatisieren REM/EDX Analyse 

durchgeführt wurde. Für das Training und für die Evaluierung der Algorithmen kamen 

verschiedene Features, extrahiert von Rückstreuelektronenbildern ausgehend von sieben 

unterschiedlichen Stählen, zur Anwendung. Die Methoden des maschinellen Lernens aus den 

Python Bibliotheken scikit-learn und PyTorch wurden verwendet. Die höchste Trefferquote von 

73,1 % erreichte das Random Forest Klassifikationsverfahren durch Training mit den 

Grauwerten der Bildpixel. Neuronale Netze konnten nicht auf diesem Niveau klassifizieren. Die 

verwendete Featureart, der Algorithmus und die geometrischen Abmessungen von NME 

hatten einen signifikanten Einfluss auf die Performance bei der Klassifizierung. Für 

weiterführende Studien müssen Parameter wie die Einteilungskriterien der NME bei der 

Datenvorverarbeitung, als auch Helligkeits- und Kontrasteinstellungen bei der automatisierten 

REM/EDX Analyse miteinbezogen werden, um die Trefferquote weiter zu verbessern. 
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Abstract 

The automated scanning electron microscopy with energy dispersive X-ray spectroscopy 

(SEM/EDS) is a state-of-the-art method for the analysis of non-metallic inclusions (NMI) and 

well established for research and industry applications. Even though NMIs can be evaluated 

thoroughly with this method, the crucial disadvantage is its time effort, taking up to several 

hours per sample. Machine learning algorithms offer an interesting alternative for inclusion 

characterization, as data can be processed very fast. The present work deals with the time 

and energy efficient classification of non-metallic inclusions, carried out through the training of 

different machine learning algorithms on automated SEM/EDS generated image data. 

Features extracted from backscattered electron images, which were generated through the 

automated SEM/EDS analysis of seven different steels, served the purpose of training and 

evaluating the machine learning models. Various algorithms from the python libraries 

scikit-learn and PyTorch were used. The highest accuracy score of 73,1 % could be achieved 

with the Random Forest classifier trained on gray values of image pixels. Neural networks were 

not as suited for inclusion characterization. The used features, type of algorithm, and the NMI 

dimensions significantly influenced the classification performance. For further studies, 

parameters such as labeling criteria for NMI within the data preprocessing as well as contrast 

and brightness settings during automated SEM/EDS measurement need to be adapted in 

order to enhance accuracy scores. 
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1 Introduction 

Data science plays a crucial role in today9s industry. With the ongoing digitalization and 

exponential growth of generated data in recent years, the ability to collect, process, and 

analyze this data has become a key differentiator for companies in almost every industry. In 

manufacturing, the access to quality-related data enables long-lasting enhancement of 

process and product quality [1]. Data science techniques, such as machine learning and 

artificial intelligence, are used to automate repetitive tasks, increase efficiency, and uncover 

hidden patterns and relationships from given information. In the steel industry, machine 

learning receives an increasing attention for handling high-dimensional datasets with 

reasonable effort. Researcher have been focusing on using data-driven models to improve 

product quality [235], detect problems early in the process [2,6], and gain process knowledge 

to improve process stability [7,8]. Due to the increasing demands on steel performance for 

manufacturers, introducing machine learning techniques for steel cleanness evaluations could 

be a helpful tool in fulfilling advanced requirements. The origin, behavior in steelmaking, and 

influence on mechanical properties of non-metallic inclusions (NMIs) is an important topic on 

which researchers and industry have dealt with for almost 100 years [9]. In 1918, A. 

McCance [10] presented a study demonstrating that non-metallic inclusions in steel have an 

important effect on its properties, particularly in producing defects and causing failures. Since 

then, different methods for inclusion characterization have been developed and established in 

the industry and scientific environment. As stated by Zhang et al. [11], accurate methods for 

evaluating steel cleanliness are crucial in order to analyze and regulate it effectively.  

The automated scanning electron microscopy with energy dispersive X-ray spectroscopy 

(SEM/EDS) is a direct method for particle analysis on cross-section samples. It enables the 

measurement of morphology and chemical composition of non-metallic inclusions at 
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sub-micrometer to millimeter dimensions. Even though this method can be used for a wide 

range of research and industry applications with certain benefits, the crucial disadvantage is 

its time effort [9]. Due to the fast-processing speed of machine learning algorithms, this 

drawback can be nullified when they are trained on automated SEM/EDS measurement data 

and alternatively used for particle analysis. The time saving aspect could be become valuable 

for enabling an on-line steel cleanness control tool at different stages in steelmaking. 

The present work deals with the time and energy efficient classification of non-metallic 

inclusions, carried out through the training of different machine learning algorithms on BSE 

image data. Chapter 2 gives an overview about inclusion characterization methods, 

highlighting the automated SEM/EDS measurement. A short introduction into how machine 

learning can be applied in the field of inclusion characterization is presented in chapter 3. 

Chapter 4 starts with a description and a detailed study on the non-metallic inclusion datasets, 

which were used to train the machine learning algorithms. Various morphology characteristics 

and the representation of NMIs in BSE images of different inclusion classes are being 

discussed thoroughly. Furthermore, this chapter deals with possible feature extraction 

methods to simplify the classification task. Chapter 5 contains the evaluation of machine 

learning models using different performance metrics. The Bagging classifier and Random 

Forest classifier are described in detail. Additionally, this chapter presents methods for 

enhancing the algorithm9s performance, including fine-tuning of hyperparameters, and 

showcases the application of neural networks. 

2 Non-metallic Inclusions in Steel 

For over a century, researchers have been dealing with the origin, control, and characterization 

of non-metallic inclusions (NMI). The ongoing rise in demand for improved steel performance 
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has led to the development of increasingly complex steel production routes, resulting in the 

evolvement of more research fields focusing on steel cleanness. [9]  

2.1 Origin and Control of Inclusions in Steelmaking 

To prevent the formation of low melting compounds, such as FeO, FeS and their eutetics, 

during solidification, deoxidation and desulphurization are used in secondary metallurgy to 

decrease the oxygen and sulfur levels in steel. High oxygen affinity elements like Mn, Si, and 

Al act as deoxidizing agent and form non-metallic deoxidation products in the liquid melt. 

Desulphurization is achieved by slag refining, where most of the sulfur must be removed, and 

by forming of precipitates during solidification. Only elements such as Ca, Mg, or rear-earths 

with a low iron solubility have a sufficient high sulfur affinity to form non-metallic sulfides at 

liquid metal temperatures. Formation products of deoxidation and desulphurization lead to 

endogenous non-metallic inclusions. Contrary to oxidic and sulfidic NMIs, nitrides do not form 

in the liquid phase but precipitate during cooling of the solidified steel along the austenite grain 

boundaries.  Al, Nb, Ti, V, Zr and B act as nitride forming elements. NMIs can also originate 

from external sources such as fragments of refractories or entrapped slag, which are referred 

to as exogenous inclusions. [12,13] 

The following classification categories of NMIs are commonly used [12]: 

÷ Chemical composition: sulfides, oxides, nitrides 

÷ Origin: endogenous, exogenous 

÷ Forming stage: primary (formed under isothermal conditions in liquid steel), secondary 

(formed during cooling to liquidus temperature), tertiary (formed between solidus and 

liquidus temperature), quaternary (formed in solid steel) 

÷ Size: macro, micro (An inclusion size of 20 µm is often used as threshold. Da Costa e 

Silva [12] defines an inclusion as macro, if it is large enough to cause immediate failure 

of the product.) 

For inclusion removal by slag, which is often carried out in the ladle furnace, tundish, or mold, 

three steps must be considered: flotation in the bath, separation at the steel/slag interface and 

dissolution in the slag. The flotation by bath stirring and rising bubbles ensures the transport 

of NMIs to the steel/slag interface. Near the steel/slag interface, non-metallic inclusions must 

bind securely to the slag on reaching the interface. Based on thermodynamics, inclusions 

release energy during breakthrough of the steel/slag interface. For this to happen, a hole 

between the NMI and the steel/slag interface is formed by draining out steel. This hole uses 
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interfacial energy to grow spontaneously, and non-metallic inclusions get absorbed by the 

steel/slag interface. A schematic representation of this process is shown in Figure 2-1. A key 

factor for the absorption is that the inclusion energy exceeds the interfacial energy, which 

separates the two liquids. When the energy difference is insufficient, re-entering of the NMI in 

steel can happen and a poor removal efficiency is the consequence. The dissolution of 

particles (solid inclusions) is far more difficult than of droplets (liquid inclusions) due to the 

limited solubility in slags. Influencing parameters are the physical and chemical characteristics 

of the system, the temperature gradient and the volume of the slag. [12,14] 

 

Figure 2-1: Schematic representation of an inclusion approaching and breaking through the 

steel/slag interface [12] 

Controlling the amount, size, shape, morphology, and chemical composition of non-metallic 

inclusions in steel is essential for ensuring high cleanness levels in the final product. The 

measured steel cleanness can be correlated with the steel performance during production and 

application [9,11]. According to literature, steel properties can be positively and/or negatively 

affected by NMIs. The negative effects are mainly caused due to large or clustered particles 

[9] and can be summarized as follow: 

÷ Mechanical anisotropy [15] 

÷ Nozzle clogging during continuous casting [16,17] 

÷ Influence on corrosion resistance (initiating pitting corrosion) [18] 

÷ Fatigue behavior (acting as internal crack initiator) [19] 

÷ Hot ductility (void formation) [20] 
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2.2 Inclusion Characterization Methods 

Inclusion characterization is an important tool for studying the behavior, influence, and origin 

of NMIs during steelmaking and for measuring steel cleanness at various process stages. The 

available methods can be divided into direct and indirect measurement techniques. Compared 

to direct methods, which are known for their accuracy but come at a higher cost, indirect 

methods offer a faster and more affordable solution, yet their reliability is limited to serving as 

relative indicators. [11]  

The most established direct methods with their characteristic measurement properties are 

shown in Figure 2-2. In this work, the application of machine learning for inclusion 

characterization was enabled by using automated scanning electron microscopy with energy 

dispersive spectroscopy detectors (SEM/EDS) data. Therefore, the discussion of other 

methods is limited to a cursory overview: 

÷ The optical emission spectrometry with pulse discrimination analysis (OES-PDA) uses 

a spark between an electrode and a metal surface, which is generated by electric 

energy. The vaporized atoms enter a high energy state within the discharge plasma. 

The PDA distinguishes and analyzes each single discharge. This method is faster than 

then the automated SEM analysis but does not provide any geometric information of 

the inclusions. [21,22] 

÷ The Mannesmann Inclusion Detection by Analyzing Surfboards (MIDAS) is the most 

used ultrasonic testing (US) method for cast products. Steel samples are rolled to 

create surfboard samples and then scanned by ultrasonic to detect solid inclusions 

larger than 20 µm. [11] 

÷ Silenos, abbreviation for steel inclusion level evaluation by numerical optical systems, 

is a method for steel cleanness evaluation where layers with a thickness of 10 to 20 µm 

are removed from a disk-shaped sample by a CNC mill. A integrated high-resolution 

image scanner detects faulty areas on the surface, which are then evaluated by a laser 

spectrometer. [9,23] 

÷ Inclusion characterization by optical microscope (OM) evaluation is the most common 

used method of the last decades. Since there is no direct measurement of the chemical 

composition, the inclusion type needs to be assumed by the morphology and grayscale 

in the images. International standards have been developed to determine the content 

of non-metallic inclusions. [9] 

÷ Computed tomography (CT) techniques generate three-dimensional morphologies of 

inclusions through penetrating a steel sample with x-rays. NMI attenuate x-rays with a 
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different degree than the iron matrix. After ray detection and conversion to an electronic 

signal, a computer generates an image of the observed area. The morphology of 

complex clusters can be studied and evaluated, but no information regarding the 

chemical composition is obtainable. [24] 

÷ Electrolytic or chemical extraction techniques includes dissolving the iron matrix and 

collecting noble, non-dissolving NMIs on a filter. After a sputtering process, the 

collected non-metallic inclusions are analyzed by SEM/EDS. This enables a 

characterization based on a three-dimensional morphology of the NMIs. [9] 

 

Figure 2-2: Comparison of the most common direct methods for steel cleanness evaluation with 

measuring limits and characteristics [9] 

2.3 SEM/EDS Analysis 

A state-of-the-art method for inclusion characterization is scanning electron microscopy with 

energy dispersive spectroscopy detectors (SEM/EDS). A Schottky or field-emission cathode 

accelerates electrons through a voltage difference between a cathode and an anode. The 

voltage may be in the range of 0.1 keV to 50 keV. A two- or three-stage electron lens system 

demagnifies the electron beam so that an electron probe with a diameter of 1 to 10 nm is 

formed at the specimen9s surface. The final signal used for image formation is a result of a 
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combination of different atomic interaction processes. Secondary electrons, backscattered 

electrons (BSE), and Auger electrons form the emitted energy spectrum. For elemental 

analysis, either a wavelength- (WDS) or energy-dispersive spectrometer (EDS) is used. The 

WDS measures the wavelength of characteristic x-ray lines, while the EDS measures their 

quantum energy. For the analysis of non-metallic inclusions by EDS, a standard-based and a 

non-standard-based approach can be applied. The standard-based approach delivers the best 

analytical results because the magnitude of the characteristic signal level relative to the 

continuum defines the limits of quantification. A significant time and knowledge effort for 

composition analysis and the availability of standards for all elements measured in the sample 

material are the drawbacks of this method. Non-standard-based analysis are generally used 

for particle analysis due to the complicated quantification of complex multi-phase non-metallic 

inclusions. [9,25] 

SEM/EDS analysis offers a wide range of application in research and industry. With 

magnifications of 25x to 150.000x, macroscopic (> 100 µm) and sub-microscopic (< 1 µm) 

NMIs can be evaluated. The automation of SEM/EDS is designed for rapidly analyzing steel 

samples containing information of every measured particle and generating statistically 

comprehensible data. Sample preparation contains generally embedding the steel in a 

conductive material (Cu) followed by grinding with SiC abrasive paper at various roughness 

levels (320-600-800-1200) and polishing at 9, 3 and 1 µm with a diamond suspension. 

Depending on the chemical composition of the sample, preparation steps need to be adjusted 

accordingly. After a cleaning and dying process, the sample can be analyzed with 

SEM/EDS. [9] 

2.3.1 Automated SEM/EDS Measurement with Oxford Instruments9 Aztec 

Software 

Within this work, steel samples were analyzed by automated SEM/EDS measurement with a 

field-emitter-based JEOL 7200F and the operating software Oxford Instruments9 Aztec at the 

Chair of Ferrous Metallurgy. For the automated process, microscope and measurement 

parameters are defined once at the beginning. The particle detection and identification are 

then controlled by the software without manual interference. To distinguish particles from the 

surrounding matrix, a grayscale threshold is defined by the user. As stated by Mayerhofer [9], 

microscope settings such as contrast and brightness should be adjusted until a mean matrix 

value of >24000 and a NMI value of <2000 is measured during image calibration. The 

mentioned values refer to a 16-bit grayscale image. Figure 2-3 shows the calibration of an 

automated SEM/EDS measurement with a multi-phase NMI. Inside the gray value histogram, 
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the vertical green line represents the threshold, which is used by the software for identifying 

the particles on the cross-section of the specimen. After calibration, the microscope scans a 

user-defined area of the sample, whereas particles with a gray value smaller than the defined 

threshold and larger than 1 µm are considered. With current SEM settings the automated 

analysis is performed with a magnification of 400x. The resolution of the images is 1 µm per 3 

pixel and therefore the smallest measured particle size is 9 pixels. [9] 

 

Figure 2-3: Gray value calibration of a multi-phase NMI for automated SEM/EDS analysis 

During automated analysis, the chemical composition of identified particles is measured for 1 

second with an EDS detector. The software calculates geometric parameters of NMIs such as 

length, breadth, area, perimeter, equivalent circle diameter (ECD), shape, aspect ratio and 

mean gray level. Furthermore, the backscattered electron images are stored inside the 

software. 

2.3.2 Feature Evaluation Tool 

The Feature Evaluation Tool (FET), developed by Mayerhofer [9] at the Chair of Ferrous 

Metallurgy, is a stand-alone Matlab program for objective evaluation of automated SEM/EDS 

measurement data. This tool contains different modules dealing with artefact correction, 

classification of NMI based on the non-metallic phase, typification based on metallic binding 

partners without rating as well as data interpretation and representation. The input data for the 

FET is the as an excel sheet exported information of particles from the SEM software.  
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In the feature evaluation tool automated SEM/EDS data is processed as follows [9]: 

÷ Artifact correction: For micro cleanness all inclusions larger than 15 µm ECD are 

excluded from further evaluations. Furthermore, if any particle fulfills at least one of 

the in Table 2-I mentioned criteria, then it will be removed from the actual inclusion 

excel sheet and moved to a rejected excel sheet. 

Table 2-I: Artifact correction criteria 

Artefact type Criterion 

Matrix Fe + Mn + C + Cr + Ni + Mo + Nb + Ti + V > 99.99 

Grinding residues Fe + Mn + C + Cr + Ni + Mo + Nb + Ti + V + Si > 99.99 

Polishing residues Fe + Mn + C + Cr + Ni + Mo + Nb + Ti + V + Si + Alkali > 99.99 

Alkali = Ar, Cl, F, Na, K, Cs, P 

Insufficient measurement O + N + S = 0 

÷ Classification: Depending on present non-metallic bonding partners in NMIs, 

classification is done in single- (O, N, S) and multi-phase (ON, OS, NS, ONS) 

inclusions. Table 2-II shows the weight percentage thresholds of the classes. To 

define classes even more precisely, multi-phase inclusions are quantified based on 

the share of non-metallic phases in 25 %, 50 % or 75 % categories. Symbols 8<9 and 

8>9 between O, N and S, are used as a representation for the categories. Figure 2-4 

displays possible combinations. 

 

Table 2-II: Classification thresholds 

Class Oxygen [wt. %] Sulfur [wt. %] Nitrogen [wt. %] 

Oxide (O) > 0.1 f 0.1 f 0.1 

Nitride (N) f 0.1 f 0.1 > 0.1 

Sulfide (S) f 0.1 > 0.1 f 0.1 

Oxide-Nitride (ON) > 0.1 f 0.1 > 0.1 

Oxide-Sulfide (OS) > 0.1 > 0.1 f 0.1 

Nitride-Sulfide (NS) f 0.1 > 0.1 > 0.1 

Oxide-Nitride-Sulfide (ONS) > 0.1 > 0.1 > 0.1 
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Figure 2-4: Further classification of multi-phase inclusions based on the share of the non-metallic 

phase [9] 

÷ Typification: Depending on present metallic bonding partners in NMIs, a typification is 

performed to define inclusions in one of 577 different types. A detailed description is 

given in [9]. 

2.3.3 Backscattered Electron Images 

Aside from geometric parameters and chemical composition of NMIs, which enable the 

classification with the FET, BSE images are recorded and saved inside the SEM software 

during automated SEM/EDS measurement. The gray value of these images relates to the 

atoms present in the information area of the electron beam. Heavier elements, for example Fe 

in the matrix, lead to higher gray values, whereas lighter elements such as Al, Mg, etc., which 

are present in the non-metallic inclusions, result in lower gray values. Automated SEM/EDS 

measurements can be performed by setting a gray value threshold between the matrix and 

particles, as non-metallic inclusions generally appear darker than the surrounding matrix in 

backscattered electron images. [25] 
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3 Data Science Methods for Inclusion 

Characterization 

The manufacturing industry is facing new potentials and challenges due to the unprecedented 

increase in available data, often referred to as Big Data. Sustainable improvement in process 

and product quality can be achieved through the availability of quality-related data. 

Misinterpreting and mishandling information may lead to distraction and to wrong conclusions 

about actions. The field of machine learning enables the ability for manufacturers to utilize the 

vast amounts of data. Machine learning (ML) methods, such as Support Vector Machine 

(SVM), are specifically designed to effectively analyze large amounts of data with high 

dimensionality. [1] 

3.1 Principal Component Analysis on Inclusion Datasets 

Principal Component Analysis (PCA) is a data science technique used for dimensionality 

reduction by extracting essential information from multivariate datasets and representing it as 

a set of new orthogonal variables referred to as principal components (PC). The original 

variables, for example the chemical composition of an NMI, exhibit a linear relationship with 

the new principal components. PC1, the first principal component, is calculated by finding the 

linear combination of the original variables that describes the maximum variance in the dataset. 

The second PC represents the second greatest variance, PC3 the third greatest and so on. In 

most cases the first two PCs represent 80 % of the variance, which enables the plotting of 

multivariate datasets on two-dimensional scatter plots with minimal information loss. [26] 

A study by Abdulsalam et al. [26] showed an application example of PCA on automated 

SEM/EDS generated NMI datasets. The dimensionality reduction reduced the number of 

variables, in this case the Al-, Mg-, Si-, Mn-, Ca- and S- content of a 4140 steel (42CrMo4), to 

two principal components PC1 and PC2. Both PCs combined retained 95 % of the original 

dataset9s variance and showed following relationship with the original variables: 

1 =  20.027 2 0.716 + 0.002 + 0.468 2 0.198 2 0.007 + 0.478  

2 = 0.007 + 0.331 2 0.008 2 0.391 2 0.569 2 0.014 + 0.643  
(Eq. 1) 
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The two remaining principal components enabled a visualization of the entire inclusion 

population in a single plot and therefore a fast sample evaluation can be carried out by 

metallurgists during process control. Figure 3-1 shows the result of the PCA on four different 

4140 steel samples. Among sample A and B, inclusion populations were very similar. The 

same was observed for sample C and D. Comparing sample A and B with C and D, inclusion 

chemistry differed significantly due to Al and Ca containing inclusions at low PC1 values. 

 

Figure 3-1: PCA scatter plots of four samples from a 4140 steel [26] 

3.2 Machine Learning for Determining the Abundance of Inclusions 

The abundance of inclusions can be detrimental to the quality and performance of a material 

or product which causes increasing costs and further post-processing manufacturing steps 

during production. Early detection of the inclusion content in the steelmaking process, along 

with appropriate countermeasures, can effectively address this problem. A data analysis and 

machine learning approach to develop a decision-support tool helping to minimize the inclusion 

content was developed by Mesa et al. [6]. In this publication, the abundance of inclusions in 

austenitic steel was linked to the first stage of the manufacturing process using more than 300 

variables from the melting shop stage. The variables described the conditions during tapping, 
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steelmaking (temperature, time of treatment, amount and type of additions) and casting. Slab 

dimensions and defect classification in laboratory tests were also included. Various machine 

learning models such as linear regression, random forest, artificial neural networks, and 

support vector machines were fitted to the data. Figure 3-2 shows a scatter plot representation 

comparing the observed and predicted values of the average abundance of inclusions. The 

red data points correspond to predicted values outside the 95 % confidence interval. 

 

Figure 3-2: Comparison of observed and predicted values of the average abundance of inclusions 

from a linear regression model [6] 

3.3 Classification of Non-metallic Inclusions 

In contrast to automated SEM/EDS measurements, using machine learning tools for 

classifying non-metallic inclusions is a rapid and low energy consuming method of determining 

steel cleanness. Regarding the training data of the machine learning algorithms, two different 

approaches can be considered. Ramesh Babu et al. [27] and Abdulsalam et al. [28] used 

geometric output data of automated SEM/EDS analysis to perform inclusion characterization 

and cluster detection. BSE-images can also fulfill the purpose of serving as input data for 

machine learning. Previous works [29] on this field showed the application of convolutional 

neural networks for predicting inclusions classes by using BSE-images. Figure 3-3 gives a 
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schematic overview of the possible NMI classification approaches with data from the Aztec 

SEM software. The morphology/geometric data as well as BSE-images are recorded during 

automated SEM/EDS analysis and represent the input data for different ML techniques. 

 

Figure 3-3: Schematic overview of different data approaches for the application of machine learning 

for inclusion characterization 

3.3.1 Geometric Data Based Classification 

Geometric data of NMIs contain information about the size, shape, and gray value properties, 

which can be used as training data for machine learning techniques. Several classification 

algorithms, including Naïve Bayes, SVM, and Random Forest (RF), have been tested for their 

effectiveness in performing inclusion classification tasks [26,27]. These algorithms have 

demonstrated their ability to achieve a certain level of accuracy. As published by Babu et al. 

[27], using SVM for the binary inclusion/rejected classification was possible with an accuracy 

of 89 %. For 8-class classification, including single- and multi-phase NMIs, the accuracy 

dropped to 61 %. The achieved classification performance is a function of various parameters. 

Contrast and brightness settings of the microscope influence BSE-image quality and the 

calculated geometric data such as the mean gray value. The improvement of SEM settings for 

inclusion classification by Ramesh Babu et al. [27] included maximizing the brightness and 

contrast difference between the oxide and sulfide part within an oxide-sulfide inclusion. The 

result of this change can be seen in Figure 3-4. Lower contrast led to similar gray values for 

oxide and sulfide in oxide-sulfide inclusions during automated SEM/EDS measurement. 
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Increasing the contrast resulted in a more pronounced difference in gray values and improved 

the accuracy of binary classification to 98 % and 8-class classification to 81 %. 

 

Figure 3-4: Influence of contrast on the gray value of oxide and sulfide in oxide-sulfide 

inclusions [27] 

Other metallurgical influencing factors that affect classification performance include the type 

of steel and its corresponding inclusion population, the complexity of inclusions, the number of 

inclusion classes defined by the metallurgist, and the evaluation method used to define the 

element-thresholds for inclusion classes. 

3.3.2 Image Data Based Classification 

Abdulsalam et al. [30] as well as previous work [29] conducted at the Chair of Ferrous 

Metallurgy demonstrated the successful application of machine learning techniques for NMI 

classification using BSE-images. The convolutional neural network (CNN) is a well-known 

deep learning model for image classification and was utilized in both studies for training and 

testing. Convolutional layers are especially useful as they can extract important features such 

as edges [31]. CNNs process images directly and require data preprocessing if variations in 

image sizes occur. In previous work [29], images were exported from the Aztec SEM software 

with a size of 320x313. The VGG16 architecture, which is a CNN, uses 224x224 sized images 

with three channels in its input layer. Therefore, image scaling operations were necessary to 

enable the classification with this architecture. After training the VGG16 on 17300 images, a 

validation accuracy of 71,7 % could be achieved within the 4-class classification (OS, Oxide, 

Sulfide, Rejected). Data complexity and hyperparameter of the CNN showed a significant 
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impact on the achievable accuracy. After optimizing model parameter and data cleaning steps, 

which simplified the NMI classes, the accuracy could be increased to 80 %. Main problems 

during classification occurred for the Oxide/Rejected classes, as it is shown in the confusion 

matrix from the test dataset in Figure 3-5. The second highest error happened during 

OS/Rejected classification. 

 

Figure 3-5: Confusion matrix of an VGG16 network trained on BSE-images [29] 

The reliability of EDS measurements needs to be considered for the application of ML 

techniques. Standardized classification criteria determine the inclusion class, which is 

subsequent the ground truth label for the algorithm. Due to a drift in BSE imaging, the 

measured composition can differ from its actual one. This problem can lead to wrong 

determined image labels, as it is shown in Figure 3-6 for the case of mislabeling multiphase 

inclusion as single phase NMIs. The measured chemical composition, represented by the bars, 

would lead to the conclusion that only one phase is present. However, the BSE images clearly 

show that the NMIs consists of two phases. Performance of machine learning algorithms relies 

on the quality of training data and is directly influenced by the reliability of EDS measurement. 

Mislabeling NMIs increases the number of errors during classification. Furthermore, CNN 

models with a large amount of optimizable parameters require a high computational cost during 

training. Another drawback of deep learning algorithms is that the basis for classification can 

be difficult or impossible to extract. Using Random Forest classifier for predicting inclusion 

classes nullifies this problem because information about the most important features of the 

input data for prediction is accessible. RF methods are not as well suited for image 

classification tasks as CNNs, but due to lesser amount of parameters, the computational cost 
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is lower. If the tradeoff of the accuracy using RF classifier is not significant, then it may be a 

suitable choice for classifying BSE images. [30] 

 

Figure 3-6: Multiphase inclusions with wrong determined chemical composition [30] 

4 Data Preprocessing 

In this work, the suitability of various machine learning methods for application as an inclusion 

characterization tool was tested and evaluated. Training and test datasets were generated by 

automated SEM/EDS measurements in combination with data preprocessing techniques. In 

order to use BSE images from Aztec software as input data for machine learning, a new 

method of preprocessing had to be devised. The integrated development environment Spyder 

with Python version 3.9.15 was utilized to satisfy the requirements on the quality of the input 

data for machine learning.  

4.1 Data Pipeline for Exporting SEM/EDS Data 

At the Chair of Ferrous Metallurgy, inclusion characterization is mainly done by automated 

SEM/EDS analysis combined with a post-measurement evaluation using the Feature 
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Evaluation Tool. During this process, an excel list containing classified and typified NMIs with 

calculated geometric parameters and determined weight percentages of measured elements 

is generated. To enhance knowledge and gain information about complex inclusions, manual 

mappings and high-resolution BSE images can be recorded. In contrast, BSE images for each 

analyzed particle during automated SEM/EDS measurement are low-resolution and generally 

not used for any other application besides the newly developed inclusion characterization 

approach with machine learning. A new technique for extracting this image data from the Aztec 

environment had to be developed, since Aztec version 5.0 did not provide a built-in function 

for exporting every image from the software. Overview of the whole data pipeline for dealing 

with automated SEM/EDS data shows the flowchart in Figure 4-1. Colors of the process steps 

refer symbolic to different program environments, in which the user or script is processing the 

data. Starting with automated SEM/EDS measurement in Aztec software, information about 

different geometric properties and chemical composition is measured and calculated as well 

as BSE images are recorded and saved during analysis of specimen. The conventional way 

of NMI characterization consists of copying geometric and chemical data from Aztec software 

in an excel sheet, which is stored in a folder inside the windows environment. Fur a further 

detailed evaluation, such as determining inclusion class and type, the data in the excel sheet 

is processed by the FET. During this process, a 8Typified Excel Sheet9 listing all the defined 

non-metallic inclusions and a 8Rejected Excel Sheet9 containing the data which gets rejected 

based on defined rules are generated. For the combination of several typified and rejected files 

from automated SEM/EDS measurements of different steels, a python script 8Generate Excel 

Database9 puts geometric and chemical information of NMIs together in one excel database, 

which is necessary for preprocessing the data for machine learning. In the 8Excel ML 

Database9, an automatic defined identification number as well as corresponding file- and 

project name gets assigned to each NMI for ensuring traceability after combination. 

Furthermore, information of this database is used during image renaming and class sorting as 

it provides the link between project specific nomenclature (ID inside Aztec software; starts 

with 1 for every new measurement) and database specific nomenclature (progressive ID; every 

NMI gets a unique number).  

A python-programmed macro is used for semi-automatic exportation of BSE images from 

Aztec software. After setting up mouse positions, movement, and functions, the macro repeats 

the defined steps for a certain number of times, depending on how much NMIs needs to get 

exported. During this process, image files get saved in one folder. As already described, the 

python script 8Image Renaming and Class-Sorting9 accesses the necessary information from 

the previously generated database. After renaming images to their progressive ID and sorting 

them into folders of their respective class, image processing is done by the python script 8Aztec 
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Image Processing9. This step includes image padding to a size of 60x60 and image reshaping 

to a one-dimensional vector. Padding, which is filling up missing pixel values with zeros to the 

desired size, ensures, that information about the original size doesn9t get lost because the 

reshaping process is revertible with a predefined image size. Due to the fact that this process 

artificially enhances the number of pixels with zeros in BSE images, this gray value will not be 

included in the evaluation. Excluding zeros from evaluation doesn9t lead to an information loss 

of inclusion data because already in Aztec software, missing pixel values to a rectangular 

image size are represented by zeros, and no inclusion class contains gray values with this 

value. The final 8Excel ML Database 3 Images9 contains the ID, class, and processed images 

and serves as training data for machine learning in the case of direct training with pixel values. 

 

Figure 4-1: Flowchart of how data, starting from Aztec software, is processed (color program 

environments - black: Aztec, green: FET, yellow: Windows, blue: Python) 
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4.2 Description and Statistical Overview of the Dataset 

The Standard Cross-Industry for Process Data Mining (CRISP-DM) developed a 

comprehensive process model for carrying out data mining projects, independent on industry 

sector or used technology [6,32]. The second stage in this methodology, known as 8Data 

Understanding9, was performed to gain knowledge about the behavior, relationship, and 

differentiating factors of NMIs in the generated dataset. Furthermore, statistic observations are 

important for understanding the relevance of features, derivation of the required preprocessing 

steps, and ultimately for ensuring high data quality. A feature is an individual measurable 

property of the process being observed [33]. Any machine learning algorithm can classify data 

by utilizing a group of features. In this chapter, the dataset is presented along with information 

on its class and type distributions, and a brief overview of BSE image characteristics is 

provided.  

Seven different steel samples were pressed, cut, grinded, polished, and subsequently 

observed by means of automated SEM/EDS measurement at the Chair of Ferrous Metallurgy 

to ensure a large enough dataset with a high NMI class variety. The chemical composition of 

the steels, obtained with a spark spectrometer, is given in the appendix. Table 4-I summarizes 

the microscope parameters, which remained the same across the analyzed specimen. 

Contrast and brightness settings were adjusted accordingly for every steel during calibration. 

Matrix gray value peaked at approximately 26000 with a mean oxide gray value in the range 

between 1500 and 2000. 

Table 4-I: Measurement parameter for field-emitter-based JEOL 7200F 

Parameter Value 

Beam energy 15 kV 

Probe current 12 PC 

Working distance 10 mm 

Resolution 1024x960 px 

Minimal particle size 9 px 

Magnification 400x 

EDS measurement time per particle 3 s 

The generated SEM/EDS data was exported via the described data pipeline in the previous 

chapter. The final 8Excel ML Database9, stored as a csv file, had 38281 entries with 92 columns 
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containing the ID, originating file- and project name, determined class and type, morphological 

information, and chemical composition. In addition, the 8Excel ML Database 3 Images9 consists 

of 38281 images, represented by a one-dimensional vector for each measured particle.  

4.2.1 Class Distribution 

The initial reason for measuring different steels and combining them into one dataset is to 

create a balanced class distribution, because depending on production route, metallurgical 

treatments, steel grade, etc., some NMI classes can dominate the inclusion population. This 

chapter represents the beginning of the verification process, to determine whether inclusions 

from different steels can actually be combined or differ too much so that every steel, even 

though the class distribution might be imbalanced, has to be treated separately for machine 

learning. Figure 4-2 shows the absolute number of particles of each class within a steel grade 

in a stacked bar plot with the measured sample area on top of each bar. The class distributions 

varied between the different steels. The rail and construction steel were dominated by sulfides, 

whereas the spring and bearing steel mostly contained OS. The micro alloyed and quenched 

and tempered (QT) steel were evenly distributed regarding the inclusion classes oxide, sulfide, 

and OS, but showed compared to the other steels a high amount of rejected data. The overall 

number of NMIs in the austenitic steel was significantly lower compared to the other samples.  
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Figure 4-2: Number of NMIs in each class for the different steel samples 

 

Relating the absolute amount of NMIs to the measured sample area leads to the bar plot in 

Figure 4-3. The construction steel was well above the other steel grades. Rail and spring steel 

showed a similar number of inclusions per mm² measured area. Micro alloyed, QT, and 

austenitic steel had a low inclusion quantity. 
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Figure 4-3: Number of NMIs per mm² in each class for the different steel samples 

More important for machine learning is the overall distribution of the NMI classes, if class 

labeling is used in the input data. In this case, the number of inclusions assigned to a specific 

class define the actual balance of the data. An overall overview of the inclusion class 

distribution inside the whole dataset is given Figure 4-4. Sulfides, OS, and rejected data were 

the three dominating classes, representing 88 % of the inclusion population. The number of 

oxides was significantly lower. The remaining classes, such as ONS, NS, ON, and nitrides, 

barely existed in this dataset. Due to this pronounced imbalance, classes apart from sulfide, 

OS, rejected, and oxide, which represent only 2 % of the data, were removed from the dataset 

for machine learning. 
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Figure 4-4: Number of NMIs in each class for the whole dataset 

4.2.2 Type Distribution 

For a more advanced insight into the behavior of NMI classes, inclusion types need to be 

considered because class labels may have too much variation to show a recognizable and 

unique pattern for machine learning algorithm. The Feature Evaluation Tool defines, aside the 

more general describing class terms, very specific type labels depending on the measured 

chemical composition of the respective particle. The variation of different types is exemplary 

shown in Figure 4-5 for oxide inclusions in the QT steel by plotting the weight percentage of 

oxygen against the mean gray level. MA-spinel, type (Mg,Al)O, showed a cluster at low mean 

gray level with higher oxygen content. Other types, mainly Ca-, Si-, Al/Si-, and Al-oxides, had 

lower amount of oxygen and were located at higher mean gray level. This illustrated complexity 

needed to be considered if the mean gray level was used as an input parameter for machine 

learning to describe inclusions in the oxide class. Furthermore, this pronounced oxide type 

variation may not be as significant in other steels or in the case of other inclusion classes. For 

a detailed description of the class complexity regarding BSE images, refer to Chapter 4.3.3.  

A high intra-class variation leads to problems for classification with machine learning models, 

as the performance can drop sharply when mismatch between training and testing data 

distributions occurs [34,35]. Automated SEM/EDS measurements, or more general 

parameters affecting the output of NMI inclusion analysis, may be susceptible to test domain 

shifts, which are frequently encountered in real-world applications. Mayerhofer [9] defines nine 
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influencing factors, such as raw materials, melt, furnace, solidification, cooling process, 

sampling, measurement, evaluation and final data representation. The problem with test 

domain shifts for inclusion characterization is only being mentioned and will not be further 

addressed in this work. However, the observed complexity of inclusion classes led to the 

consideration of a splitting process using type specific labeling for classification. 

 

Figure 4-5: Oxide inclusion types in the QT steel 

Overall, 286 types were present across all steel grades. Figure 4-6 shows the amount of the 

twenty most common types in the dataset. MnS and (Mn,Ca)S as well as rejected particles 

(not typified, SiC/matrix) represented almost 50 % off all NMIs. The other half contained 282 

types, which increased the variety tremendously. Following definition was used in the Feature 

Evaluation Tool regarding the most important rejected types [9]: 

÷ Not typified: Particle with O, N, and/or S content, but no metallic bonding partner 

÷ SiC/matrix (artifact type 3 grinding residues): Fe + Mn + C + Cr + Ni + Mo + Nb + Ti + 

V + Si > 99.99 % 

÷ Matrix: Fe + Mn + C + Cr + Ni + Mo + Nb + Ti + V > 99.99 % 
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A relatively even distribution was present among the different types of particles, with the 

exception of the two dominant ones, namely 8(Mn)S9, and 8not typified9. This resulted in a 

challenge for the definition of the used labels for machine learning, as introducing additional 

types led to a more difficult task. Furthermore, not all types showed sufficient amount of data 

to enable the detection of patterns for machine learning algorithms. 1000 images per class is 

a rule of thumb for the minimum number in the training set for computer vision applications [36]. 

Applying this to the distribution in Figure 4-6, nine types could be considered for a type specific 

labeling. For a comparison of the classification performance, NMI types and classes were used 

in separate training sets as labels.  

 

Figure 4-6: Amount of the twenty most common types in the dataset 

4.2.3 BSE Images 

As already discussed, gray value in BSE images depends on present elements in the 

measured area. Furthermore, different physical properties can lead to specific characteristics 

of NMI classes. In this section, the appearance of oxide, sulfide, and oxide-sulfide inclusions 

are compared and discussed. Table 4-II shows high- and low-resolution images of these 

classes. The high-resolution images were recorded manually whereas the low-resolution ones 

were generated during the automated SEM/EDS measurement. Oxides with metallic bonding 

partner such as Mg, Al, Si, Ca, Ti, Cr or Mn relate with a low gray value and a dark appearance. 

Low-resolution BSE images show a specialty for oxides, which will be referred to as 8gray ring9, 

due to the pronounced influence of matrix at the inclusions9 edge. A higher amount of matrix 

inside the interaction volume of electrons leads to an increase in gray level in this area of the 
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inclusion [9]. In contrast to oxides, sulfides with a metallic bonding partner such as Mn, Mg, Ca 

or Ti show higher gray values. The appearance of OS depends on the oxygen/sulfur ratio of 

the inclusion. 

Table 4-II: Comparison of oxide, sulfide, and oxide-sulfide inclusions in high- and low-resolution 

images 

NMI class High-resolution 

BSE image 

Low-resolution 

BSE image 

Characteristics 

Oxide 

 

 

Shape: predominantly round 

Gray value: in the center 

low, gray ring due to matrix 

influence 

Sulfide 

 
 

Shape: round/elongated 

Gray value: brighter than 

oxides, uniform over whole 

area 

Heterogenous 

Oxide-Sulfide 

(OS) 

 
 

Shape: round/elongated 

Gray value: depends on 

oxygen/sulfur ratio, higher 

oxygen content ð more 

pronounced dark area, 

higher sulfur content ð 

more pronounced bright 

area 

The described characteristics in low-resolution BSE images are more pronounced at larger 

inclusion dimensions. Influence of matrix can lead to a significant increase in the mean gray 

level for small oxide inclusions in the range of 1 3 2 µm ECD. Figure 4-7 shows the oxygen 

content plotted against the mean gray level of oxide inclusions from the QT steel with a 

colormap representing the ECD. Larger oxides were located at high oxygen content with low 

mean gray level, whereas small ones tended to cluster at significantly lower gray values. 

Sulfides are not affected by this phenomenon, as the difference in gray values between the 

inclusion and the steel matrix is inherently much smaller. 

 

10 µm 

2.5 µm 

2.5 µm 
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Figure 4-7: Influence of ECD on mean gray level of oxide inclusions in the QT steel 

Figure 4-8 shows exemplary images of affected oxide inclusions with small dimensions. 

Differentiating, if the three images belong to oxides or sulfides is impossible without having 

access to the measured chemical composition. Small images with low resolution present a 

problem as they do not provide sufficient information content for machine learning algorithms 

to extract useful features for characterization. Feature extraction, which is discussed in the 

following chapter, is difficult in such images.  

                     

Figure 4-8: Low-resolution BSE images of small oxide inclusions (ECD j 1,5 µm) 
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4.3 Training Data 

In this work, two different types of training data were used for machine learning. On the one 

hand, training models directly with pixel values resulted in a low time and preprocessing effort. 

On the other hand, extracting features from images and using them as training data simplified 

the classification task, because instead of 3600 pixels from 60x60 sized images only a certain 

amount of input variables represented the whole dataset. Furthermore, flexibility and 

adaptability increased due to the ability of defining task-specific features. This chapter deals 

with the definition of different features inside the dataset, which were subsequently used as 

input variables for machine learning. Manual and algorithmically extracted features are 

discussed, compared, and calculated for statistical comparison of NMIs across the different 

steel grades. 

4.3.1 Feature Definition 

As mentioned earlier, training machine learning models directly with BSE images resulted in 

3600 input variables, which are referred to in this work as pixel features. Aztec software 

determines during the automated SEM/EDS measurement geometric properties of every 

measured particle. Theoretically, this information can also be exported manually from BSE 

images. Geometric properties are referred to as geometric features. Furthermore, new input 

variables can be defined using information from BSE images.  

A grey value histogram is a visual representation of the distribution of pixel intensity values in 

an image. Figure 4-9 shows the gray value histogram of the dataset, containing information of 

every pixel from all BSE images. Contrary to previous calculations, the extracted image data 

from Aztec software has a color depth of eight bit, which causes the gray value to be in the 

range between zero and 256. Plotting all values between 0 and 160 in Figure 4-9 ensures that 

no information is lost. The large number of histogram classes are simplified by labeling every 

25th bar. Two peaks are visible in the histogram, which suggests that there were two dominant 

intensities present in the BSE images. The first peak at 0 was caused by the padding process 

inside Aztec software (images must be rectangular) and during image preprocessing (image 

resizing to 60x60). This peak showed no importance for the analysis of the images as it did not 

provide meaningful information and was ignored during further evaluations. The second peak 

at a gray value of 9 indicated a usable feature for classification. Images from NMI classes such 

as OS, rejected data, and oxides increased this gray value tremendous, whereas the influence 

of BSE images from sulfides was almost neglectable (Figure 4-10).  
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Figure 4-9: Gray value distribution of every image in the dataset 

BSE images from sulfides only had 3737 pixels with a gray value of 9. Considering the high 

amount of 12659 sulfides in the dataset, this represented a share of 0,007 % of all pixels. The 

number of pixels in BSE images with this gray value indicated an appropriate feature, 

especially for a sulfide vs. rest classification. 

 

Figure 4-10: Number of pixels with a gray value of 9 from NMI classes in the dataset 

Another characteristic of different NMI classes in BSE images is the gray value gradient. A lot 

of image processing techniques exist for calculating gray value gradients and extracting 

associated features [37], but dealing with very small images is difficult due to the limited spatial 
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resolution and information content. Especially noise affects image quality, corrupts the 

information as well as distorts the image readability [38]. In this work, two approaches were 

used for representing the gray value gradient. The first one dealt with a manual calculation of 

how often gray values changed significantly in vertical and horizontal direction. Alternatively, 

a simpler approach using statistical parameters from gray value histograms as features was 

tested. 

4.3.1.1 Vertical and Horizontal Gray Value Gradients 

The different representation of oxides, sulfides, and OS in BSE images underlay the theory 

behind this approach. The gray value inside sulfides and oxides was expected to behave 

uniformly, while a more or less pronounced dark oxidic part influenced OS inclusions 

depending on the oxygen/sulfur ratio. Oxides showed a specialty with a gray ring surrounding 

the actual inclusion. The amount of significant gray value changes along vertical and horizontal 

direction as well as the amount of pixel with no significant change and their mean gray value 

provided a feature for machine learning. Table 4-III shows exemplary the calculation of these 

parameters on images of the three NMI classes. The row and column, which go through the 

center of the image, defined the horizontal and vertical direction as well as for calculation 

relevant pixels. Green lines represent exemplary a significant change of the gray value 

between two neighbored pixels. The number of these changes was expected to be the highest 

for OS and oxides and less common for sulfides. Distinguishing feature between OS and 

oxides were the mean gray values and number of pixels between two significant changes. 

Oxides only had the small gray ring, whereas OS consisted of significant more gray areas, 

especially with higher sulfur content. 

Table 4-III: Comparing the results of the gray value gradients of oxide, sulfides, and OS 

 Oxide Sulfide OS 

Exemplary 

images 

   

A significant change of gray value occurred, if the difference between two neighbored pixels 

exceeded a threshold. For defining the positions of these changes in the observed row and 

column, binarization was used as an image processing technique. The application of this 

approach relied heavily on finding a suitable threshold for binarization. The threshold needed 
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to be in the gray value range between oxide and sulfide inclusions. Even though measurement 

parameters for all the observed steel grade remained the same across automated SEM/EDS 

analysis, the gray value distribution from sulfides differed significantly from each other, which 

is represented in Figure 4-11. Aside from the bearing steel, all other steel grades showed a 

similar gap between the peak at low and high gray values. It was necessary to ensure, that the 

binarization process did not split up sulfide inclusions. The gray value of oxides defined the 

lower limit of the threshold. After consideration of the different gray value distribution, the 

threshold was set to a value of 20. 

 

Figure 4-11: Summed up gray value distribution of every image in the respective steel grades 

(excluding the austenitic steel due to low number of sulfides) 

In the bearing steel, 3,5 % of the pixels from sulfide BSE images had a gray value of 8. This 

indicates that vertical and horizontal gray value gradients was not applicable for this steel, 

because the described problem with splitting up sulfides occurred.  

After binarization, the positions of the significant changes were calculated by comparing two 

neighbored pixel values. Finally, following parameters for both horizontal and vertical directions 

were defined: 

÷ Number of pixels higher than the threshold divided by the length of the corresponding 

row or column 

÷ Mean gray value of pixels higher than the threshold 

÷ Number of pixels below the threshold divided by the length of the corresponding row 

or column 

÷ Mean gray value of pixels below the threshold 
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If images only had one significant gray value change, as it is the case for the vertical direction 

in the exemplary oxide in Table 4-III, non-calculatable parameters were set to zero. Using this 

feature extraction method, 3600 input variables could be simplified into 8 features.  

The quality of features, generated with this method, depended on the size of the images. The 

minimum inclusion length and breadth during automated SEM/EDS analysis was set to a value 

of 1 µm (3 pixels). Calculating the mentioned parameters inside a row or column with a length 

of 3 pixels led to results, which were not useable for machine learning. Limiting the input size 

of images evaluated by this method was expected to help generating high-quality features, but 

came at the cost of losing data. Especially in this dataset, most of the inclusions had small 

dimensions. The ECD distribution is showcased in Figure 4-12 with a logarithmic scaled y-

axis. 52 % of the NMIs had a ECD of 1 µm. 88 % were smaller than or equal to 3 µm (9 pixels). 

 

Figure 4-12: ECD distribution of the dataset 

4.3.1.2 Statistical Parameter from Gray Value Histograms 

An easier approach of defining features was using statistical parameters, such as mean, 

median, standard deviation, and quantiles from gray value histograms for describing the 

differences of the NMI classes. As stated by Piovesana et al. [39], for a stable calculation of 

mean and standard deviations in normative datasets, sample size of 50 is sufficient. Therefore, 

every image below a size of 50 pixels (approximately 2,5 µm ECD) could not be used for 

histogram evaluation because information was not sufficient enough and noise significantly 
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affected the mean. After sorting out inclusions lower than 50 pixels, 4965 OS, 1441 sulfides, 

567 oxides, and 662 rejected data were evaluated. Figure 4-13 shows the distribution of the 

mean image gray values respective their inclusion classes. The peak for oxide inclusions was 

at low mean gray values, whereas sulfide inclusions had a higher mean gray level. OS 

inclusions showed two peaks, one at lower MGV and one at higher MGV. Rejected data lay 

somewhere in between the oxide and sulfide peak. Even though the peaks could be 

distinguished from each other, a high image noise caused overlap between the NMI classes. 

 

Figure 4-13: Relative share of images with a certain mean gray value 

Figure 4-14 shows the calculated means, medians, as well as 25 % and 75 % quantile of the 

mean gray values from the images. Minimum and maximum values had no significant 

difference in the four presented classes. The overlap of the mean gray values in the 25 % to 

75 % quantile led to the conclusion, that the amount of data points between the first and third 

quantile could not be used as a distinguishing factor and subsequently as feature for machine 

learning. 
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Figure 4-14: Median, mean, 25 % and 75 % quantiles of the mean gray values of all images 

The median distribution of BSE images in the dataset is presented in Figure 4-15. Apart from 

sulfides, other inclusion classes show a peak at low median values. This peak is especially 

pronounced for the oxide class with 60 % relative share of images. The number of images at 

that median is comparably lower for OS and rejected class. In contrast, sulfides show a peak 

at higher median values, containing 20 % of sulfide images. The distribution between the two 

peaks is uniform with a low share of images at the respective median values and shows no 

difference between the NMI classes. Therefore, this statistical parameter is not suited as a 

feature for machine learning.  
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Figure 4-15: Relative share of images with a certain median gray value 

4.3.2 Feature Selection of Geometric Parameters 

Feature selection aims to identify a set of variables from the input data that effectively 

describes the underlying information while minimizing the impact of noise or irrelevant 

variables. Understanding the dependencies of these variables is important, due to the fact that 

highly correlated variables provide no further information about the classes and only increase 

the noise for the machine learning model. [33]  

A correlation matrix was used to represent the relationship between the geometric features. 

The values inside this matrix can range from -1 to 1. Either a high or a low value leads to a 

linear correlation between two variables. If the value is 0, no correlation between two variables 

is present. Figure 4-16 shows the correlation matrix of the geometric features from the dataset, 

which were calculated by Aztec software. Dark green fields represent a high correlation 

between the corresponding features, whereas for white fields no correlation could be found. 

The parameters 8Stage X9, 8Stage Y9 and 8Direction9 had no measurable correlation with any 

other parameter. However, these three parameters needed to be dropped from the dataset 

because they contain no information about an inclusion, which can be used for classification. 

The parameter, which describe the size of an inclusion (area, ECD, breadth, length, perimeter) 
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were highly correlated with each other and can be combined to lower the number of features. 

The ECD was defined to represent the size of an NMI. Shape and aspect ratio of the inclusions 

showed some correlation within each other and with geometric dimensions such as length and 

perimeter. Due to the fact, that length and perimeter were already described by the inclusions9 

ECD, aspect ratio and shape represented features for machine learning. Furthermore, mean 

gray level was not correlated with any other parameter. In conclusion, the final dataset consists 

of the parameters ECD, aspect ratio, shape, and mean gray level. 

 

Figure 4-16: Correlation matrix of geometric parameters 

4.3.3 Comparing Different Steels 

This chapter deals with the comparison of NMIs between the steel grades to evaluate if the 

dataset could be combined or needed to be split up. As already mentioned, a high inter-class 

variation led to problems during classification with machine learning models. Table 4-IV 

showcases the distribution of the different NMI classes (all together, oxide, sulfide, OS, 

rejected) in each steel grade with a short description of the characteristics. The diagrams were 

calculated directly with the gray value of pixels from all images.  
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Table 4-IV: Comparison of gray value distributions of the most important classes from the dataset  

Pixel gray value distribution Characteristics 

All NMI classes 

 

Every steel showed a 

more or less pronounced 

peak at gray value 9 ð 

influence of oxides 

Curves at higher gray 

value differed significantly 

from each other ð 

influence of sulfides 

Oxides 

 

Very high peak at gray 

value 9 (up to 42 % pixel 

share in QT steel) 

Gray ring around oxides 

caused noise, which can 

be seen in alternating 

curve shapes at higher 

gray values. 

Sulfides 

 

Bearing steel was the only 

steel which showed a peak 

at gray value 9 for sulfides. 

Curves differed 

significantly from each 

other at higher gray 

values.  
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OS 

 

Bearing, QT, and micro 

alloyed steel showed a 

peak at gray value 9. 

Height of the peak at 

higher gray values 

depended on the steel. 

Rejected 

 

Behavior similar to oxides, 

but with a smaller peak at 

low gray value. 

Considering the most important NMI classes in the dataset, distributions of gray values from 

sulfide images differed the most between the different steel grades. Bearing and micro alloyed 

steel showed significantly different curves compared to the other steels. Sulfides in the bearing 

steel peaked at low gray values, which was generally only the case for oxides. The second 

elevation started with a gray value of approximately 40 and resulted in a very widely ranged 

plateau, which ended at 130. Compared to the other steels, the gray level of sulfides was 

shifted to lower values. The peak of sulfides from the micro alloyed steel was located at very 

high gray values up to 170 and ended there abruptly. For evaluation of the different sulfide 

curves, the NMI type distribution may be considered. Classes are very broad defined and can 

lead to wrong conclusions about the characteristics and reasons behind the different shaped 

curves. Figure 4-17 contains the sulfide-type distribution of the steels. Even though the gray 

value distribution differed significantly for the bearing and micro alloyed steel, type distribution 

was similar with mainly Mn-sulfides and Mn-Ca sulfides. This led to the conclusion, that the 

bearing and micro alloyed steel needed to be split from the dataset for machine learning. 
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Figure 4-17: Sulfide-type distribution of the steels 

5 Training and Evaluation of Machine Learning 

Models 

To generate a basic understanding about the effectiveness of the proposed data preprocessing 

methods and the extracted features for this specific machine learning application, several 

datasets were created and used as training data for different machine learning models from 

the scikit-learn [40] python library. 
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5.1 Definition of the Training Sets 

The discussed preprocessing methods led to overall eight created datasets from the 

construction-, rail-, spring-, QT- and austenitic steel: 

÷ NMI-class database 1: Geometric features 

÷ NMI-class database 2: Gradient features 

÷ NMI-class database 3: Number of pixels with gray value of 9 (in graphics referred to as 

8Nr. of pixels at gv 99) 

÷ NMI-class database 4: Pixel features 

÷ NMI-type database 1: Geometric features 

÷ NMI-type database 2: Gradient features 

÷ NMI-type database 3: Number of pixels with gray value of 9 

÷ NMI-type database 4: Pixel features 

The NMI-class databases consisted of four classes, namely OS, sulfide, oxide, and rejected 

data. As shown in Figure 5-1, these databases had a total number of 26690 inclusions. The 

previously mentioned features were extracted for each NMI.  

  

Figure 5-1: Class distribution of the NMI-class databases 

Type specific labeling was used in the NMI-type databases, containing (Mn)S, not typified, 

SiC/matrix, (Mn,Ca)S, (Mn)O<S, (Al,Ca,Mn)OS, and (Mn,Ti)S. For these databases, the 

overall number of NMIs was 17388 (Figure 5-2). 
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Figure 5-2: Type distribution of the NMI-type databases 

5.2 Definition of the Machine Learning Models 

The scikit-learn library provides various machine learning models. Table 5-I shows the different 

classifiers, which were used in this work for the classification task.  

Table 5-I: Classifier models from scikit-learn library 

Abbreviation Classifier 

SVM (Linear) Support Vector Machine with Linear Kernel 

SVM (Poly) Support Vector Machine with Poly Kernel 

SVM (RBF) Support Vector Machine with RBF Kernel 

SGD Stochastic Gradient Decent 

AB AdaBoosting 

BC Bagging Classifier 

GB Gradient Boosting Classifier 

HGB Hist Gradient Boosting Classifier 

RF Random Forest 
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For comparison of the performance, different evaluation metrics (accuracy, precision, recall, 

ROC) were considered. Higher metric values represent a better model performance. K-fold 

cross validation with a k-value of 3 was used to train and evaluate the classifier. Following 

steps occur during this method: 

÷ Data shuffling 

÷ Data splitting in three folds (66 % training data, 33 % test data) 

÷ Classifier training on each fold (test fold is left out) 

÷ Calculation of average test accuracy and other metrics 

The computational complexity of an SVM depends on the type of kernel function that is used. 

For linear kernel functions, the computational complexity is O(n*m) where n is the number of 

training samples and m is the number of features. For non-linear kernel functions, such as the 

RBF or polynomial kernels, the computational complexity is O(n^3) or higher, as it requires the 

calculation of the kernel matrix. A trial experiment for estimation of the training time was done 

by training a linear SVM with pixel features of the undersampled NMI-class database. This 

database had a dimensionality of 9468x3600. Training of the linear SVM took approximately 

40 hours. Due to the computational complexity, training time would significantly rise in the case 

of oversampling, where the dimensionality of the database was 44188x3600. To minimize 

computational cost and training time, the Stochastic Gradient Decent (SGD) classifier 

substituted the SVM for the training with pixel features. The SGD classifier is a linear classifier, 

such as SVM, optimized by the SGD. This optimization process involves minimizing a loss 

function, which measures the error of the predictions compared to the true labels, and is 

particularly useful when dealing with large datasets, as it can effectively update the model 

parameters based on a subset of the data at each iteration. [41,42] 

5.3 Comparison between Under- and Oversampling 

The imbalance in the datasets had to be addressed due to the fact, that machine learning 

models lean more to the majority class and eliminate the minority class. Resampling 

techniques, such as over- and undersampling, are common approaches to make the dataset 

balanced. Undersampling involves reducing the number of instances or samples in the majority 

target class, while oversampling can be accomplished by generating new instances or 

duplicating existing ones in the minority class to increase their representation (Figure 5-3). [43] 
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Figure 5-3: Under- and oversampling of a dataset [43] 

Resampling techniques were utilized as the first experimental approach to address the present 

class imbalance in the dataset. The random oversampling algorithm, a non-heuristic approach, 

balances class distribution by generating new instances of the minority classes through 

random replication. The primary objective of the algorithm was to ensure that the model had 

sufficient data to learn the patterns and characteristics of the minority classes. It is important 

to note, that the oversampling techniques has its limitations. One such limitation is the potential 

risk of overfitting, which can arise due to the creation of identical replicas of minority class 

instances and causing the model to learn noise. This leads to a reduced generalization ability 

on unseen data. The undersampling technique aims to address class imbalance by reducing 

the number of instances in the majority class. In this experiment, undersampling was done by 

randomly selecting a subset of NMIs from the dominant classes or types. By removing some 

of the instances from the majority classes, the distribution becomes balanced. However, this 

approach leads to a reduction in the amount of data available for training, which may impact 

model9s ability to learn the full range of patterns and characteristics present in the data. [43]  

5.3.1 Sampling Strategy 8not majority9 and 8not minority9 

In the first experiment, sampling strategies were set to 8not majority9 and 8not minority9, which 

resamples all classes except the majority or minority class, respectively. Figure 5-4 

summarizes the accuracy of the classifier trained on the over- and undersampled datasets with 

standard parameters. Z-scores were used to standardize the features in the datasets (Eq. 5-1).  

=  2  
(Eq.5-1) 
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Figure 5-4: Accuracy of classifiers for under- and oversampling 

The type of resampling technique did not influence the accuracy of the linear and kernel SVMs. 

Moreover, the accuracy of AdaBoosting and Gradient Boosting classifiers was not affected by 

using either under- or oversampling on the imbalanced datasets. The greatest increase in 

performance could be observed for the Bagging and Random Forest classifiers with a 

significantly higher accuracy for the oversampled NMI-class and -type databases. Only 

exception was the database containing the number of pixels with a gray value of 9 as a feature. 

To better understand the origin of the improved performance, other metrics such as precision 

and recall had to be considered. The precision is the fraction of correct predictions among the 

positive labels [42]. For example, a precision of 80 % for the class OS would mean, that 80 % 

of the predicted OS are actual OS and the other 20 % originate from other classes. Therefore, 

this metric gives information about how accurate the classifier is out of the predicted positive 

labels. The recall, or sensitivity, of a prediction vector is the fraction of true positive 

catches [42]. Continuing with the example from before, a recall of 80 % for the class OS means 

that 80 % of the actual OS from the whole database are predicted correctly. Figure 5-5 shows 

these two calculated performance metrics of the Bagging classifiers trained on the NMI-class 

databases. The color distribution refers to the minimum and maximum value in the precision 

or recall column. 
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Figure 5-5: Precision and recall of Bagging classifiers trained on over- and undersampled NMI-

class databases 

Except for the NMI-class database number of pixels with a gray value of 9, oversampling 

increased the precision and recall of every class. Even though the number of sulfides did not 

change during resampling, the classifier could achieve a better performance within this class. 

One possible explanation for this observation is, that the undersampled databases may not 

have contained sufficient information for effective pattern detection. By learning more about 

the other classes in the dataset, the algorithm improved its ability to accurately classify sulfides, 

resulting in a better performance. The same characteristic showed the Random Forest 

classifier, illustrated in Figure 5-6. 

 

Figure 5-6: Precision and recall of Random Forest classifiers trained on over- and undersampled 

NMI-class databases 
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5.3.2 Alternative Sampling Strategy 

Due to the high number difference between the majority and minority classes in the databases, 

an alternative sampling strategy was tested. Overfitting is a problem with oversampled 

datasets, especially if the minority class has only a small share. To achieve the same number 

of instances as sulfides, oxides had to be replicated five times for oversampling. This is even 

higher for SiC/matrix particles, as they had to be copied eight times to generate a balanced 

dataset. To address the issue of excessively high replica counts, an alternative sampling 

strategy was used that combines both over- and undersampling techniques. This approach 

aimed to balance the class distribution by generating new instances of the minority class 

through oversampling while simultaneously reducing the number of instances in the majority 

class through undersampling. For the NMI-class databases, the number of rejected particles 

was the reference point. Applying the alternative sampling strategy resulted in an equal 

distribution, with each class containing 4692 inclusions. The same process was implemented 

for the NMI-type databases, where the number of 8(Mn)O<S9 particles defined the position of 

equality. Figure 5-7 shows exemplary the functionality of the alternative sampling strategy on 

the NMI-type distribution. 

 

Figure 5-7: Result of the alternative sampling strategy on the NMI-type distribution 

As shown in Figure 5-8, compared to oversampling the alternative sampling strategy resulted 

in a lower precision and recall for the Bagging classifier trained on NMI-class databases. 

Artificially increasing the number of oxides and OS by a huge amount, which was the case in 

oversampling, may have led to falsified performance metrics due to overfitting the training data. 
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Alternative sampling performed better than undersampling and represents a compromise 

between the number of replicas in the dataset, which cause a higher chance of overfitting, and 

classifier performance. For following experiments in the next chapters, the alternative sampling 

approach was implemented to balance the databases. 

 

Figure 5-8: Comparison between alternative-, under-, and oversampling in the NMI-class 

databases with the performance of Bagging classifier 

5.4 Comparison between Class- and Type Labels 

In this experiment, the comparison of the classifier performance between the different 

databases was carried out to evaluate the influence of intra-class variance. The achieved 

accuracy of the classifier is shown in Figure 5-9. When training with NMI-class databases, the 

classification task involved four classes. In contrast, training with NMI-type databases requires 

a six-class classification. The increased accuracy of classifiers trained on NMI-class 

databases, by approximately 7-10 %, was a result of the task being less challenging due to the 

smaller number of classes to classify. When considering, that the easier task is the four-class 

classification, both types of databases performed similarly. These findings suggest that there 

was no significant intra-class variance present in the dataset, allowing classifiers to perform 

on the same relative level across different labelling methods. Due to the higher accuracy 

scores, the NMI-class databases were evaluated more detailed in the following chapters. 
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Figure 5-9: Comparison between class- and type-labelling 

5.5 Bagging Classifier and Random Forest Classifier 

As can be seen from the previous figures, Bagging classifier and Random Forest classifier 

showed the best performance in the datasets. This chapter provides a detailed overview of the 

functionality, achievable results, and further evaluation metrics for these two classifiers. 

Furthermore, different fine-tuning methods will be compared and the importance of features 

discussed. 

Bagging Classifier and Random Forest Classifier are ensemble methods, which aggregate the 

predictions of a group of predictors to get more accurate results than the best individual 

predictor. This technique is called ensemble learning. The bagging approach includes the 

usage of the same algorithm for every predictor and the training on different random subsets 

of the training set. Sampling is performed with replacement, referred to as bootstrap 

aggregating, which allows training instances to be sampled several times for the same 

predictor. Figure 5-10 represents the sampling and training process. After training all 

predictors, the ensemble makes a prediction for a new instance by simply aggregating the 

predictions of all predictors. For a classification task, the aggregation function is typically the 

statistical mode (most frequent prediction). [44] 
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Figure 5-10: Sampling and training process of Bagging classifiers [44] 

Random Forest classifier is an ensemble of Decision Trees, generally trained with the bagging 

method. The max size of samples is typically set to the size of the training set. In machine 

learning, a Decision Tree is a type of predictive model that makes predictions by traveling 

along a tree structure from the root node to a leaf. At each node on the root-to-leaf path, the 

model selects a successor child based on a split of the input space. The splitting process is 

based on one of the features or on a predefined set of splitting rules. A leaf contains a specific 

label. Figure 5-11 shows an example of a decision tree. [42] 

 

Figure 5-11: Schematic representation of a Decision Tree [45] 
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5.5.1 Comparison of the Performance between different NMI-Features 

Figure 5-12 shows the precision and recall values for the Bagging classifier and the Random 

Forest classifier using different types of features. Both models were trained with standard 

parameters from the scikit-learn library. In general, the RF classifier outperformed the BC in 

terms of both precision and recall. Specifically, the RF classifier achieved higher precision and 

recall scores than the BC classifier for all feature types, except for the number of pixels with a 

gray value of 9, where the RF classifier had similar scores. Furthermore, the achieved results 

led to the conclusion that some feature types were more informative than others for 

classification. For example, the pixel features had the highest precision and recall scores for 

the BC and RF classifiers. In contrast, the feature number of pixels with a gray value of 9 had 

the lowest precision and recall scores for both classifiers and using it independently is not 

recommended. For a further experiment, the geometric features and the number of pixels with 

a gray value of 9 were combined into one dataset. However, this led to no performance 

increase. Geometric, gradient, and pixel features were used to enhance the performance of 

Bagging classifier and Random Forest classifier with fine-tuning of hyperparameters. 

 

Figure 5-12: Precision and recall for BC and RF trained on alternative sampled NMI-class databases 

5.5.2 Fine-Tuning 

Fine-tuning of model parameters is the process of adjusting the hyperparameters of machine 

learning models in order to optimize its performance. Hyperparameter are set by the operator 

before training the model and not learned from the data. Examples of hyperparameters include 

the learning rate, batch size, as well as regularization and depend on the classifier. The scikit-

learn library provides different strategies for fine-tuning. 8GridSearchCV9 includes manual 

definition of the values for hyperparameters, which are evaluated. All the possible 

combinations are tested, and the best result will be plotted. When the number of combinations 

to explore is limited, the grid search method proves to be effective. However, in cases where 

the search space for hyperparameters is extensive,9RandomizedSearchCV9 is the preferable 

method. This technique assesses a fixed number of random combinations by randomly 

choosing a value for each hyperparameter. Using random search has two benefits. It explores 
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for every iteration different values for each hyperparameter instead of just a few combinations, 

as it is the case with the grid search approach. Furthermore, computing budget can be 

controlled easier by setting the number of iterations. [44]  

5.5.2.1 Fine-Tuning of the Bagging classifier 

In scikit-learn, Bagging Classifier samples by default training instances with replacement 

(bootstrap=True). On average, 63 % of the training instances are sampled for each predictor, 

whereas the remaining 37 %, which are called out-of-bag (oob) instances, are not used for 

sampling. As the predictor never comes across the oob instances during training, evaluation 

of the model can be done without requiring a separate validation set. Furthermore, the number 

of predictors (default value of 10) can be adjusted as well as the maximum number of samples, 

which control the size of the subsets. Sampling of features can also be implemented in the 

Bagging classifier by controlling the two hyperparameters 8max_features9 and 

8bootstrap_features9. Using sampling for training instances and features is called Random 

Patches method and particularly useful for training with high-dimensional data such as 

images. [44,46,47]  

Grid search was utilized to determine the optimum number of estimators for Bagging 

classifiers. The size of the dataset represented the number of drawn samples.  Figure 5-13 

illustrates the correlation between the accuracy and the number of estimators for Bagging 

classifiers trained on geometric and gradient features. The accuracy of both features started 

to rise at the beginning and then flattened out at approximately 100 used estimators. In case 

of geometric features the accuracy approached 66 %, whereas for gradient features the value 

was at a lower level of 60 %. 

 

Figure 5-13: Correlation between accuracy and number of estimators for the Bagging classifier 
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For pixel features, the Random Patches method was tested, using randomized search by 

defining upper and lower limits for the number of estimators and maximum features. It was 

necessary to set the hyperparameter 8bootstrap_features9 to a value of true. Figure 5-14 shows 

a scatter plot, summarizing the results of the randomized search by illustrating the achieved 

accuracy with a given number of used estimators and maximum features. Increasing the 

number of used features and estimators up to a certain point led to a better performance. The 

plateau of the accuracy was at 72 %. This accuracy level was achievable by a relative low 

number of maximum features and high number of estimators and vice versa. For example, 

using 100 estimators only needed 300 features to get to the accuracy plateau. The information 

from the padded BSE images was compressible from 3600 input variables to a significantly 

smaller number, depending on the number of estimators from the Bagging classifier. 

Theoretically, reaching the highest accuracy could also have been achieved by using all 

features and a low number of estimators. However, this approach would lead to a significant 

higher time needed for training and the possibility to learn unimportant image noise. 

Hyperparameters for the final comparison between before and after fine-tuning were set for 

training on geometric and gradient features to: 

÷ Number_estimators = 100 

and for training on pixel features: 

÷ Number_estimators = 100 

÷ Max_features = 400 

÷ Bootstrap_features = True 

 

Figure 5-14: Result of using the Random Patches Method on pixel features with randomized search 

 



TRAINING AND EVALUATION OF MACHINE LEARNING MODELS 

Master Thesis Robert Musi  Page 54  

A final comparison between the results of the Bagging classifier before and after fine-tuning is 

given in Figure 5-15. The table shows the precision and recall values of the four classes oxide, 

OS, rejected, and sulfide. For each class, there was an improvement in precision and recall 

after fine-tuning the model. The highest precision increase, up by 12 %, could be observed for 

oxides during classification with pixel features. Important regarding this high precision increase 

is, that the corresponding recall value did not change and therefore an overall better classifier 

performance was achievable. Furthermore, the recall for the rejected class rose by 14,2 % and 

the precision by 4,3 %. For geometric and gradient features the performance increase was not 

as significant as for the pixel features, but overall, the accuracy was still about 2 % higher than 

before fine-tuning. Especially the sulfide class benefited in these two types of features from 

the fine-tuning process by showing a higher recall. 

 

Figure 5-15: Achieved performance increase with fine-tuning the Bagging classifier9s hyperparameter 

5.5.2.2 Fine-Tuning of the Random Forest classifier 

In scikit-learn, the Random Forest classifier combines nearly all of the hyperparameter of the 

Decision Tree classifier, which control how trees are grown, and Bagging classifier. Following 

hyperparameter were adjusted during fine-tuning with random search: 

÷ Number of estimators (n_estimators) 

÷ Minimum samples split, which defines the minimum number of samples required to split 

an internal node (min_samples_split) 

÷ Minimum samples leaf, which defines the minimum number of samples required to be 

at a leaf node (min_samples_leaf) 

÷ Maximum features to consider when looking for the best split (max_features) 

÷ Maximum number of levels in each decision tree (max_depth) 

÷ Sampling techniques: 
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o With replacement (Bagging) ð bootstrap = True 

o Without replacement (Pasting) ð bootstrap = False 

Table 5-II summarizes the settings of the hyperparameter, which resulted in the best 

performance for a randomized search with 1000 iterations. 

Table 5-II: Hyperparameter settings for Random Forest classifier 

Hyperparameter Geometric Features Gradient Features Pixel Features 

n_estimators 200 200 200 

min_samples_split 5 2 5 

min_samples_leaf 1 1 1 

max_features 8sqrt9 8sqrt9 500 

max_depth None 20 80 

bootstrap True False False 

Figure 5-16 contains the results of the Random Forest classifier after fine-tuning and shows 

the performance increase compared to standard parameters. For geometric and gradient 

features, the accuracy was slightly better after fine-tuning, mainly due to higher precision 

scores for the OS and oxide class as well as higher recall score for sulfides. Regarding pixel 

features, the accuracy could be increased by 2 %. Especially the recall score for the rejected 

class improved during fine-tuning. 

 

Figure 5-16: Achieved performance increase with fine-tuning the RF classifier9s hyperparameter 

Concluding the fine-tuning, Bagging classifier and Random Forest classifier showed improved 

performances. The optimum hyperparameter settings had more impact on the Bagging 

classifier. Both classifier performed the classification based on pixel features after fine-tuning 

on a similar level at 72 % to 73 % accuracy.  
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5.5.3 Feature Importance 

Random Forest classifier are able to measure the relative importance of each feature by 

looking at how much the tree nodes that use the corresponding features reduce impurity on 

average [44]. After training with fine-tuned hyperparameters, scikit-learn computed the feature 

importance scores automatically. For geometric features, following scores were calculated: 

÷ Aspect Ratio:   0,163 

÷ ECD:    0,213 

÷ Shape:   0,178 

÷ Mean Gray Level:  0,446 

The biggest impact on decision-making of the Random Forest classifier had the mean gray 

level of NMIs. The ECD represented the second most important feature. Aspect ratio and 

shape influenced the decision on a similar low level. 

In case of gradient features, following feature importance results were evaluated: 

÷ Row features: 

o Number of pixels higher than the threshold:   0,121 

o Mean gray value of pixels higher than the threshold:  0,258 

o Number of pixels below the threshold:    0,057 

o Mean gray value of pixels below the threshold:   0,062 

÷ Column features: 

o Number of pixels higher than the threshold:   0,121 

o Mean gray value of pixels higher than the threshold:  0,259 

o Number of pixels below the threshold:    0,058 

o Mean gray value of pixels below the threshold:   0,062 

Comparing the origin of features9 extraction (row or column), the influence was very similar. As 

already observed with geometric features, the mean gray level showed the highest impact on 

decision-making. In case of gradient features, only the mean gray value of pixels higher than 

the threshold had a high influence, whereas the importance of the mean gray value of pixels 

lower than the threshold was almost neglectable.  

Regarding pixel features, Random Forest classifier learned to focus on the middle part of BSE 

images (Figure 5-17). In the NMI-class dataset, most of the inclusions were in the range of 1 

µm to 2 µm ECD, which is somewhere between 9 and 18 pixels. These 9 to 18 pixels are 

located in the center of Figure 5-17. Therefore, introducing the padding process, which added 
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the black pixels around the actual BSE images to ensure the size of 60x60 px, did not act as 

influence or distracting noise for the Random Forest classifier. 

 

Figure 5-17: Feature importance of pixel from BSE images 

5.5.4 ROC Curves 

The receiver operating characteristics (ROC) curve plots the true positive rate, other name for 

recall, against the false positive rate, which is the ratio of negative instances that are incorrectly 

classified as positive [44]. The top left corner of ROC curves represents the ideal point, where 

the false positive rate is zero and the true positive rate one. However, reaching this point is not 

realistic as it represents a perfect classifier. Further important characteristics of ROC plots are 

the area under the curve and the steepness, since it is ideal to maximize the true positive rate 

while minimizing the false positive rate. Figure 5-18 gives a schematic representation of a 

ROC curve. [48] 

 

Figure 5-18: Exemplary ROC curve [49] 
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ROC curves are typically used for binary classification. In the case of multiclass classification, 

true and false positive rate are obtained after binarizing the output. The one-vs-rest scheme 

compares each class against all the others and was used for evaluating the ROC curves of 

sulfide, oxide, rejected, and OS. Figure 5-19 describes the ROC curves of the Bagging 

classifier trained on geometric features. The classifier detected oxides better than other 

classes due to the steep slope of the 8Oxide vs Rest9 curve. True positive rate increased for 

oxides very fast, while the false positive rate stayed at a very low value. In comparison to 

oxides, the classifier failed to achieve a similar false positive rate for other classes, if a 

particular true positive rate was targeted. 

 

Figure 5-19: ROC curves of Bagging classifier trained on geometric features 

Calculating the ROC curves for training of the Bagging classifier on pixel features leads to 

Figure 5-20. Compared to geometric features, training on pixel features resulted in a higher 

area under the curves for every class. This is explainable by the overall better achieved 

accuracy for the classification directly with BSE images. The ROC curve of 8Rejected vs Rest9 
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matches the shape of the 8OS vs Rest9 curve. This was not the case for the Bagging classifier 

trained on geometric features.  

 

Figure 5-20: ROC curves of Bagging classifier trained on pixel features 

5.6 Influence of Inclusion Dimensions 

To study the influence of inclusion dimensions on the feature quality and performance of 

machine learning models, different limits for image sizes were defined for the NMI-class 

databases. For example, <class database 1: geometric features= was generated several times 

with different ECD limits. Following ECD values were used for the different NMI-class 

databases to generate the training sets: 

÷ <= 1,5 µm ð 12683 entries (6481 Sulfide, 3458 Rejected, 1487 OS, 1257 Oxide) 
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÷ > 1,5 µm and <= 2 µm ð 5053 entries (2331 Sulfide, 1678 OS, 610 Rejected, 434 

Oxide) 

÷ > 2 µm ð 8954 entries (5419 OS, 2235 Sulfide, 676 Oxide, 624 Rejected) 

To generate balanced datasets across all ECD limitations, alternative sampling was used with 

a reference number of 1000. Classes in the datasets with a higher number got undersampled, 

and classes below this threshold oversampled. Figure 5-21 shows a bar plot with the results 

of the Bagging classifier trained on the different datasets. It is clearly visible, that the ECD limit 

and therefore the inclusion dimension influenced the performance. Training on the dataset, 

which contained NMIs smaller than 1,5 µm ECD, led to a significantly smaller accuracy. 

Depending on the feature type, accuracies only up to 50 % were achievable. Across all 

features, this behavior was similar. Training on the two datasets containing NMIs with ECD 

above 1,5 µm resulted in accuracy levels ranging from 65 % to 73 %, as previously observed 

in the dataset without ECD limitations.  

 

Figure 5-21: Influence of ECD on the accuracy of the Bagging classifier 

To remove possible influences from the alternative sampling process on the dataset with NMIs 

smaller than 1,5 µm ECD, a further experiment was done. This trial contained training the 

Bagging classifier without alternative sampling. The full dataset with the 12683 inclusions was 
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used. Increasing the amount of data without the balancing technique resulted in an accuracy 

of 62 % during training with pixel features. Even though this value was higher than previously 

observed with alternative sampling, a significant gap in performance for the Bagging classifier 

was still present between the training on inclusions with low and higher ECD.  

Considering the amount of training data, the ECD had an even more significant influence on 

the performance. Training on 12683 NMIs with ECD values smaller than 1,5 µm resulted in 

62 % accuracy score, whereas training on 4000 NMIs with ECD values higher than 1,5 µm led 

to an accuracy over 70 %. Concludingly can be said, that the quality of the extracted features 

depended on the size of the non-metallic inclusion.  

5.7 PyTorch: Deep Learning in Python 

This chapter gives a short introduction into deep learning and showcases the application of 

different neural network types from the PyTorch python library [50] for inclusion 

characterization. In the literature, several definitions of deep learning exist. Pointer [51] 

describes deep learning as a machine learning technique, that uses multiple and numerous 

layers of nonlinear transformations to progressively extract features from the input. Simplified, 

deep learning is a technique to solve problems by providing the inputs and desired outputs 

and letting the computer find the solution by using a neural network. A neural network consists 

of processing units, the neurons, with directed, weighted connections between them. 

Figure 5-22 showcases how information travels through a neuron. Propagation functions 

transform outputs of other neurons to the net input. Activation, defined by the activation 

function, is the switching status of a neuron. Based on biological models, not every neuron is 

active at all times. Neurons get activated if the network input exceeds their threshold value. 

The output function transforms the activation into an output. [51,52] 
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Figure 5-22: Data processing of a neuron [53] 

Feedforward networks are deep learning models, where the neurons in one layer have only 

directed connections to the neurons of the next layer. The neurons are grouped in the input 

layer, in one or more hidden processing layers, and the output layer. Feedforward networks 

are very important machine learning tools, as they form the fundament of many deep learning 

models. The learning algorithm of neural networks is based on the backpropagation algorithm, 

a supervised learning technique. It involves the following steps: 

÷ Initialization:  

o Random initialization of the weights and biases. 

÷ Forward propagation:  

o Processing of the input in the neural network with the weights and biases to 

calculate the output. 

o Calculation of the error by comparing the output of the neural network with the 

true value. 

÷ Backward propagation: 

o Propagation of the error back through the neural network using the chain rule 

of differentiation. 

o Computation of the gradients for the weights and biases with respect to the 

error. 

÷ Update weights and biases: 
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o Updating the values by using the gradients with an optimization algorithm such 

as stochastic gradient decent in the direction that reduces the error. 

÷ Repeat: 

o Repetition of the steps forward propagation, backward propagation, and update 

weights and biases until the error falls below a certain threshold. 

÷ Prediction: 

o After training, prediction of the output for new inputs can be fulfilled. 

The learning algorithm adjusts the weights and biases of the neural network to minimize the 

difference between the predicted output and the actual output. By minimizing this difference, 

the neural network is able to learn to make accurate predictions for new inputs that it has not 

seen during training. [53,54] 

5.7.1 Multilayer Perceptron 

A Perceptron is a type of artificial neuron, which represent the basic building block of artificial 

neural networks. It takes several binary inputs and produces a single binary output. 

Figure 5-23 shows an example, where the perceptron processes three inputs, namely x1, x2, 

and x3, with three weights. [54] 

 

Figure 5-23: Perceptron with three input values 

The output gets calculated with the following equation: 

Output = 

0  3 / /
1  3 / /   

(5-1) 

A perceptron with two or more trainable weight layers is called multilayer perceptron. An n-layer 

perceptron has exactly n variable weight layers and n+1 neuron layers with neuron layer 1 

being the input layer. The number of layers, type of activation functions, as well as other 
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network parameters depend on the type of task which the algorithm needs to solve. Following 

guidelines were used for the application of multilayer perceptron for inclusion characterization 

with a 4-class classification [55,56]: 

÷ Data preprocessing: 

o Coding the targets: Four-dimensional targets, in which only one neuron at a 

time is active (for example (1,0,0,0) represents oxide, (0,1,0,0) represents 

sulfide, etc.). 

÷ Choice of network architecture: 

o Typically, a neural network starts with a single hidden layer as the standard 

procedure. In cases where the performance is inadequate, a second hidden 

layer can be added. Utilizing more than two hidden layers is uncommon. 

o Size of the input layer is defined by the number of features. 

o Determining the number of neurons in the hidden layers depends on the 

complexity of the function that is being approximated or the decision boundaries 

that are being implemented. Typically, the approach is to start with more 

neurons than necessary and then apply early stopping or Bayesian 

regularization techniques to avoid overfitting. 

o Number of neurons in the last layer is equal to the number of elements in the 

target vector in a multi output network. Alternatively, it is possible to train four 

neural networks with only one neuron in the output layer.  

o Transfer function in the output layer: Either sigmoid function or radial basis 

function. 

As a first experiment, a multilayer perceptron with one hidden layer containing 100 neurons 

was trained on the database with geometric features (split ratio: 60 % training, 20 % validation, 

20 % test). Following mentioned performance scores refer to the test dataset. After 100 

iterations and a learning rate of 0,01, the accuracy for the 4-class classification approached 

56,2 %. Adding a second hidden layer with 100 neurons improved the accuracy score to 

57,4 %. Increasing the number of neurons in the hidden layer did not result in a better 

performance. The same architecture was tested on the database with gradient features, as the 

number of input variables did not differ significantly compared to the database with geometric 

features. The accuracy peaked for this experiment at 46,8 %. Regarding pixel features, the 

architecture of the multilayer perceptron needed to be adapted because 3600 neurons in the 

input layer were necessary. The first hidden layer contained 1000   neurons and the second 

100 neurons. Of all the extracted features, pixel features resulted in the highest accuracy score 

of 60,7 %. Figure 5-24 summarizes the results of the multilayer perceptron trained with the 
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different databases. Especially the recall of oxides for geometric and gradient features showed 

very low values. 

 

Figure 5-24: Results of different multilayer perceptron 

Comparing the results of the multilayer perceptron with the Bagging classifier and Random 

Forest classifier (geometric features: 65,6 %, gradient features: 60,4 %, pixel features: 

73,1 %), the deep learning algorithm got outperformed significantly in all three different 

features. 

5.7.2 Convolutional Neural Network 

Another type of deep learning algorithm often used for image classification are convolution 

neural networks (CNN). The basic building blocks of a CNN are convolutional layers, which 

apply a set of filters, also called kernels, to an input image. During this process, a set of output 

feature maps are generated. Each filter is a small weight matrix that changes the values during 

training. Unlike standard neural networks, the neurons within any given layer are only 

connected to a small region of the layer preceding it. Figure 5-25 shows a simplified CNN 

architecture. Starting with a certain input image size, for example 64 x 64 x 3 (height, width, 

and depth), the dimension gets compromised in the direction to the final output layer by 

applying convolution and pooling. Pooling layers perform downsampling on the feature maps 

along the spatial dimensionality to reduce the number of parameters. The final output layer 

compromises the input to 1 x 1 x n, where n represents the possible number of classes. [57] 
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Figure 5-25: CNN architecture [57] 

Following implementation guidelines were used for designing the CNN for inclusion 

characterization [51,57]: 

÷ Common architecture is to use convolutional and pooling layers repeatedly before 

feeding forward to fully-connected layers. 

÷ Input layer should be recursively dividable by two (for example 32 x 32, or 64 x 64). 

÷ During usage of small filters, stride should be set to one. 

÷ Applying of zero-padding to ensure that convolutional layers do not reconfigure any of 

the dimensionality.  

÷ Using a dropout layer reduces the tendency to overfit to training data. 

As it is shown in Figure 5-25, CNNs directly process images. The preprocessing of automated 

SEM/EDS analysis generated NMI images was done in PyTorch with resizing to an input size 

of 32 x 32 x 1 using bicubic scaling. The BSE images are grayscale images, hence only one 

channel exists. After testing different CNN architectures with various hyperparameters, the 

model presented in Figure 5-26 achieved the highest accuracy score after 50 training 

iterations. Overall, the network contained three convolutional layers, three pooling layers, two 

dropout layers, and two fully connected layers. The activation function 8ReLU9 was used after 

the layers. This network architecture led to approximately 4 million trainable parameters. 
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Figure 5-26: Best performing CNN architecture 

The learning rate was set to a value of 0,001. After training the CNN, performance metrics 

were calculated for the test set (Figure 5-27). The highest error occurred for the classification 

of oxides, showing a low recall of 22,3 %.  

 

Figure 5-27: Performance metrics of the described CNN architecture 

To showcase, in which classes the CNN distinguished the oxides, a confusion chart is 

presented in Figure 5-28. The pronounced oxide/rejected misclassification resulted in the low 

oxide recall score, as almost 60 % of the oxides got wrongly classified as rejected particles.  
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Figure 5-28: Confusion matrix of the trained CNN 

 

6 Conclusion and Outlook 

In this work, various databases and machine learning algorithms were tested and evaluated 

for the application as an inclusion characterization tool. Four different types of features, namely 

number of pixels with a gray value of 9, geometric, gradient, and pixel features, were extracted 
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from the NMIs and used as basis for an NMI-class classification (8oxide9, 8OS9, 8rejected9, 

8sulfide9) and an NMI-type classification (8(Mn)S9, 8not typified9, 8(Mn)O<S9, 8(Mn,Ca)S9, 

8(Mn,Ti)S9, 8(Al,Ca,Mn)OS9, 8SiC/matrix9).  

Regarding NMI-class classification, the machine learning algorithms performed the best on 

pixel features, achieving an accuracy score of 73,1 % after fine-tuning the Random Forest 

classifier. Classification with geometric features was significantly worse, which resulted in an 

accuracy of 65,6 %. With gradient features, the algorithms achieved 60 %, and using the 

number of pixels with gray value of 9 as a distinguishing factor between the classes did not 

deliver satisfying results. The NMI dimensions had a significant impact on the performance of 

the classifier. Due to the low information content in BSE images of small inclusions with a ECD 

of 1 µm, difficulties for the classification occurred. Only pixel features could be used for NMIs 

with an ECD of 1 µm, as other input variables relied on a certain image size to ensure a good 

representation quality. 

A comparison between the results of NMI-class and NMI-type classification leads to the 

conclusion, that both approaches resulted in similar performance levels if the inherently greater 

difficulty of the NMI-type classification is considered. This work focused mainly on the 

evaluation of NMI-class databases because more data was available in the NMI-classes rather 

than in NMI-types.  

Bagging classifier and Random Forest classifier performed on similar accuracy levels across 

the different databases. The application of multilayer perceptron resulted in significantly lower 

accuracy scores, approximately by 15 %. Convolutional neural network achieved 

67,2 % accuracy, but problems with oxide/rejected misclassifications occurred. Regarding the 

performance of all machine learning models can be concludingly stated, that the type of feature 

used for classification, the type of algorithm, as well as the sampling technique influenced the 

final result significantly.  

Important for further studies on this field is the consideration of the Feature Evaluation Tool 

with the standardized classification criteria using element thresholds of 0,1 wt.%. Low limits for 

classification are suitable with EDS data, but elements with this low mass percentage may not 

show a significant impact on geometric or pixel features for machine learning. Furthermore, 

standard SEM settings were used to generate the databases. As showcased by Ramesh 

Babu [27], performance of classifier can be increased by adapting the contrast and brightness 

values during calibration of the automated SEM/EDS measurement.  

For a real-world application, a lot of different influencing factors on the data need to be 

considered and adapted accordingly to produce a stable machine learning model. In this work, 
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the influence of different features on various algorithms was showcased. Furthermore, 

knowledge about metallurgical parameters (influence the size of NMI, inclusion population, 

etc.), sample preparation steps, SEM measurement parameters (influence the feature quality), 

and algorithm parameters is essential to minimize the possibility of a domain shift during 

application. 
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Acronyms 

BSE    Backscattered electrons 

CNN    Convolutional Neural Network 

CRISP-DM   Standard Cross-Industry for Process Data Mining 

CT   Computed tomography 

ECD    Equivalent circle diameter 

FET    Feature Evaluation Tool 

MIDAS   Mannesmann Inclusion Detection by Analyzing Surfboards 

ML    Machine learning 

N    Nitride 

NMI   Non-metallic inclusion 

NS    Nitride-sulfide 

O    Oxide 

OES-PDA   Optical emission spectrometry with pulse discrimination analysis 

OM    Optical microscope 

ON    Oxide-nitride 

ONS    Oxide-nitride-sulfide 

OOB    Out-of-bag 

OS   Oxide-sulfide 

PC    Principal Component 

PCA    Principal Component Analysis 

QT    Quenched and tempered 

RF    Random Forest 

ROC    Receiver operating characteristics 

S    Sulfide 

SEM/EDS   Scanning electron microscope with energy dispersive spectroscopy 

SGD    Stochastic Gradient Decent 

SVM    Support Vector Machine 

US    Ultrasonic testing 

WDS    Wavelength-dispersive 
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A Appendix 

A.1 Chemical Compositions of the Steels 

Following chemical compositions were measured with a spark spectrometer at the Chair of 

Ferrous Metallurgy. 

Table A-1: Chemical compositions of the steels from the dataset (wt%) 

Steel C Si Mn P S Cr Mo Ni Al Nb Fe 

Quenched and 

tempered steel 
0,450 0,303 0,743 0,0065 0,0036 1,14 0,201 0,224 0,0167 < 0,001 Bal. 

Austenitic steel 0,0226 0,252 1,85 0,0237 < 0,001 17,13 2,73 14,91 0,0025 < 0,001 Bal. 

Construction steel 0,431 0,254 0,804 0,013 0,0304 0,979 0,201 0,0382 0,0275 < 0,001 Bal. 

Rail steel 0,789 0,421 1,1 0,0158 0,0174 0,0604 0,0069 0,0207 < 0,001 < 0,001 Bal. 

Spring steel 0,524 0,299 1,03 0,0143 0,0186 1,11 0,0109 0,0432 0,0229 < 0,001 Bal. 

Micro alloyed steel 0,0765 < 0,001 0,936 0,0142 0,007 0,029 0,0018 0,0332 0,0293 0,0312 Bal. 

Bearing steel 0,166 0,27 1,41 0,0116 0,0032 0,679 0,46 1,02 0,0327 0,0377 Bal. 

 


