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Abstract

The accurate prediction of thermodynamic properties of systems in thermodynamic
equilibrium is crucial for the design of efficient processes in the chemical industry.
The model employed in this thesis is the heterosegmental Perturbed Chain Statistical
Associating Fluid Theory equation of state (PC-SAFT). PC-SAFT is a widely used
thermodynamic model, which is especially suited to describe the behavior of complex
fluids and associating substances. The heterosegmental approach of PC-SAFT allows for
separation of molecules into various segments which are each characterized by a set of
model parameters.

The model was utilized to predict the behavior of butane - alcohol systems, revealing that
the two-phase region widens with an increasing number of C-atoms on the alcohol and
narrows with higher temperatures. Furthermore, the mixture approaches the behavior
of an ideal solution as the number of carbon atoms increases. When modeling butanol
- alkane systems, it was observed that the two-phase region narrows with increasing
temperature, but no widening trend was observed with an increase in the number of
carbon atoms in the alkane.

The application of the model to predict the behavior of binary n-alcohol - carbon
dioxide (COy) systems revealed limited accuracy in modeling the complete miscibility
gap. Although the results show no significant improvement over the results obtained
with the homosegmental approach, the heterosegmental approach offers the advantage of
a single temperature-dependent binary parameter for all CO, - alcohol systems, whereas
the homosegmental approach requires fitting multiple parameters for each unique system.
While neither approach precisely predicts the vapor-liquid equilibria across the entire
temperature and pressure range, the heterosegmental approach yields comparable or
superior outcomes with the convenience of fitting a single binary parameter.
Additionally, it was demonstrated that the modeling results for ethane - butanol and
propane - butanol systems also exhibit deviations near the critical region, akin to those

observed in CO, - alcohol systems.
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Kurzfassung

Die Vorhersage und Modellierung thermodynamischer Eigenschaften von Systemen im
Gleichgewicht ist von grofler Bedeutung fiir die Auslegung und Gestaltung effizienter
Prozesse in der chemischen Industrie. Das in dieser Arbeit verwendete Modell ist die
heterosegmentelle Perturbed Chain Statistical Associating Fluid Theory (PC-SAFT). PC-
SAFT ist ein weit verbreitetes Modell fiir Zustandsgleichungen, das besonders gut geeignet
ist, das Verhalten komplexer Fluide und assoziierender Substanzen zu beschreiben. Der
heterosegmentelle PC-SAFT Ansatz differenziert Molekiile in verschiedene Segmente, die
jeweils durch einen Satz von Parametern charakterisiert sind.

In der vorliegenden Arbeit wurde das Modell verwendet, um das Verhalten von Butan-
Alkohol-Systemen vorherzusagen, wobei gezeigt werden konnte, dass das Zweiphasengebiet
mit zunehmender Anzahl von C-Atomen im Alkohol gréfler wird und sich mit hoheren
Temperaturen verengt. Dariiber hinaus ndhert sich die Mischung mit zunehmender An-
zahl von C-Atomen dem Verhalten einer idealen Losung an. Fiir Butanol-Alkan-Systeme
konnte gezeigt werde, dass das Zweiphasengebiet ebenfalls mit steigender Temperatur
schrumpft.

Die Anwendung des Modells zur Vorhersage des Verhaltens von binédren Alkohol - Kohlen-
dioxid (CO,)-Systemen zeigt, dass die Modellierung nicht im gesamten Druckbereich gut
mit den experimentellen Daten iibereinstimmt. Obwohl die Ergebnisse keine signifikante
Verbesserung gegentiber den mit dem homosegmentellen Ansatz erzielten Ergebnissen
zeigen, bietet der heterosegmentelle Ansatz den Vorteil eines einzigen temperaturabhéngi-
gen bindren Parameters fiir alle CO5-Alkohol-Systeme, wihrend der homosegmentelle
Ansatz eine Anpassung des Parameters fiir jedes einzelne System erfordert. Obwohl keiner
der Ansétze in der Lage ist, die Phasengleichgewichte tiber den gesamten Temperatur-
und Druckbereich genau vorherzusagen, liefert der heterosegmentelle Ansatz vergleichbare
oder sogar bessere Ergebnisse mit dem Vorteil, dass nur ein einziger bindrer Parameter
angepasst werden muss.

Zuséatzlich wurde gezeigt, dass die Modellierungsergebnisse fiir Ethanol-Butanol- und
Propan-Butanol-Systeme ebenfalls Abweichungen in der Néhe der kritischen Region

aufweisen, dhnlich wie bei COs-Alkohol-Systemen beobachtet.
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4 1. Introduction

1. Introduction

Accurate prediction of thermodynamic properties can aid in the selection of appropriate
equipment, optimization of operating conditions, and design of new materials. However,
there is no universally valid model that can provide precise results for the phase equilibria
of all substances under all conditions, and the choice of the applied prediction method de-
pends on the considered substances, the area of application and the desired qualities, like
the required accuracy, predictive ability, or the computational speed. Over time, a wide
range of models have been developed that can be broadly classified into two categories:
Activity coefficient models and equations of state. Activity coefficient models describe
the non-ideal behavior of mixtures by introducing the concept of activity coefficients,
equations of state are mathematical models that describe the thermodynamic behavior of
pure substances and mixtures in terms of their pressure, volume, and temperature. They

are based on the fundamental principles of thermodynamics and statistical mechanics.

The model employed in this thesis is the Perturbed Chain Statistical Associating Fluid
Theory, short PC-SAFT [1]. PC-SAFT is a widely used equation of state model in
chemical engineering and thermodynamics. It was developed in the early 2000s as an
improvement over the earlier SAFT equation of state (Statistical Associating Fluid
Theory [2]). The model is based on statistical mechanics and uses a perturbation theory
approach to capture the intermolecular interactions between molecules in the fluid. It is
especially suited to predict the thermodynamic properties of complex fluids and associat-
ing substances which exhibit significant deviations from ideal behavior. In PC-SAFT,
molecules are modeled as chains of spherical segments which are characterized by a set
of parameters. For mixtures an additional binary interaction parameter is introduced,
which characterizes the deviation of the mixture’s dispersion energy from the geometric
mean of the pure substances’ dispersion energy.

The task of this thesis was the implementation of the heterosegmental PC-SAFT ap-
proach [3]. In comparison to the homosegmental approach, which assumes the molecules
consist of identical spheres of equal size, the heterosegmental approach allows for the
differentiation of molecules into various segments. This division reflects the composition
of molecules like n-alcohols, which consist of an alkyl-residue and the hydroxyl group. In
the heterosegmental approach, the binary interaction parameter can be defined between

each part of the molecules present in a mixture.

In the chemical industry, alcohol - COy systems are used in various applications, such as

extraction, purification, and separation processes. Accurately predicting the thermody-
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namic properties of these systems is particularly challenging due to the associating nature
of alcohols and the presence of polar moments in COy molecules. Ramirez et al. [4]
demonstrated that the homosegmental PC-SAFT approach is not capable of predicting
the vapor- liquid equilibria of these systems adequately over the entire pressure and
composition range and raised the question, whether an improvement of the predictive
ability of the model can be obtained by introducing a second binary interaction parameter.
The heterosegmental approach provides the framework for two binary parameters used
to correct the dispersion energy of the alcohol - COy mixture, one between the alkyl
residue and COs and the other between the head segment (—CH;OH) and CO,. In order
to evaluate the performance of the heterosegmental approach for predicting the behavior
of alcohol - COs systems, in the context of this thesis a comprehensive comparison
is conducted between the results obtained with this approach and experimental data
available in the literature, as well as with results obtained with the homosegmental

approach.
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2. State of the Art

The following chapter provides a theoretical framework for the PC-SAFT model and
the calculation of phase equilibria and thermodynamic properties, introducing the basic
concepts and mathematical methods which are necessary to understand the model and

its application.

2.1. Thermodynamic equilibrium

The discipline of thermodynamics deals with energy, heat and a system’s ability to do
work [5]. In classical thermodynamics, systems are described in terms of measurable
physical quantities, like temperature, pressure and volume. The principles of classical
thermodynamics are based on a set of laws, such as the first and second law of thermody-
namics, which describe the conservation of energy, the transfer of heat, and the direction
of thermodynamic processes.

Equilibrium thermodynamics describe the state of a system in thermodynamic equilib-
rium. When a system is in a state of thermodynamic equilibrium no macroscopic flows
of matter or energy occur within the system or from one system to another and the
state variables are constant [6]. Thermodynamic equilibrium is therefore characterized

as thermal, mechanical and chemical equilibrium in a system.

o Thermal equilibrium describes the state of a system in which the temperature is
homogenous and where there are no macroscopic heat flows. As shown in equation
2.1, the temperature 7" must be the same for all phases (a, ,...,8) in the considered

System.
T =T1T°=..=T"° (2.1)

e Mechanical equilibrium is a state where the sum of all forces acting on a system

is zero. It is characterized by the equality of pressure p in all phases.
pr=pf = =p’ (2.2)

» A system reaches a state of chemical equilibrium if the chemical potentials p

for each component ¢ in all ocurring phases of the system are equal:

pe = = o=yl (2.3)

The chemical potential is a measure of the stability of substances or their tendency



2. State of the Art 7

to change [7]. In an incompressible multicomponent system, the chemical potential
corresponds to the partial derivative of the Gibbs energy GG with respect to the
amount of substance n; when pressure and temperature are held constant, and thus
describes the change in Gibbs energy per mole or per particle. In a single-component

system, the chemical potential of the substance is identical to the molar Gibbs

oG
p:Tvn]#'L

Similarly, the chemical potential in a multicomponent system can be defined for the

energy of the system.

Helmholtz energy A. The chemical potential p; of component ¢ can be expressed
as the partial derivative of the Helmholtz energy A with respect to the amount of

substance n;, when temperature and volume are held constant:

(04
=\ o

) (25)
T,Vinj+#i

While thermodynamic equilibrium can occur in a single phase or multiple phases of
a system, the term phase equilibrium, on the other hand, specifically refers to the

condition where two or more phases of a substance coexist in thermodynamic equilibrium.

2.2. State variables

State variables are physical variables that describe the current macroscopic state of
a system, regardless of how this state came about [6]. A system is a limited area in
space to which the investigation is intended to relate. The boundaries of the system
are not defined by physical conditions but are chosen according to the requirements of
the calculation. Three forms of systems can be distinguished depending on the system’s

interaction with its environment:

o In isolated systems there is no flow of matter and energy over the boundary of

the system.

o In closed systems there is no flow of matter over the boundary of the system,

but there is a flow of energy.

o In open systems there is a flow of matter and energy over the boundary of the

system.

Examples for state variables are volume, pressure and temperature, as well as internal

energy, enthalpy, Helmholtz free energy, Gibbs free energy, entropy and isobaric and
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isochoric heat capacities. State variables are distinguished according to their dependence

on the size of the system:

« Extensive state variables depend on the size of the system and are proportional

to the considered amount of matter in this system. (e.g. mass, volume, enthalpy...)

» Intensive state variables are independent from the size of the system. (e.g.

pressure, temperature, density...)

Extensive state variables can be transformed into intensive variables by dividing the
extensive variable through the mass or the amount of the substance.

The number of intensive state variables that can be arbitrarily changed simultaneously
without destroying the equilibrium between the phases and without changing the number
of phases of the system corresponds to the degrees of freedom given by the Gibbs phase

rule:

degrees of freedom = number of components — number of phases + 2 (2.6)

2.3. Phase diagrams

A phase diagram is a graphical representation of the equilibrium phases of a substance
or mixture as a function of temperature, pressure, and composition [6]. It shows the
regions of stability for each phase (solid, liquid, gas) and the conditions (pressure, tem-
perature, and composition) at which phase transitions occur between them. The phase
diagram shows the relationship between these variables and provides a useful tool for
understanding and predicting the behavior of a substance under different conditions.
Examples of phase diagrams are p — T" diagrams, where the pressure of the system is
plotted as a function of the temperature at constant volume, p — V' diagrams, where the
pressure is plotted as a function of the volume at constant temperature, or p — x and
T — x diagrams, where respectively the pressure or temperature is plotted as a function
of composition. In general, the composition is indicated for the more volatile component
and is typically given on a scale from zero to one.

Figure 2.1a shows a temperature-composition phase diagram for a binary mixture.
Above the dew curve, the system exists as a homogeneous gas phase, below the bubble
point curve as a homogeneous liquid phase. An example of a pressure-composition phase
diagram is illustrated in figure 2.1b. Here, the system is a homogeneous liquid phase at
high pressures, above the bubble point curve, and a homogeneous vapor phase below the
dew curve. In binary phase diagrams, the two-phase region refers to a specific region
where two distinct phases coexist in equilibrium. In the given example, the dew curve

and the bubble point curve meet at the boiling point of pure component 1 and the boiling
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Figure 2.1.: Schematic illustration of an arbitrary (a) temperature-composition phase
diagram and an arbitrary (b) pressure-composition phase diagram for
binary systems.

point of pure component 2.

In ideal solutions, where intermolecular forces are absent, the vapor pressure follows
Raoult’s law, resulting in a straight line connecting the vapor pressures of pure component
1 and pure component 2. The absence of intermolecular forces allows for ideal mixing
behavior, where the vapor pressure of each component is directly proportional to its mole
fraction in the liquid phase. Therefore, the shape of the line reflects deviations from ideal
behavior.

Another important concept is the critical point. In the case of pure substances, it corre-
sponds to the temperature and pressure at which the liquid and gaseous phases combine
to form a single phase, a so-called supercritical fluid. The critical temperature and
critical pressure are the specific conditions at which this phase transition occurs. In
pressure-temperature diagrams, the critical point is represented as the termination point
of a phase equilibrium curve. In a pressure-volume diagram, a critical point is located on

an isotherm that exhibits an inflection point with a horizontal tangent.

2.4. Statistical Thermodynamics

Statistical thermodynamics, closely related to statistical mechanics, is a branch of
thermodynamics that uses the laws of statistics to explain the behavior of thermodynamic
systems on a microscopic level [6]. It provides a framework for understanding the

thermodynamic properties of systems in terms of the behavior of their individual particles,
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such as atoms and molecules. The macroscopic quantities of compounds are derived by
considering translation, rotation and oscillation of individual particles. The set of physical
properties of all particles is called the microstate of the system. For systems which
consist of a large number of particles, the properties of the particles can be determined
with statistical methods and distributions of position and momenta. The microstate
of the system changes constantly due to the motion of the particles, however, if the
mean values remain the same, the observable macroscopic state of the system (pressure,
temperature, volume) is constant. Each macrostate is realizable by a certain number of
microstates. This number defines the thermodynamic probability of the macrostate. In
thermodynamics it is assumed that all microstates with the same total energy hold the
same probability.

Statistical thermodynamics makes use of the concept of the partition function, which
provides a way to calculate the probability of the system being in a particular macrostate
[8]. The partition function, denoted by the symbol @, is defined as the sum or integral

of the Boltzmann factor over all possible energy microstates of the system.
()
Q=> e\ *s7 (2.7)

Here, E; is the total energy of the system in the microstate ¢, kg is Boltzmann’s
constant, and 7T is the temperature of the system. The partition function can be used to
calculate various thermodynamic properties, such as the entropy, internal energy, and
free energy of a system. For example, the internal energy U can be calculated as the

sum of the energy of each state multiplied by its probability:

U= éZ(Eie(““?T% 2.5)

i

Similarly, the entropy S can be calculated as:
S =kpn(Q) (2.9)

If the partition function of a fluid is known, it is possible to calculate its thermodynamic
properties exactly. However, the definition of the partition function requires knowledge
of the intermolecular interactions between all the molecules in the system (see chapter
2.5.2), which can be extremely complex and difficult to model, especially for highly

non-ideal fluids.



2. State of the Art 11

2.5. Molecular Interactions

As atoms and molecules consist of charged particles, electromagnetic forces account for
attraction and repulsion between them [8]. At short distances, repulsive forces prevail.
At long distances, attractive forces take over, decreasing as the distance between the
molecules increases. Intermolecular forces determine the physical properties of molecules,
like their melting and boiling point, their density dependent on the temperature, the
respective enthalpies of fusion and vaporizationas well as their ability to form mixtures
with other substances. They are also responsible for effects such as surface tension,

capillarity, and adhesion and cohesion forces.

2.5.1. Types of intermolecular forces

Dependent on the composition of the considered molecule, the intermolecular forces are

usually categorized as follows [8]:

« Repulsive interactions occur when the valence orbitals of two molecules overlap.
This phenomenon is described by the Pauli exclusion principle, which states that
an orbital cannot be occupied by more than two electrons. If an orbital is occupied

by two electrons, their spin must be oppositional [9].

o Electrostatic interactions occur between the partially positively charged part
and the partially negatively charged part of molecules. This applies to molecules
that hold for example a permanent dipole (e.g. ketones) or quadrupole (e.g. CO,),
as they consist of covalently bonded atoms with large differences in electronegativ-
ity. Hydrogen bonding is a special form of dipole-dipole interaction and occurs
between a covalently bonded hydrogen atom and an atom with bigger electronega-
tivity, especially oxygen, nitrogen, or fluorine. Hydrogen bonding is the strongest
form of intermolecular interaction and leads to an increased melting and boiling
point, relative to the molar mass, of substances able to form hydrogen bonds, such

as water, alcohols, or acids.

« London dispersion forces are weak forces of attraction that arise from sponta-
neous fluctuations in electron density. This creates an electric dipole moment in
one molecule, which induces another dipole moment in a neighboring molecule. The
magnitude of attraction increases with the number of involved electrons. London
forces exist between all types of molecules and thus the existence of liquid and solid

state for non-polar substances can be explained.

o Induction or polarization is a hybrid form and describes the interaction between

a molecule with a permanent multipole and a molecule in which a spontaneous
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polarization is induced.

Figure 2.2 shows a qualitative comparison of the intermolecular interaction strength or

bond energy for different categories of interactions. In simple fluids, dispersion forces

< Simple Fluids —» <« Associating Fluids — < Chemical —»
Bonds
CO0,...CO, H,0...H,0 O-H
CH,...CH,| H,S...H,S NH,...NH, c-C
I L] L] L] LI BLEL I L] L] L] LI II LI L] L] L] LELEL II L] L] L) L] LELEL I
0.1 1 10 100 1000

bond energy kJ/mol

Figure 2.2.: Qualitative comparison of intermolecular interaction strength, according
to [10]

prevail, which are comparatively weak. Associative interaction between molecules
is an interaction which is highly directional and short ranged [11]. The term is used to
describe electrostatic interactions in substances with polar components or components
with the ability to form hydrogen bonds. The formation of hydrogen bonds between
molecules of the same kind is described as self-association, while cross-association refers
to the formation of hydrogen-bonds between unlike molecules. The strong intramolecular

interactions between atoms within a molecule are so-called chemical bonds.

2.5.2. Intermolecular potentials

Molecular interactions can be described mathematically in the form of intermolecular
potentials. Intermolecular potentials describe the potential energy between two or more
interacting atoms or molecules as a function of the distance between the particles. Positive

values of the potential correspond to a repulsive interaction, negative values to attraction.
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Figure 2.3.: Schematic graphs illustrating four types of intermolecular potentials as
a function of the radial distance.

The simplest model of intermolecular potential is the hard-sphere or hard-core
model [12]. Tt accounts for the repulsive forces between molecules by modeling them as
incompressible hard-core spheres that cannot overlap in space. Attractive forces are not

considered. The hard-sphere pair potential ®;; between two molecules or atoms ¢ and j
is given in equation 2.10:

0 if r>o

oo if r<o

Where r indicates the distance between the cores of two molecules or atoms 7 and j,
lr; — r;|, o the hard-core diameter. Figure 2.3a shows the hard-sphere potential as a
function of the distance.

The hard-sphere repulsion is only physically correct when particles collide at infinitely slow

speed. To model elastic diameters which become smaller during collision the soft-sphere
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potential was introduced [13]:

0 if r>0o
€ (%) if r<o

€ is the interaction energy. The case of n — oo corresponds to the hard-sphere potential.
Figure 2.3b illustrates the soft-sphere potential as a function of the distance r between
the cores of the considered particles.

The total intermolecular pair potential is calculated as the sum of the intermolecular
potential due to repulsive forces and the potential due to attractive forces. The Lennard-
Jones potential considers repulsive as well as attractive forces and is widely used

because of its simplicity [14]. The pair potential is expressed as follows:

B, (r) = de l(:)w _ (‘;)6] (2.12)

In this case, o is not the molecular diameter, but the distance between the cores of two
particles at which the intermolecular potential ®;; becomes zero. The maximum energy
of attraction € occurs at r = 250. At this distance, the particles experience the strongest
attraction. The Lennard-Jones potential as a function of r is illustrated in figure 2.3c.
Another model which incorporates repulsive and attractive molecular interactions is
the square-well potential [15]. In the square-well potential, the initial hard-sphere
repulsion is followed by an attractive potential well. Attraction between two molecules
occurs, if their relative distance is between o, the particle diameter, and Ao (cf. figure
2.3d). A factors the width of the attractive well.

Square-well potentials are applied to model short-range interactions between molecules,

like hydrogen bonds. Their potential is given by:

0 if r>MXo
(I)ij(r) =4qe if o<r<io (2.13)

oo if r<o

2.6. Modeling of thermodynamic properties

There are two main types of thermodynamic models or approaches available to predict

the thermodynamic properties of a substance or mixture in phase equilibrium, activity
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coefficient models and equations of state.

2.6.1. Activity coefficient models

Activity coefficient models are methods to predict the activity coefficient, which accounts
for the non-ideal behavior of mixtures. These models typically involve empirical corre-
lations or theoretical models that describe the deviations from ideality, and are often
based on thermodynamic concepts such as excess Gibbs energy or excess enthalpy. Some
examples of activity coefficient models include Wilson, NRTL, UNIQUAC, and UNIFAC
[16].

The activity coefficient v is a dimensionless quantity that describes the deviation of a
solution from ideality. It is a measure of the non-ideal behavior of a solution and reflects
the effect of intermolecular interactions between the solute and solvent molecules. The
activity coefficient is defined as the ratio of the actual activity a of a substance i in a
solution to its ideal activity, which is equal to the mole fraction x of the substance.

a;

Vi = (2.14)

X

The activity coefficient can be calculated from the excess Gibbs energy G¥ as follows

[17]:
E
In~; = (6G/RT> (2.15)
ani T
Dy LM+

The excess Gibbs energy describes the difference between the Gibbs energy of a real
mixture and that of an ideal mixture of the same components. R is the universal gas
constant, T the temperature and n the number of moles of component .

As activity cofficient models describe systems at constant volume, they are not able to

predict pressure and density.

2.6.2. Equations of state

Equations of states consist of an equation of states or a set of equations relating state
variables of a given system in thermodynamic equilibrium. There is no universally valid
equation of states that produces exact results for all substances under all conditions.
Therefore, equations are defined in consonance with a thermodynamic model and their
accuracy is limited. The equations are either derived from experimental data or based on
physical and statistical considerations. The choice of the equation of state depends on
the area of application and desired qualities, like the required accuracy, predictive ability,
or the computational speed [18]. In the following, a few equations and the corresponding

thermodynamic models will be illustrated.
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The simplest example of an equation of state is the ideal gas law [19]:

_ AT

; (2.16)

p

It relates the thermic values of state, temperature 7', pressure p and molar volume v, of
an ideal gas. The concept of an ideal gas is based on the physical model of its molecules
as infinitely small, hard spheres which are moving in random directions. The particles
do not interact with each other except through perfectly elastic collisions as there are
no intermolecular forces or attractions between them. The molecules themselves take
up zero volume. The ideal gas law cannot predict the behavior of liquids or phase
transformations, as these occur due to intermolecular forces.

A real gas never behaves exactly like an ideal gas, but under conditions of low pressure
and high temperatures, real gases approach the ideal state. Lower pressure means the
distance between molecules is large and interactive forces reach a minimum. At higher
temperatures, the kinetic energy of the molecules is higher and thereby, their ability to
overcome intermolecular forces is higher. The deviation of the real gas’ behavior from

the ideal is reflected in the compressibility factor Z [6]:

Ureal

7 = (2.17)

Videal

The compressibility factor of an ideal gasis 1. If Z < 1, the gas is compact and attractive
forces between the molecules prevail. If Z > 1, the volume of the gas is bigger than the
ideal volume and the molecules are repelling each other. The compressibility factors can
be determined experimentally and are given as a function of pressure and temperature
for many substances in the literature (e.g. [20]). The ideal gas law is then modified to

reflect the behavior of real gases as follows:

_ ZRT
N (Y

p (2.18)

A well-used category of equations of state are cubic equations of states. They are
derived semi-empirically and are characterized by a cubic polynomial function. The first
of these equations was the van der Waals equation [6]. It is a modification of the
ideal gas law and accounts for the deviation of real gases from ideal behavior by adding

two corrective terms:

RT _a
v—>b 2

The term -% accounts for the measured pressure being lower than predicted by the

p= (2.19)

ideal gas law due to intermolecular attractive forces. The parameter b factors the finite
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volume of real gas molecules, which reduces the volume of the gas and therefore the
space for the motion of the molecules. This accounts for the repulsive forces, modeled
as a one dimensional hard sphere repulsion. The van der Waals constants a and b are
characteristics of a substance and calculated via its critical quantities. The equation is
able to predict the p,V,T-behavior of liquid and gaseous phases, the process of liquification
and vaporization as well as the equilibrium of liquids and vapor. However, the quantitative
results show large deviations from measured values under conditions of low temperature
and high pressure.

Other cubic equations of state are the Soave-Redlich-Kwong equation (equation
2.20) and the Peng-Robinson equation (equation 2.21) [21]. While the repulsive terms
remain the same as in the van der Waals equation, the models provide two different
modifications of the associative term. The model parameters a and b are fitted to

experimental data or calculated using critical pressure and temperature.

b= UR—Tb a U(Tfi)b) (2:20)
= RT a(T) (2.21)

Tu—b v(v+b) 4+ b(v —b)

The equations are used for the calculation of thermodynamic behavior in the petroleum
and chemical industries [21], as they can be applied over a wide range of pressures and
temperatures and predict both liquid and vapor phases of substances such as hydrocarbons,
in which dispersive and repulsive forces prevail.

In addition to ideal gas and cubic equations of state, there are other types of equations
of state available, such as the virial equations [22], Lennard-Jones Truncated and
Shifted equations of state (LJTS) [23], Co-Oriented Fluid Functional Equation
for Electrostatic interactions (COFFEE) [24] or physically-based equations like the
Statistical Associating Fluid Theory (SAFT) family [2]. These types of equations
of state are typically formulated based on the Helmholtz energy. The model employed in
this thesis is PC-SAFT, a widely used modification of SAFT.

2.6.3. Association models

Another category of models to predict thermodynamic properties are the so-called
association models [21]. They were developed to describe the behavior of associating
substances, such as water, alcohols and amines, which show great deviation from ideal
behavior. Some association models are equations of state, however not all of them.

Association models can be categorized in three groups:

o Chemical theories treat association like a chemical reaction and the associating
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molecules as new and distinct chemical species [10]. The contribution of association
to the total energy is related to the number of oligomers formed in the considered

substance.

« In Lattice Cluster Theory (LCT), fluids are modeled as having a lattice-like
structure [10]. The extent of association is based on the number of hydrogen bonds

formed between segments of molecules located on neighbouring sites in the lattice.

o In perturbation theories, the associative contribution is related to the number
of bonding sites per molecule. To calculate the number of bonding sites, methods
of statistical mechanics are applied. In mathematics, perturbation theory describes
methods to find solutions for complex problems by adding corrective terms to a

known solution for a related simpler problem [25].

While models of the first two groups are semi-empirical equations of state, perturbation
theories are theoretically derived [11]. The PC-SAFT equation of state and the SAFT
equation of state are both examples of perturbation theories. Therefore, the theoretical

framework underlying this category will be elaborated in the upcoming chapters.

2.6.3.1. Perturbation Theory

SAFT and PC-SAFT are equations of state that belong to the category of perturbation
theories. Perturbation theory is a mathematical method used to approximate the
properties of a complex system by considering it as a perturbed version of a simpler
system [26]. The starting point is a well-understood reference state, a solvable problem,
which is then perturbed by adding small, incremental changes that make the problem
more complex. The sought-after solution is calculated by expanding it in a power series
of a small parameter that characterizes the perturbation. The first term in the series is
the solution to the unperturbed problem, higher-order terms represent corrections due to

the perturbation.

2.6.3.2. Wertheim’s Thermodynamic Perturbation Theory

In thermodynamics, perturbation theories are used to approximate the thermodynamic
properties of a fluid by relating it to a simple reference fluid. The target fluid’s energy
is described as the sum of the reference fluid’s properties (e.g. expressed in terms of
its Helmholtz energy) and perturbation or correction terms. The analytical equation
for the target fluid is obtained by creating a Taylor expansion around the reference
fluid [27]. This expansion converges quickly only when the structure of the reference
fluid is similar to the target fluid’s structure. Therefore, conventional perturbation

theory cannot be applied to fluids in which strong associating forces are present [10]. In
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Wertheim’s thermodynamic perturbation theory [28][29][30][31] a multi-density formalism
is introduced, in which the total number density can be written as the sum of the density
of molecules present as monomers and the density of molecules bonded via association.
In this notation, perturbation theory can be applied to any arbitrary reference fluid.

In Wertheim’s contribution, all interactions between molecules are described by inter-
molecular potentials. A hard-sphere potential constitutes the reference potential, hence
only representing the repulsive forces present between molecules. The molecule’s ability
to form associating bonds is modeled by introducing theoretical association sites on the
molecule. The total intermolecular potential of the fluid ®;;(r)is written as the sum of
the intermolecular potential of the reference fluid ®;; () and the sum of the potentials

between the association site A on molecule ¢ and association site B on molecule j CI);‘}B (r):
®i(r) = i (r) + 30D @ (r) (2.22)
A B

The division of the pair potential into attractive and repulsive components enables the
definition of the fluid’s partition function, thereby facilitating the computation of its

thermodynamic properties.
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3. Theory

The following chapter provides a detailed overview of the Statistical Associating Fluid
Theory (SAFT) and the Perturbed-Chain Statistical Associating Fluid Theory (PC-
SAFT), including the underlying assumptions, equations, and applications. PC-SAFT
is considered a variation of SAFT, the heterosegmental PC-SAFT uses the same set of
equations as the original PC-SAFT, however modified to fit the heterosegmental depiction

of molecules.

3.1. SAFT Equation of States

Wertheim’s theory is the basis of SAFT, which was developed by Chapman et al. [2][32]
and Huang and Radosz [33][34]. It is especially suited to describe the behavior of
associating molecules with non-spherical shape, which are conceived as chains of spherical
segments in the SAFT model. The SAFT equations of state are formulated in terms of
the residual Helmholtz energy a,.s, as properties like the pressure, compressibility factors
and density can be derived from the Helmholtz energy. The residual Helmholtz energy
describes the difference between the total Helmholtz energy a and the Helmholtz energy

of an ideal gas a4 at the same pressure, temperature, and composition:
Ares = A — Qjdeal (31)

The reference fluid in SAFT equations is modeled differently in different versions of
SAFT, e.g. by using a square-well potential [33] or Lennard-Jones [32] spheres. The
residual Helmholtz energy of a real fluid a,., is given as the sum of the contributions due
to different intermolecular forces (equation 3.2). a, describes the energy of segment-
segment interactions (repulsion and dispersion), acpq.in the energy due to chain formation
and ag.s0c the contribution due to association of the molecules. Further contributions
can be added in a similar manner to model fluids that exhibit dipolar or quadrupolar
interactions.

Qres = Oseg + Qchain + Qassoc + - (32)

The three major contributions to the total intermolecular potential of associating fluids
according to SAFT are illustrated in figure 3.1. While the chain and the association
term remain mostly unchanged [35], various modifications of the segment term have
been proposed in variations of the SAFT model. These variations include for example
simplified SAFT [36], the LJ-SAFT [37][38], the soft-SAFT [39][40], the SAFT-VR [41]
and the PC-SAFT [1]][42][43].
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(a) (b) (c)

Figure 3.1.: Schematic representation of SAFT. Molecules are assumed to consist of
equal-sized spherical segments (a), which are then connected to form
chains (b). The ability to form hydrogen bonds (indicated by dotted
arrows) is modeled by adding a certain number of association sites on
the molecule (c).

In the following, the contributions to the total residual Helmholtz energy in equation 3.2

are illustrated according to Chapman et al. [32].

3.1.1. Segment contribution

The term a4, in equation 3.2 refers to the Helmholtz energy per mole of molecules
of spherical segments, which interact with repulsive and attractive dispersion forces.
Physically, these segments correspond to a part of a complex molecule, a functional
group, a monomer-section of a polymer or simple molecules like methane or argon [10].

The segment term is calculated as follows:

a9 = a(s)eg Z T;Mmy; (33)

(2

ay”?

is the segment molar Helmholtz energy per mole of segments, x; the mole fraction, m;
the effective number of segments of molecule 7. In the original SAFT model by Chapman
et al. [32] the segments are defined to be Lennard-Jones spheres and their energy is

composed of two parts:

.
ag®® = al® + af’™”? (3.4)

The term al* describes the energy of the reference fluid, a hard-sphere fluid, agiSp the

dispersion or perturbation. The hard-sphere term is calculated according to Carnahan
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and Sterling [44]:

hs 4n — 3 2
O (3.5)
RT  (1—mn)
Here, 1 describes the packing fraction or reduced density.
Nay
n=" 6A pd’ szmz (3.6)

The maximum packing fraction that can be achieved is 0.74, a value known as the
close-packing limit or the densest packing fraction [45]. N4, is Avogadro’s constant. d

is the temperature dependent segment diameter according to the theory of Barker and

Henderson [25]. d ] "
(T) :/O [1 ~exp <—M,>] dr (3.7)

For mixtures, d is calculated by applying the van der Waals mixing rules.
In the SAFT model by Chapman et al. [32] the dispersion term ag’™” is defined according
to Cotterman et al. [46]

disp
dzsp eR disp Qp2
3.8
o k ( * TR> (3:8)

Here, Ty is the reduced temperature

kT

€

Tr =

(3.9)

€ is the characteristic energy of the system.

3.1.2. Chain contribution

In SAFT, the non-spherical molecular shape of the molecules is accounted for by chain
formation. The formation of chains is modeled by placing association sites on the seg-
ments and strong interactions between them, representing the covalent bonds between
atoms that form a molecule. Two diametrical sites enable the formation of chains, one
site the formation of dimers. The calculation of the chain contribution to the total

Helmholtz energy is given by:

achazn

T =Y z;(1—my)n [gn(dii)hs] (3.10)

%

gii(di;)" is the radial distribution function, which expresses the probability of finding

a particle at a certain distance from a reference particle [47]. The radial distribution
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function for hard spheres is derived by Reed and Gubbins [48] as:

1 3dids Co dud;; 17 (G)?
i (dig)'* = L +2[ “ a7 ] 3.11
g5 () 1=G  di+dj (1—G)? di+dj; | (1—G3)° (3.11)
(x is a function of the density and is calculated as follows for k£ = {0, 1,2, 3}:
N
G = d GAUpZmimidZ (3.12)

(3 is equivalent to the packing fraction n given in equation 3.6.

3.1.3. Association contribution

In the SAFT model, as well as in Wertheim’s original contribution, the molecules’ ability
to form associative bonds is modeled by placing association sites on the molecules.
The associative interaction between two association sites is modeled with square-well
potentials. Each molecule can contain multiple association sites. Due to the short-range
and highly directional associative interactions, each association site is usually only singly
bonded. In a "rigorous” definition, all electron-donor and -acceptor sites on a molecule
are assigned association sites [33]. However, as the rigorous placement of association
sites often does not lead to the most accurate results, alternative, arbitrary placements
are defined which are then tested against experimental data and compared with the
rigorous placement. In table 3.1 the rigorous placement of association sites, as well as

one alternative placement, is illustrated for alkanols and water.

‘ Alkanols ‘ Water

‘ formula bond type ‘ formula  bond type

A A
rigorous — 0: 3B B:O:H 4C
HE H
C D
- A A..
. —0: :0: H®
alternative - 2B . 3B
gH He

Table 3.1.: Placement of association sites in alkanols and water [33]. The association
sites are indicated by red, capital letters.

The association contribution is calculated as follows:

assoc

T 2 [Z (m X

A;

XA\ M,
+ 5 (3.13)
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where M; is the number of bonding sites at component i, X4 the mole fraction of

molecules of component 7 not bonded at association site A given by:

XA =14 Ny Y3 p XPiadBi (3.14)

Jj By

p; is the molar density of the molecules of component j. The association strength A%i5i

between the bonding sites A and B on molecule ¢ and j can be approximated as:

AABS _ B g (15 ABs | C 3.15
= ingJ< i)k exp T (3.15)

k4B describes the volume, €45

the energy of the association between association site
A on component ¢ and association site B on component j. The temperature dependent
segment diameter d;; corresponds to the arithmetic mean of diameter d;; of molecule ¢

and dj; of molecule j.
_di +dj;
2

The segment radial distribution function g;;(d;;)** is approximated to be equal to the

d;; (3.16)

hard sphere radial distribution function g;;(d;;)"* given in equation 3.11, as the segments
are assumed as hard spheres.

In order to render equation 3.14 X4 explicit, a series of simplifying approximations can
be made [33]. By assuming for example that the association strength between equal
association sites is equal to zero and the strength of different hydrogen bonds is equivalent,
the analytical expressions for X4 given in table 3.2 can be obtained for the types of

bonds mentioned in table 3.1.

Bond A approximations X approximations explicit X4

type

9B AAA _ ABB _ XA _— xB —1+(14+4pA)1/2
AAB 7& 0 208

3B AAA _ AAB _ ABB _ ACC _ XA _ xB —(1—pA)+((14pA)2+4pA)1/2
AAC = ABC 2 XC =2x4 -1 ks

4C AAA _ AAB _ ABB _ A\CC _ ACD _ADD _(§ xA_ xB_ xC_ xD —14+(1+48pA)1/2

AAC = AADABC = ABD £ 4pA

Table 3.2.: Simplified approximations for association strengths A between association
sites and explicit equations for the mole fraction X not bonded at the
association site according to [33].
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3.1.4. SAFT parameters

In the SAFT model each component is characterized by five pure parameters, which
are given in table 3.3. In most versions of SAFT models, the parameters are obtained
by fitting them to experimental data of the pure compounds, like vapor pressure and

saturated liquid density.

SAFT parameter

m; number of segments of component 4

o diameter of segment of component ¢

€ energy of segment of component i

KA;B; association volume between association site A on component 7 and association site

B on component j

€A;B; association energy between association site A on component i and association site
B on component j

Table 3.3.: The molecule specific parameters used in SAFT equations of states.

3.2. PC-SAFT Equation of States

The Perturbed-Chain Statistical Association Fluid Theory, short PC-SAFT, is a modifi-
cation of SAFT, developed by Gross and Sadowski [1][42][43]. Instead of hard-spheres,
PC-SAFT uses a hard-chain fluid as reference fluid for the perturbation. The dispersion
potential is added between the connected segments instead of between segments. Like
the SAFT equation of state, PC-SAFT equation of state is formulated in terms of
residual Helmholtz energy. The perturbation terms, which are added to the energy of
the reference fluid aj., are the dispersion energy ag;s,, and the energy due to association
Gassoc TOT associating substances. Later, the theory was expanded to describe quadrupolar
interaction by adding the quadrupole contribution agyqq [49]. Further terms, for example

to model dipolar contributions, can be added in a similar matter.
Qres = Qpe + Adisp + Qgssoc + Qquad + ... (317)

In the following, the equations to calculate the amount of each contribution to the total
residual Helmholtz energy of the fluid are illustrated in the notation of [1]{42][43].
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3.2.1. Chain contribution

The pair potentials of the individual segments which comprise a chain are modeled with

a modified square-well potential [50]:

0 if r> Ao

—e if c<r<io
3e if (0—s)<r<o

oo if  r<(oc—s)

In comparison to the square-well potential given in equation 2.13, in the modified square-
well potential a repulsion energy 3¢ is added at radial distances r that lie between the
diameter o and o — s;. Gross and Sadowski [1] assume, in accordance with Chen and
Kreglewski [50], a s1/0 ratio of 0.12. A factors the well width. The step function approx-
imates a soft repulsion (see figure 2.3b). The resulting modified square-well potential is

illustrated in figure 3.2.
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Figure 3.2.: Modified square-well potential according to [50] used in the PC-SAFT
equations of state [1].

The reference fluid in PC-SAFT is a hard-chain fluid, constituting the repulsive inter-
actions of the molecules. The segments of a chain interact with hard repulsion, their
diameter d is calcul