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1. Introduction 

Understanding the world around us has always been a concern of mankind. The 
philosophy of matter initiated the search for the description and behaviour of 

reality with some of its greatest thinkers in ancient Greece. Aristotle's work in 

"Metaphysics", which separates substance from properties, strongly dominated 

the concept of reality right up to the Modern Age. Over the years, philosophy and 

science diverged in their frameworks and methods, but both still share the same 

driving force. Contributing to the growth of science is working towards the 

increasing unity of humanity, towards the description of the common space that 

we occupy and that at the same time constitutes us.  

There is a clear link between modern crystallography and Democritus' 

assumption that matter consists of atoms and Pythagoras' perception of nature 

in a harmonic way through numbers and geometry. R.J. Haüy, W.H. Miller and A. 
Bravais lay the foundations for the structural description of crystalline solids (1). 

This exact prediction of the atomic arrangement in a crystal allows a good 

understanding of its properties and behaviour.  

However, this perfect relationship between atomic planes by means of whole 

number ratios fails to explain the second large family of solids: the amorphous 

state. With the development of urban societies in Egypt and Mesopotamia, and 

the mastery of furnaces capable of reaching 1000 ºC (2), amorphous materials 

began their role in human history.  Since then, their technological importance has 

continued to grow, from window and tableware glass to, more recently, 

amorphous semiconductors (3,4) and metallic glasses (5). The development and 

diversification of new production techniques is what enabled this technological 

growth. The high increase in cooling rates from the liquid melt, or the invention of 

bottom-up techniques such as vapour deposition or sputtering, made it easier to 

obtain amorphous phases in materials like metals that are typically crystalline. 

Despite its long history, the full knowledge of the amorphous state remains 

unclear. The random distribution of its atomic arrangement clashes with the 

fractional representation of crystalline solids and requires the use of a more 
probabilistic approach. During the 1960s, JD Bernal and GD Scott laid the 
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foundations for modern research into the way atoms are arranged (6,7). Various 
approaches have been proposed to describe liquid-solid and glass transitions, 

such as the density wave approach of T.V. Ramakrishnan (8) or the Potential 

Energy Landscape (PEL) of J.H. Gibbs and E.A. DiMarzio (9). DeGiuli's Field 

Theory (10) and the Free Volume Model (11,12) emerged to explain the 

fluctuating state of the glass and its mechanical properties. 

However, there is still a lot of work to be done to achieve a complete and unified 

picture of the amorphous state. In this sense, recognising the relationship 

between structure and properties is crucial to tailoring their functionalities and 

ensuring the correct performance of devices. In-situ characterization can play a 

key role in this goal. Compared to ex-situ measurements, where only a static 

image of the final glassy state is obtained after a thermal or stress history, in-situ 

allows the evolution of the system to be followed. By recording the physical state 

of the glass during temperature programmes or load application, the mechanisms 

behind its relaxation and crystallisation kinetics can be identified. The result will 

be the determination of their macroscopic properties. 

X-ray diffraction (XRD) is one of the most powerful tools to study structural phase 

transformations in solids and liquids (13).  In order to obtain beams that retain 
sufficient intensity after diffraction with the metallic samples and that have a high 

spatial resolution to detect microscopic heterogeneities, synchrotron X-rays are 

required (14,15). However, the radiation properties that allow a good 

characterisation of the amorphous material can also change it. Observation 

requires the sample to interact with the stimuli. When using these high-energy 

and collimated X-rays, it is possible that they modify the glassy state kinetics. 

In this thesis, a master alloy of Pt57.5Cu14.7Ni5.3P22.5 was prepared by suction-

casting under a vacuum atmosphere. In-situ and ex-situ characterizations were 

conducted at a synchrotron facility. Fast Differential Scanning Calorimetry 

(FDSC) was used to produce Continuous Heating Transformation (CHT) 

diagrams to compare the thermal transitions taking place in both conditions. This 

work aims to provide a better understanding of the synchrotron X-ray diffraction 

(SXRD) effect on bulk metallic glasses through the study of phase crystallisation 

during scanning calorimetry.  
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2. Theoretical Foundations 

2.1. First insight into metallic glasses 

In nature, metals display an ordered and translational crystalline structure 
consisting of a discrete lattice of points translated by a set of vectors. They can 

therefore be regarded as a periodic repetition of a unitary packing structure. W.H. 

Miller, A. Bravais and A. Schönflies laid the foundations for today’s well-studied 

and comprehended crystallography theory (1).  

However, a new family of materials was catalogued in the 1960s when Duwez 
synthesised an Au-Si alloy with no observable crystallinity (16). This was referred 

to as “metallic glass” and no sharp peaks were detected in its X-ray diffraction 

(XRD) pattern, but rather a broad and diffuse peak. This signal is characteristic 

of amorphous materials and is referred to as “amorphous halo”.  

Freezing the liquid structure of the molten metal through a rapid solidification rate 

(around -106 K·s-1) enabled Duwez to achieve the amorphous microstructure. The 

method behind this high cooling rate was later called “gun technique” and 

consisted of projecting a small droplet of the molten alloy tangentially onto a 

conductive copper substrate. The forces acting on the as it encounters the 

substrate cause it to spread, producing a thin sheet of liquid. This increased 

contact surface allows the substrate to rapidly extract heat from the liquid, 

freezing it into an amorphous solid. Pure metals quenched at slow rates 
experience a sudden decrease in the free volume at the melting (or liquidus) 

temperature as they fall to the crystalline equilibrium state (Figure 1). For 

multicomponent alloys, melting often takes place in a range of temperatures 

(starting from the melting temperature and finishing at the liquidus) due to the 

formation of several crystalline phases. However, during quenching of alloys 

susceptible to glass formation, the molten liquid passes to a metastable state and 

remains in liquid form below its equilibrium melting temperature. In this regime, 

called “super-cooled liqud” (SCL) state, the volume decrease monotonically with 

temperature until the atomic mobility is confined and the liquid vitrifies to the 

glassy state. Here, the slope of the volume change with temperature is reduced. 

The glass transition temperature (Tg) is defined as the crossing of the liquid and 
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glassy state. During this transition, a change in the specific heat and viscosity is 
expected. 

As shown in Figure 1, the glass transition temperature depends on the cooling 

rate. The glassy state is metastable, and its structure depends on the amount of 

structural relaxation achieved. For high cooling rates, an earlier glass transition 

will occur, and a less relaxed glass state will be generated. This will have a 

significant amount of free volume and will eventually relax into the "ideal" glass. 

 

Figure 1. Comparison between volume evolution during glass formation and crystallization (17). 

Formally, one should do a distinction between amorphous and glassy materials. 

The first one refers to any material without crystallinity while the second is more 

specific. Two conditions must be met for an amorphous solid to be considered a 
"glass": it must be continuously cooled from the liquid state and, exhibit a glass 

transition temperature. 

Since the discovery of metallic glasses, a large variety of alloys have been found 

to be susceptible to glass formation. In terms of chemical composition, they can 

be classified into “metal-metalloid” and “metal-metal”. In the first stages of the 

field, binary alloys with compositions close to the eutectic points such as Ni-Zr 

(18), Ti-Be (19) or Fe-B (20) systems were mainly reported. Later, 

multicomponent alloys containing mainly transition metals and metalloids were 

found to show excellent glass formability (21). This is explained by the greater 

number of configurational states in the liquid system as the number of 
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components in the alloy increases. Thus, the entropic part of the Gibbs free 
energy dominates and stabilise the supercooled liquid in front of the crystalline 

phase. Through this strategy, low critical cooling rates and samples with bulk 

sizes (diameters above 1 mm) were achieved. Those systems were named as 

“bulk metallic glasses” (BMG). 

In contrast to crystalline materials, there is no precise topological definition of 
amorphous materials. They are typically described as a random packing of 

elements but a theory describing this arrangement of atoms is still missing. 

However, glasses vary from amorphous solids as they do not lay in the ideal 

amorphous state. Then, they contain higher amounts of free volume and retain 

some localized order. A short- and medium-range order is found. For example, in 

metal-metalloid alloys trigonal prisms are formed due to covalent bonds of the 
transition metal around the metalloid in the short range. Similarly, Shechtaml et 

al. reported the existence of a solid possessing long-range order without 

translational symmetry, “quasicrystals” (22). 

2.2. Classical theory of metallic glasses 

Over the years, many experimental and simulation studies have been carried out 

to develop a model for the nature of the glassy state. Although the lack of a 

simplified model due to the non-ordered arrangement of atoms, two approaches 
have mainly introduced the basis for understanding the thermodynamics, 

kinetics, and properties of glasses. The theory proposed by Gibbs – DiMarzio 

(23) and highly elaborated by Stillinger (24,25) studies the glassy state from a 

statistical mechanic point of view through the concept of “Potential Energy 

Landscapes” (PELs). In contrast, Cohen and Turnbull (26,27) introduced the 

atomistic theory of Free-Volume. 

2.2.1. Potential energy landscape (PEL) 

The Gibbs-DiMarzio theory postulates that glass formation takes place when the 

configurational entropy difference between glassy and supercooled liquid state 

becomes zero. Being the configuration entropy, the term related to the spatial 

arrangement of atoms and separated from the temperature-dependent vibrational 

entropy that describes their movement. However, this only apply when 

thermodynamic equilibrium is achieved in all stages of cooling.  
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Figure 2. Schematic of the PEL (25) 

To know the number of possible configurations in a system during time evolution, 

one must know the governing interactions between constituent particles. These 

are determined by the “topographic” view of the potential energy landscape (25). 
This function depends on the spatial location of each particle and live in a 3N-

dimensional space (being N the number of particles in the system) where each 

point corresponds to one configuration arrangement. Figure 2 shows a simplified 

representation of the configurational phase space for a glass. Each local 

minimum in the PEL corresponds to a stable atomic arrangement where every 

constituent experience null force and torque. These minima are normally called 

“inherent states” of the PEL. As we can see, there exists a great variety of depths 

and width for the “valley” surrounding each minima. These domains are referred 

to as “basin of attraction” and contains those configurations that will evolve to the 

configuration of the inherent state.  

The inherent state in which the system is found depends on the solidification 
conditions. For high cooling rates, a low relaxed structure freezes and the system 

encounters on the well’s wall of some superficial inherent state. Thus, by temporal 

evolution the system will fall downhill to the local minima if it is below Tg. And like 

Gibbs-DiMarzio, Stillinger argued that to reach the ideal glassy state, the system 

must be allowed to explore the entire PEL. Thus, it is only accessible when 

sufficiently low cooling rates are employed. However, when annealing above Tg, 
the thermal energy is enough to produce inter-basin hopping and allows the 

change of amorphous state (relaxation transitions).  
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Finally, the total potential of the system obtained from PEL is used in statistical 
mechanics to determine the different thermodynamic state variables, such as 

entropy. 

2.2.2. Free-Volume model 

This model assumes that the behaviour of an amorphous material is governed by 

the excess space between atoms. It is especially useful in explaining the 
mechanical properties of metallic glasses, such as their flow curves, but it is less 

successful in predicting thermodynamic functions. 

One can express the free volume,  ݒ௙, as:  ݒ௙ = ݒ − ௖ݒ ݒ      ,  > .ݍܧ    ௖ݒ 1 

being ݒ the volume of the cage formed by the nearest neighbours of the molecule 

and ݒ௖ a critical value, normally approximated to the molecular volume ݒ௠. 

Fox and Glory (28–30) were the first to associate the decrease in free volume 

with the glass transition and sustained it with four simple assumptions: 

a) Each molecule has associated a local volume, ݒ.  

b) The excess volume when ݒ is above a critical value ݒ௖ can be considered 

as free (Equation 1). 

c) Free volume redistribution grows void size until a critical value, ݒ∗, from 

which molecular transport starts. 

d) The abovementioned free volume redistribution occurs without the need 

to provide free energy. 

One can calculate the system’s free energy as the summation of each atom 

subjected to its neighbours’ mean potential. This will have two main contributions: 

the negative work to remove the molecule from its cage and the work to expand 

the cage in front of the neighbourhood (27). The latter will depend quadratically 

with the volume until the critical volume is reached and the excess volume 

reduces the molecule interaction with its neighbours. At that point, the quadratic 

dependence with volume will decay to a linear one. For a sufficiently dense 

material, was able to write the system’s diffusivity or fluidity in terms of free 

volume (31): 
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ܦ = .ݍܧ                ଴ ݁ିఊ௩೘/௩೑ܦ 2 

Accordingly, system’s rigidity is reduced when ݒ௙ increases. 

2.2.3. Kinetics – Relaxations 

Recalling the PEL model, we try to explain in more detail here the transitions 
between inherent states that govern the kinetics of a glassy system before 

crystallization events.  

Supercooling the liquid phase below the melting temperature, Tm, avoids the fall 

to the deep crystalline basins and the system remains in the higher amorphous 

inherent structures (quasi-equilibrium states). However, thermal fluctuations and 

external perturbations will promote transitions between inherent structures. 

These transitions can be classified in three categories (25,32): 

- Primary relaxation (α). They correspond to irreversible rearrangement of 

atomic clusters and produce inter-basin hopping in the PEL (Figure 3)  

- Secondary relaxation (β). Their rearrangements only involve a reduced 

number of particles in structural heterogeneities of higher free volume. A 

substantial location shift of neighbouring atoms take place. In the PEL, 

these lower energy transitions are represented as intra-basin hopping 

between shallower local minima within a larger basin.  

- Brittle-to-ductile transition (γ or β’ relaxation). This transition take place in 

cryogenic temperatures and are characterized by a homogenous strain 

(affine) that can promote stress-driven non-affine relaxations such as β. 
Some authors correlate them to stress inhomogeneities at cryogenic 

temperatures that relax for low-frequency actuations (33,34). 

Therefore, when the system enters the supercooled liquid state, it can switch from 

one quasi-equilibrium basin to another through α-relaxations. The time between 

transitions is defined as the mean relaxation time, τ(T), and typically follows the 

Vogel-Tammann-Fulcher (VTF) equation: ߬(ܶ) = ߬଴݁஺/(்ି బ்)             ݍܧ. 3 

where A and ܶ ଴ are positive constants. An increase in relaxation times is obtained 

with decreasing temperatures as the distance between the deeper basins in the 
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PEL widen. Thus, the relaxation time will exceed the experimental time scale at 

some point and the system will not be able to undergo primary relaxations. 

However, as β-relaxations only involve localized rearrangements with low 

activation energies, they remain accessible by thermal fluctuations. This α,β-

bifurcation occur at Tg. 

 

Figure 3. Schematin of α- and β-relaxations in the PEL (25). 

2.2.4. Crystallization and Glass Forming Ability (GFA) 

The stability of a glassy state is determined by the resistance of the system to 
crystallize. Therefore, it becomes necessary to have a deep understanding of the 

nature behind crystallization. Under equilibrium conditions, a crystalline phase 

forms when its free energy is less than in the glassy configuration. Thus, the 

driving force for crystallization is the free energy difference between the 

crystalline phase and the corresponding glass with same composition. 
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Figure 4. Free energy-composition curves for Fe-B system. Solid tangent line indicates the 
equilibrium state between α-Fe and Fe2B. Dashed tangent lines indicate metastable 

equilibriums (35). 

Three main modes of crystallization can be distinguished depending on whether 

in the initial stages of decomposition, the phases formed are metastable or 

equilibrium (35): 

- Polymorphous crystallization. This mode is only observed when the 

composition is near the pure elements or compounds. It consists of the 
crystallization of a single phase that could be stable, metastable (reaction 

4 in Figure 4) or supersaturated (reaction 1 in Figure 4). 

- Eutectic crystallization. Two crystalline phases emerge simultaneously 

from the glassy matrix (reaction 5). In the glass-crystal interface, the two 

phases separate and leave the surrounding amorphous material with the 

same composition. 
- Primary crystallization. In the first stage of crystallization, a supersaturated 

solid solution is formed. In order to evolve to the equilibrium state, the 

crystallite reject solute atoms to the glassy matrix. This process of crystal 

growth and glass enrichment continues until a metastable equilibrium is 

reached between both (reaction 2). At the crystallization front a 

concentration gradient is generated. Thus, to increase the crystal size 
more atoms must diffuse through the depleted interface. The growth rate 

will tend to a parabolic behaviour:  ݎ = ܦ√ߙ · .ݍܧ                 ݐ 4 
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being r the radii of a spherical crystal, D the diffusion coefficient, t the 

annealing time, and ߙ a dimensionless parameter that introduces the 

dependency on interface and bulk concentrations.  

Even though the crystalline phase is more stable in the free energy diagram when 

temperature falls below Tl, it last long times to crystallize and may require a higher 

supercooling of the liquid. The introduction of a liquid-solid interface rises the 

Gibbs free energy of the system, producing the reabsorption of crystallization 

events if they are too small (i.e., if the surface tension exceeds the energy 

decrease provided by the new crystalline volume).  

The free energy change introduced by the formation of a crystalline cluster in the 

liquid system will take the next form:  ∆ܩ = − ௦ܸ∆ܩ௙(ܶ) + .ݍܧ           ௅௑ߛ௅௑ܣ 5 

being ܸ ௦ the solid cluster volume, ܣ௅௑ the interface area, ߛ௅௑ the interfacial energy 

and ∆ܩ௙ the volumetric Gibbs free energy of fusion. For a spherical particle of 

radius ݎ the above equation becomes: ∆ܩ = − ସଷ (ܶ)௙ܩ∆ଷݎߨ + .ݍܧ             ௅௑ߛଶݎߨ4 6 

Thus, an effective nucleus will form when the reduction in free energy due to the 

formation of a crystalline cluster equalizes the surface tension contribution. In 

other words, when ∆ܩ experiences a local maximum with ݎ:  

ௗ∆ீௗ௥ = 0 → ∗ݎ  = ଶఊಽ೉∆ீ೑(்)     ݍܧ. 7 

Where ݎ∗ is the critical nucleus radius. Considering a small undercooling (∆ܶ  Turnbull approximation (36) applies and the critical radius can be ,(ܭ 100>

expressed in terms of ∆ܶ1: ݎ∗ = ଶఊಽ೉்೗∆ு೑∆்            ݍܧ. 8 

                                                        
1 The difference in Gibbs free energy between the solid and liquid phase is given by ∆ܩ = ܪ∆ − ܶ∆ܵ, 
with ∆ܪ = ௙ܪ∆ − ∫ ௣்݀ܶ೗்ܥ∆  and ∆ܵ = ∆ ௙ܵ − ∫ ௣்೗்ܥ∆ /ܶ ݀ܶ = ∆ு೑∆்்೗ − ∫ ௣்೗்ܥ∆ /ܶ ݀ܶ. Where ∆ܶ =௟ܶ − ܶ. Linearly approximaƟng the difference in specific heats between both phases as ∆ܥ௣ ≈ 0, one 
gets ∆ܩ = ∆ு೑∆்்೗ . 
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Inserting Equation 8 into Equation 6 one obtains the nucleation activation energy: 

∗ܩ∆ = ଵ଺గఊಽ೉య்೗మଷ∆ு೑మ∆்మ .ݍܧ                      9 

Using Boltzmann statistics, one can estimate the number of clusters reaching the 

critical size: ݊௥∗ = ݊଴݁݌ݔ ቀ∆ீ∗݇ܶܤቁ          ݍܧ. 10 

being ݇஻ Boltzmann’s constant, and ݊଴ the total number of atoms in the system.  

Assuming that the transport of an atom from the liquid to the crystalline cluster 

requires atomic diffusion and that diffusion depends on the vibration frequency of 

the atoms, one can use Stokes-Einstein relation: ܦ(ܶ) = .ݍܧ          ଺గఎ(்)ܽ0ܶܤ݇ 11 

where ߟ(ܶ) is the viscosity of the liquid and ܽ଴ the average atomic diameter, to 

obtain the expression for the nucleation rate (37): 

(ܶ)௩ܫ = ஺ೡߟ(ܶ) exp ൬− .ݍܧ        2൰݂ܩ∆3௞ಳ்ܺܮߛߨ16 12 

with ܣ௩ being a constant. Thus, more undercooling leads to higher nucleation 

rates, while it is reduced for higher viscosities. Also, for high surface tensions the 

nucleation rate will decrease as it is more difficult to reach the critical radius. 

Following the nucleation, the velocity at which the crystal-liquid interface 

advances should be considered. This growth rate, ݑ, can be expressed as: ݑ(ܶ) = ଵ଴଴௙ఎ ቂ1 − ݌ݔ݁ ቀ− ∆ ೝ்∆ு೑ோ் ቁቃ         ݍܧ. 13 

Where ݂ is the fraction of sites at the crystal surface where atomic attachment 

can occur.  

For the case in which the nucleation and growth rate are constant with time, the 

crystallized volume fraction, x, at a time t can be estimated as (38): ݔ = గଷ .ݍܧ            ସݐଷ(ܶ)ݑ(ܶ)ݒܫ 14 
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From this expression, a “time-temperature-transformation” (TTT) diagram can be 

computed (Figure 5). In addition, the critical cooling rate, ܴ௖. to obtain the glassy 

phase and avoid the nucleation of crystalline phases can be obtained from the 

TTT diagram by: ܴ௖ = ்೗ି ೙்௧೙ .ݍܧ       15 

being ௟ܶ the liquidus temperature, ௡ܶ and ݐ௡ the temperature and time at the nose 

of the TTT curve (Figure 5). This is called as the “nose method”. 

It has been observed, however, that the nose method overestimates ܴ௖ as it 

assumes homogeneous crystallization when for most compositions devitrification 

occurs through a surface crystallization mechanism. At medium cooling rates, 

nucleation precursors are formed in the glassy matrix. This significantly modifies 

the critical cooling rate. Schawe and Löffler called these amorphous glasses "self-

doped glass" (SDG), whereas the so-called "chemically homogeneous glass" 

(CHG) has no quenched in nuclei (39). A modified equation for the critical cooling 
rate, considering the continuous cooling conditions, was proposed by 

Barandiarán and Colmenero (40): ݈ܴ݊ = ܣ − ஻(்೗ି்ೣ ೎)మ             ݍܧ. 16 

Where ܴ is the cooling rate, A and B are constants, and ௫ܶ௖ is the onset 

solidification temperature of the melt at a cooling rate ܴ. The critical cooling rate 

will be obtained extrapolating the experimental values fitting to Equation 16. 

 

Figure 5. Schematic TTT diagram (41). 
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As the shape and position of the crystallization nose is determined by the 
nucleation and growth rates, the “glass forming ability” (GFA) will depend on the 

viscosity, interfacial energy, and fusion free energy of the alloy. In this sense, 

liquids with viscosities that increase at fast rates when temperature is reduced 

will show more stability of the amorphous phase as the long-range atomic 

rearrangements necessary to crystallize are hindered. Regarding the interfacial 

energy, it affects the exponential term of the nucleation rate to the power of three. 
This fact leads to reductions of tens orders of magnitude in ܫ௩(ܶ) with just mJ/m2 

changes in the interfacial energy. Some studies suggest that ߛ௅௑ is mainly 

determined by the fusion entropy, ∆ ௙ܵ, due to the densely packed structures in 

the solid-liquid interface. 

Increasing ∆ ௙ܵ will simultaneously reduce the driving force for crystallization (∆ܩ௙) 

and increase the interfacial energy, shifting the crystallization nose to longer times 

(high GFA). The main strategy to obtain such increases in ∆ ௙ܵ is to involve high 

number of components in the alloy, explaining why bulk metallic glasses are typically 

multicomponent systems (42).  

Many criteria have been proposed to experimentally estimate the GFA by means 

of thermal transitions, without involving the performance of many experiments at 

different cooling rates. One of the most widely employed criteria is the reduced 
glass transition temperature (Trg). Proposed by Turnbull, the ratio between the 

glass transition temperature, Tg, and the liquidus temperature of the alloy, Tl, is a 

good indicator of GFA (43). The reason behind this selection is that Trg highly 

correlate with the alloy’s viscosity. The higher the Trg, the higher the viscosity and 

the better the GFA. For Trg values greater than 2/3, Turnbull predicted the 

suppression of homogeneous nucleation. 

Following the Trg criterion, lowering the liquidus temperature should improve the 

GFA of the alloy. Therefore, systems that show deep eutectic reactions where 

the liquidus curve is below the melting points of the individual components would 

be good forming alloys. 

Differently, Egami and Waseda (44) proposed a topological criterion based on 

lattice strain. By alloying, crystal lattice strains are introduced, and the systems 
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destabilize. In a glassy phase the total strain energy and local stress fluctuations 
appear to be practically independent of the solute concentration. However, for 

solid solution a linear relation between strain energy and solute concentration 

was obtained. Egami and Waseda suggested that a critical concentration exist in 

which the glassy phase becomes energetically more favourable than the 

crystalline one. In binary solutions, this critical concentration, ܥ஻௠௜௡, was found to 

be inversely proportional to the atomic mismatch: 

ቚ௏ಲି௏ಳ௏ಲ ቚ ஻௠௜௡ܥ = .ݍܧ        0.1 17 

Where ஺ܸ and ஻ܸ are the atomic volume of the solvent and solute, respectively. 

In systems with higher number of components, the determination of the critical 

solute concentration will be extremely complex since each element contributes 

differently to the volumetric strain. Therefore, Inoue formulated an empirical 

criterion for BMGs consisting of three rules (45): 

a) To form a glass, a minimum of three components must be present in 

the alloy. The higher the number of components, the easier the glass 

formation. 

b) An atomic mismatch above 12% should exist between the main 

constituent elements of the alloy. 

c) The heat of mixing between participating elements should be negative. 

2.3. Properties of bulk metallic glasses  

BMGs exhibit some interesting features, such as high thermal stability, good 

corrosion resistance, high saturation magnetization, low coercivity, ductility at 

temperature close to Tg, high mechanical strength, etc. In this section we 

summarize some of the most important properties of BMGs. 

The two main physical properties characterizing a metallic glass are its density 

and viscosity. As mentioned in previous sections, the glassy phase is a 

metastable state with increased free volume when compared with the equilibrium 

crystalline phase. Thus, glasses will have lower densities compared to their 

crystalline counterparts. However, Chen showed that these changes are mainly 
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anecdotal (46). Even slighter density differences are obtained with the crystalline 

phase in BMGs, since they can be synthesized with lower cooling rates. 

In the supercooled liquid state, it is observed that viscosity is temperature and 

strain-rate dependent. For high strain-rates the Newtonian behaviour of the alloy 

breaks and the viscosity starts to increase (47).  

Regarding their mechanical properties, bulk metallic glasses are characterized 
by high inherent strength (close to the theoretical one) and elastic strain due to 

their lack of plasticity. These properties highlight them as promising candidates 

for structural materials. However, the lack of plasticity also leads to shearing-off 

failure, which reduces its safety. As they do not possess slip systems, dislocation-

plasticity is not possible and in yielding the deformation will be highly localized in 

thin shear bands. Although the local deformation within these shear bands is 
extremely high and may suffer a sharp drop in viscosity, the total plastic 

deformation in the whole body will be limited. However, at high temperatures 

BMGs show an homogenous flow. The supercooled liquid state is reached and 

the shear is spread across the whole volume. This fact forms the basis for the 

"thermoplastic formation" (TPF) of BMG that enables its nanopatterning (48,49). 

Few studies have been conducted on the electrical properties of bulk metallic 

glasses. However, high electrical resistivities above 200 μΩcm (50) are expected 

due to their less packed structured. In Zr-based BMGs, Haruyama found a 

decrease in electrical resistivity with increasing temperatures below Tg. On the 

contrary, above the Tg the opposite evolution was observed until crystallization 

occurred (51).  

From Herzer's theory (52), the excellent soft magnetic properties of BMGs can 

be understood. Herzer postulated that magnet-crystalline anisotropies in a 

polycrystalline material average out (i.e., reduces) when the grain size is smaller 

than the magnetic domain wall. Therefore, as metallic glasses have no grain 

boundaries, minimal resistance to coherent domain motion is exhibited when an 

external field is applied. The coercivity in these systems is especially low. 
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2.4. Synthesis methods of bulk metallic glasses 

In the early stages of metallic glass production where binary and ternary alloys 

with low GFA were mainly studied, high cooling rates were needed. Therefore, 

only wires and sheets with limited thicknesses in the range of tens of micrometres 

were accessible. However, the development of bulk metallic glasses reduced the 

complexity of the synthesis as they require lower cooling rates. We present in this 

section three different techniques for synthesizing BMGs. 

2.4.1. Melt-spinning  

This technique emerged from the modification made by Chen and Miller (53) of 

Pond and Maddin’s initial design. From this, a continuous cast of metal filaments 

in the glassy state is possible thanks to the good thermal contact of the melt with 

the substrate. It consists of ejecting a jet of the molten alloy from a nozzle onto 

the surface of a cold and thermally conductive wheel that spins at high rotational 

speeds. 

 

Figure 6. Schematic of a single roller melt-spinning method (54). 

  

Induction heating equipment supplied by a high frequency generator melts the 

alloy in the crucible. An inert gas applies pressure to the melt to force it out to the 

nozzle. When the melt contacts the wheel’s surface it solidifies rapidly, and it is 

lifting of as a thin ribbon. 
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2.4.2. Arc melting and suction-casting 

In this method the molten alloy is sucked into a metallic mould with high thermal 
conductivity thanks to the pressure difference between the melting chamber and 

the mould. The alloy ingot is placed in a crucible connected to the mould by an 

orifice. The sample is then melted by an arc-current transfer from a tungsten 

electrode. Following, the orifice connecting both chambers opens when the 

pressure in the mould is small enough to suck the liquid. Normally, an Ar-gas flux 

is introduced to the melting chamber to minimise impurities.  

 

Figure 7. Schematic of the suction-casting method (55). 

2.4.3. Additive manufacturing 

The additive manufacturing approach consists of continuously melting the alloy 

(normally in powder form) by the scanning of an energy source (e.g., laser beam). 

This allows to overcome the limited sizes in conventional BMG synthesis 

techniques, and print layer-by-layer complex samples. Some examples are direct 

metal deposition (DMD), selective laser melting (SLM), laser foil printing (LFP), 

and electron beam melting (EBM) (56). 
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Figure 8. Schematic of the SLM operation (57). 

However, the microstructure obtained with this strategy is far from being 

homogenous. An alternating distribution of melt pools (MPs) and heat-affected 

zones (HAZs) is obtained. 

2.5. Applications 

As introduced in the previous sections that BMGs meet the right properties for 
various applications. Their high yield strength, low Young’s modulus or their 

formability in the supercooled liquid state makes of them attractive candidates for 

specialized structural applications. For example, the combination of high yield 

strength and elastic strain limit allows to use slimmer wires and reduce the 

number of loops in a spring without altering its performance.  

The outstanding formability and plasticity of BMGs in the supercooled liquid state, 

as well as its negligible volume shrinkage provides an economic approach to 

nano-fabricate metallic materials for nano-machines and MEMS (58). 

Traditionally, the nanopatterns and structures needed in such applications were 

fabricated through lithography or ion etching. Therefore, they were generally 

limited to semiconductor technology. 

In biomedical applications, corrosion resistances and biocompatibility are two of 

the most relevant properties to consider in the material selection. Thanks to the 

homogeneous microstructure without grain boundaries or defects, BMGs are less 

prone to develop intergranular corrosion or stress-corrosion cracking (59).In 

addition, the low Young’s modulus of BMGs facilitates the compatibility with the 

surrounding bone in implants. 

Finally, the extraordinary soft magnetic properties of BMGs have been exploited, 

among other applications, in pulse transformers and magnetic cores for power 

transformers. Especially successful are the amorphous alloys on the basis of Fe-

B, as they are industrially produced for different trademarks (METGLAS or 

VITROVAK) (60). 

2.6. Pt-based BMGs 

Pt-based bulk metallic glasses are characterized by their high glass-forming 
ability, thermoformability and relatively low glass transition temperature. 
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Rheological studies (61) showed that Pt-based metallic glasses exhibit a strong 
temperature dependence in the supercooled liquid. The drop in viscosity with 

temperature was more pronounced than in Pd- or Zr-based alloys.  

The wide range of temperatures for the supercooled liquid state allow the 

synthesis of Pt-based BMGs in the size order of 20 mm (62). In addition, its high 

noble behaviour prevents its oxidation and embrittlement during its synthesis and 
processing in air. The main field of application for this family of BMGs is in 

biomedical implants and jewellery goods (63). 
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3. Experimental 

3.1. Arc-melting/Suction-casting 

Master ingots with nominal composition Pt57.5Cu14.7Ni5.3P22.5 (at.%) were 

produced from pure elements by suction casting in an Arc Melter AM from 

Edmund Bühler GmbH (Germany). The equipment employed is shown in Figure 

9. These ingots have been cast under conditions of vacuum and purification by 

means of a Ti-gettered Ar atmosphere.  

 

Figure 9. Instrumental setup of the arc-melting/suction-casting equipment used in this work. 

 

3.2. Differential Scanning Calorimetry (DSC) 

The goal of this technique is to measure the heat exchange in a material from 

which physical transitions, structure, kinetics, and other transformations can be 

obtained. Various approaches are available for DSC, with heat-flux and power 

compensation among the most prominent. They have in common that the signal 

measured is proportional to a heat flow rate, allowing the detection of thermal 

transition’s time dependences. 

In heat flux DSC, both reference and sample’s crucibles are contained in the 

same furnace. A defined exchange of heat is well-defined to the system (normally 

through a thermoresistance) and the temperature difference between reference 

and sample due to their different heat capacities is measured in a thermocouple 



David Rovira Ferrer   Master’s Thesis 

23 
 

(Figure 10.a). Therefore, the signal that one detects is in the form of a potential 

difference. 

In power-compensated DSC, sample and reference crucibles are placed in two 

identical and independent microfurnaces (Figure 10.b). In the beginning of the 

measurement, the same heating power is supplied to both microfurnaces by an 
adjustable Joule’s heater. If some thermal mismatch is present between the 

sample and the reference, the temperatures measured by their corresponding 

resistance thermometers will differ. Such difference is used to supply additional 

heat power to the sample furnace until it is completely compensated.  

 

Figure 10. Schematic of the (a) heat-flux and (b) power compensator DSC systems (64). 

3.3. Flash DSC 

To properly study metallic glasses in a DSC measurement with heating segments 

above the melting temperature, high cooling rates must be employed. However, 
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conventional DSC instruments are limited to scanning rates up to 300 K/min. As 

a result, Flash DSC (also abbreviated as FDSC) emerged to address this issue.  

To reach high heating rates with respect to the furnace, both calorimeter and 

sample must have small heat capacities. Thus, nano- or microgram weight 

samples should be considered. Similarly, the calorimeter must consist of thin 
dielectric membranes, like Si or SiN, with low thermal conductivity. This is 

necessary to accurately transport the heat from the heaters to the sample without 

losses through the integrated circuit printed in the membrane (65).  

 

Figure 11. (a) High temperature nanocalorimeter ceramic chip with gold interconnections. (b) 

Magnified picture of sample and reference membranes. Each membrane has two concentric 

heaters and two thermocouples. (c) Close up of chip centre (66). 

The FDSC measurements in the present work were performed on the power 

compensated system Flash DSC 2+ from Mettler Toledo. High temperature 

sensor chips (Figure 11) from Mettler Toledo were employed. To remove internal 

stresses and to correct the thermocouple signal of the chip, conditioning and 

correction of the same were carried out following the producer indications.  

The samples were prepared by scraping off the Pt-based BMG disk obtained in 

the arc-melting system. Those samples with sizes fitting in the chip centre were 

selected to ensure the direct heating of the whole volume. With the help of an 

electrostatic manipulator, the samples were placed in the chip centre before 

closing the measuring cell and insulator lids (Figure 12.c and 12.d). A continuous 
Ar-flow of 80 ml/min was established during the measurements to prevent 

oxidation. 
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Figure 12. FDSC assembly steps: placement of (a) chip in the measuring cell, (b) clamping 

plate, (c) sample in chips membrane, and (d) measuring cell lid. 

3.4. In-situ SRXD 

When charged particles are accelerated, they emit radiation as an attempt to 
rearrange their electric field. For relativistic electrons, the energy loss rate 

(radiated power) when gyrating in a magnetic field will be as follows: 

௥ܲ = − ቀௗா೐ௗ௧ ቁ = ఊర௘మ଺గఌబ௖య |ܽୄ|ଶ     ݍܧ. 18 

being ݁ the electron’s charge, ߝ଴ the vacuum permittivity,  ܿ the speed of light, ߛ 

the Lorentz’s factor (ߛ = (1 −  ଶ/ܿଶ)ିଵ/ଶ), and ܽୄ the electron’s accelerationݒ

normal to the magnetic field given by the equation of motion: ݉ߛ଴ ௗ௩തௗ௧ = ݒ̅)݁ݖ × .ݍܧ     (തܤ 19 

From Equation 18, high energetic radiation can be obtained if very relativistic 

particles are generated. In addition, the relativistic aberrations between the 

frames of reference of the particle and of the observer beam directs the radiation 

tangentially to the particle’s velocity. The radiation emitted from a relativistic 

particle will be concentrated into a small cone of 1/ߛ opening angle. Thus, very 
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relativistic particles are needed to obtain both, high energetic and collimated 

radiation. It is in the generation of such particles where synchrotron facilities play 

a prominent role.  

In synchrotron facilities, electrons are first accelerated to MeV in a linear 

accelerator before entering a booster for even greater acceleration (up to GeV). 
They are then transferred to a storage ring where they are obliged to follow a 

circular trajectory by the bending magnets distributed along the installation. 

Several openings in the vacuum chamber allow a small amount of radiation to be 

guided to experimental stations at the end of so-called beam lines (Figure 13). 

Due to the ring’s geometry, electrons will emit a fixed spectrum of radiation when 

accelerated in the bending magnets. Moreover, these will show a wide 
broadband. Different magnetic insertions are necessary to generate specialized 

photon beams with high collimation. These insertions are introduced before the 

beamlines openings and provides of sinusoidal transverse motion to the 

electrons.  

 

Figure 13. Schematic of a synchrotron radiation facility and in-situ FDSC with SXRD 

measurement (67). 

At the end, an intense, high collimated, brilliance, tuneable and well-defined 

radiation is obtained. These properties make synchrotron radiation perfect to 

study small samples with fast structural changes unobservable on a lab-based 
source. An increased sensitivity and resolution of diffraction peaks in the X-ray 

diffraction pattern is achieved. Therefore, the combination of synchrotron X-ray 
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diffraction (SXRD) with other techniques such as FDSC or synthesis procedures 

allows the analysis in situ and in real time of the mechanisms that take place. 

The SXRD measurements and in-situ FDSC were performed in the European 

Synchrotron Radiation Facility (ESRF). More precisely, it’s Extremely Brilliant 

Source (EBS) was used on the beamline ID 13. A beam of 13.0 keV wavelength 

and 30 μm in diameter was used. The high photon flux obtained from the focus 
beam allowed the collection of high-quality diffraction patterns. A Dectris Eiger 4 

M detector with a continuous readout that enables high frame rates (up to 750 

frames per second) was used and placed at 0.1091 m from the sample. An Al2O3 

reference (NIST 674a) was used to calibrate the diffraction patterns. The 

azimuthal integration for the acquisition of the geometric information of the 

sample was carried out with the pyFAI software (68).  
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4. Results and Discussion 

4.1. In-situ characterization: Simultaneous measurement of SXRD 
during FDSC experiments 

In this chapter the results of the synchrotron-based characterization of the Pt-

based BMG are shown. This alloy was prepared as a master alloy from industrial 

grade material and suction cast under a high purity argon atmosphere. An alloy 

sample weighed in nanograms was set in a gold chip (see example of Figure 11 

in Experimental section) for Flash Digital Scanning Calorimetry (FDSC) 

experiments. The sample was then placed in the synchrotron beamline to perform 
in-situ and ex-situ FDSC measurements. The method employed in the FDSC 

consisted of a continuous cycle of heating and quenching segments separated 

by short isotherms to ensure thermal equilibration. The first segment consists of 

a long isotherm at 25ºC, during 1 s. Then, the temperature cycles are carried out. 

They first consist of a heating ramp from the initial room temperature (RT) until 

the top temperature of 700 ºC. Next, an isotherm at this temperature during 0.1 s 
is performed before the quenching at -50000 K/s that will lead the temperature 

again to the initial 25 ºC. It will remain at RT during 0.1 s before starting the next 

cycle, which will have the same shape but with a different heating rate. In global, 

the temperature program has fourteen cycles with the following heating rates: 

10000, 7500, 5000, 4000, 3000, 2000, 1000, 750, 500, 400, 300, 200, 100, and 

50 K/s. The complete temperature program is shown in Figure 14.a.  
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Figure 14. a) Temperature program for FDSC measurements. b) XRD diffraction screen for a 

single frame. c) Integrated diffraction pattern for a single frame. d) Intensity map of the 

integrated diffraction pattern for all the frames in the in-situ temperature program. 

During the in-situ measurement, the sample is irradiated by X-ray photons of 13.1 
keV wavelength. The diffraction pattern from the sample’s interaction with the X-

rays is continuously recorded during the FDSC experiment. A framerate of 714 

Hz was employed for the XRD pattern detection. Integrating the diffraction signal 

of the detector (Figure 14.b) the one-dimensional (1-D) diffraction pattern at each 

frame is obtained and saved (Figure 14.c and 14.d). With that, the alloy’s phases 

evolution during the temperature treatments can be known.  
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Figure 15. XRD profile (1-D) and phase identification of one frame corresponding to the 

dynamic segment of the FDSC method at heating rate 100K/s. 

One can take the XRD profile of one of the frames in the central range of a heating 

ramp, e.g., the 100 K/s dynamic segment, to identify the distinct phases and 

partial ordering that nucleate in the sample. This delimitation is selected because 

the integrated intensity in this range of temperatures shows the highest number 

of peaks (Figure 14.d.). Using the Inorganic-Crystallographic Open Database 

(Inorganic-COD) and the software Match! from Crystal Impact, phase 
identification of the intensity peaks in the XRD profile can be performed. Figure 

15 shows the peaks identification of one frame’s XRD profile.  

As one can appreciate from the XRD profile, multiple crystalline grains with 

chemical heterogeneity are found during the heating of the metallic glass. It has 

been possible to identify six different phases. Two metallic compounds, Pt and 
Cu, and two binary phases with different chemical composition depending on the 

temperature.  
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In addition, the gold (1 1 1) and (2 0 0) peaks are detected. These correspond to 
the chip’ signal and show the most prominent signal in the diffraction pattern, at 2ߠ = 23.45 ° ܽ݊݀ 27.1 °. Moreover, it can be seen in Figure 14.d that the chip 

signal is present in all the frames. Thus, one can use the change in the chip’s 

peak angle over the course of FDSC measurement to calculate the actual 

temperature of the sample.  

4.1.1. Determination of sample’s temperature during in-situ measurements 

From the XRD patterns, the position of the Au (1 1 1) peak for all frames is saved 
and plotted against time. Figure 16 superimpose the shift of the scattered 

radiation with the temperature program set in the FDSC experiments. The 

wavevector dependence with temperature can be calculated from Bragg’s Law. 

The wavevector for a crystallographic plane is defined as follows (1): 

௛௞௟ݍ  = ߣߨ4 sinߠ௛௞௟   
 

.ݍܧ  20 

Where ߠ௛௞௟  are the scattered angles of the waves interfering constructively, i.e., 

when the phase difference between two beams that scatter off two neighbouring 

planes is equal to an integer multiple of the incident wavelength (Bragg’s Law): 

ߣ݊  = 2݀௛௞௟  sinߠ௛௞௟ 
 

.ݍܧ 21 

Being ݀௛௞௟ the interplanar spacing for the plane family (h k l). For a cubic crystal, 

such as metallic Au, the interplanar spacing takes the next form: 

 ݀௛௞௟ = ܽ√ℎଶ + ݇ଶ + ݈ଶ 

 

.ݍܧ 22 

Being ܽ the lattice parameter. The temperature dependence of the lattice 

parameter can be studied, in first approximation, through a linear thermal 

expansion: 

 ܽ = ܽ଴[1 + ܶ)ߙ − ଴ܶ)] 
 

.ݍܧ 23 

Where ܽ଴ is the reference lattice parameter at the temperature ଴ܶ, and ߙ is the 

linear temperature expansion coefficient with units of °ିܥଵ. Thus, combining and 
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simplifying the relations above, one gets that the wavevector depends inversely 

on temperature as: 

௛௞௟ݍ  = ଴[1ܽߨ2 + ܶ)ߙ − ଴ܶ)] ඥℎଶ + ݇ଶ + ݈ଶ 

 

.ݍܧ  24 

Therefore, in the heating and quenching segments of the FDSC, the wavevector 

of the chip should decrease and increase, respectively. Additionally, it should stay 

constant in the isothermal segments. However, when superimposing the 

temperature program of the FDSC with the wavevector shift along the 

experiment, important mismatches are found (Figure 16). First, the XRD pattern 

has a time lag with respect to the FDSC temperature program. The beginning of 

the first heating segment appears before the 1 s isotherm of the FDSC finishes. 

This is attributed to the asynchronization between the heat control system in the 
FDSC and the X-ray trigger. Thus, the trigger that allows the X-rays to reach the 

sample last some time to open after the start of the isothermal segment by the 

FDSC. 

To correct this time difference, the exact frame in which the first cooling starts is 

determined. The last frame with a wavevector smaller than 26.6 ݊݉ିଵ was 

considered as the starting point for the cooling segments (see insert in Figure 

16). Then, taking the difference between the corresponding time of the cooling 

starting frame in the XRD with the time in the DSC temperature program, one 

obtains a lag for the X-ray trigger of ݐ௦௛௜௙௧ = 0.7544 ±  .ݏ 0.0014
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Figure 16. Comparison of the temperature program introduced in the FDSC method with Au (1 1 

1) wavevector evolution. Insert with zoom at short times and calculation of trigger time shift. 

The second mismatch that one can observe is the duration of the bottom 

isotherms (25 ºC). While in the temperature program of the DSC all the isothermal 

segments have the same duration, 0.1 ݏ, in the wavevector data these isotherms 

show an increasing duration when reducing the heating rate. The most prominent 

example of this occurs in the last temperature cycle, where the isothermal 

segment in the wavevector has a duration close to 5.5 ݏ instead of 0.1 ݏ. These 

differences can be attributed to the fact that the actual temperature of the lowest 
isotherm during in-situ conditions differs from the room temperature set in the 

FDSC program. The X-rays interaction with the sample heat it up, preventing the 

cooling to lower temperatures. Then, as the FDSC employed is a power 

compensation machine (see Section 3.3), when heating, it would not provide heat 

to the sample until the reference temperature do not reach this annealing 

temperature. Thus, the duration of the actual isotherm depends on the heating 

rate employed for the FDSC as follows:   

௜௡ି௦௜௧௨ݐ∆  = ଶହ°஼ݐ∆ + ௜ܶ௦௢௜௡ି௦௜௧௨ − ߔ25  

 

.ݍܧ  25 

Where ∆ݐଶହº஼  is the isothermal duration set in the FDSC program (0.1 ݏ), ߔ is the 

heating rate employed in the cycle under consideration, and ௜ܶ௦௢௜௡ି௦௜௧௨ the actual 

temperature of the bottom isotherm under the influence of X-rays. The actual 

temperature of the bottom isotherm is determined analysing the exact duration of 

the isotherm in the last temperature cycle (ߔ =  Taking as isothermal .(ݏ/ܭ 50

segment all the points with a wavevector above 26.72 ݊݉ିଵ (shadowed segment 

in Figure 17) one obtains a value of ∆ݐ௜௡ି௦௜௧௨ = 5.5042 ±  Replacing this .ݏ 0.0014

value in Equation 25, we get a ௜ܶ௦௢௜௡ି௦௜௧௨ =  As shown in Figure 17, after .ܥ° 295.21

correcting the bottom isotherm temperature and the time lag introduced by the X-

ray trigger, the temperature program matches satisfactorily with the wavevector 

shape. 
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Figure 17. Superposition of corrected temperature program and Au (1 1 1) wavevector 

evolution. 

Once the correct times and segments of the in-situ characterization are known, 

one can determine the exact temperature of the chip, i.e., of the sample, by 
converting the wavevector to temperature through Equation 24. To do so, one 

needs first to estimate the thermal expansion coefficient of gold.  

For the reference state (ܽ଴, ଴ܶ) in Equation 24 the first isotherm of the experiment 

is considered, before any heating or cooling segment take place. It is in this 

isotherm where one can be more confident regarding being in thermal 
equilibrium. During this period the same conditions of X-ray radiation and FDSC 

inactivity (as the sample is already heated by the X-rays no-heat will be 

introduced by the power compensator) are hold. Thus, ଴ܶ = and ܽ଴ ܥ295° =ଶగ〈௤భభభబ 〉 √3 are considered, being 〈ݍଵଵଵ଴ 〉 the average value of the wavevector in the 

first isotherm. Calculating one obtain a reference lattice parameter of ܽ଴ =0.4073 ݊݉, in very good agreement with literature, 4.08 Å (69,70).  

Then, the linear fitting of the normalized lattice parameter with temperature, 

Equation 23, is performed. In the first iteration of the linear fitting, the corrected 

temperature program of the FDSC is used as data, while the reference 

temperature, ଴ܶ, and the thermal expansion coefficient, ߙ, are independent 
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variables (not constants) of the fitting. As shown in Figure 18.a., the use of the 
corrected temperature program of the FDSC as the temperature to fit, generate 

a dispersion of the data points. However, a clear linear relation is obtained and 

reliable values for ߙ and ଴ܶ can be extracted: 1.303 ×10ିହ °ିܥଵ (1.295 × 10ିହ | 1.310 × 10ିହ) and 296 °(297.1 | 294.9) ܥ, respectively.  

With these new variables and isolating temperature in Equation 24, one can 

generate the new temperature profile of the chip (Figure 18.b). With this fitting 

one obtain a thermal expansion coefficient in good agreement with literature (69), 

and the actual sample’s temperature along the in-situ measurements. 

 
Figure 18. (a) Fitting of the normalized lattice parameter of chip with the corrected temperature 

program of the FDSC. (b) Extraction of gold thermal expansion coefficient and conversion of 

chip’s wavevector to temperature. 

4.1.2. Crystallization and melting of phases 

The measured FDSC curves for the heating ramps of the in-situ characterization 

are shown in Figure 19. As one can observe, for temperatures lower than 296 ºC 

no heat flow is detected. This agrees with the longer isothermal segments found 

when analysing the chip’s wavevector. This constant annealing around 296 ºC 
due to the irradiation of photons have two important consequences. First, it 

prevents the detection of the alloy’s glass transition temperature, ௚ܶ, as it is 

known to be around 230 ºC (71,72). Second, the power compensation system 

experiences a transient state just after reaching 296 ºC. This translates into a 

noisier signal for low heating rates and to the appearance of an endothermic peak 

for higher heating rates.  
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Figure 19. In-situ flash DSC measurements of Pt57.5Cu14.7Ni5.3P22.5 with heating rates of 

50 - 10000 Ks-1. 

In all heating rates we observe a pronounced crystallization peak. Thus, the alloy 

is partly amorphized after each quenching cycle. In addition, the crystallization 

temperatures rise with higher heating rates, broadening the supercooled liquid 
region (ݔܶ߂ = − ݔܶ   ܶ݃). If one inspects in more detail this primary crystallization 

peak may conclude that it is an overlap of different populations. Through 

deconvolution of gaussians, one finds that four different phases crystallize in this 

range of temperatures. These deconvoluted peaks are shown as ܶ ௫ଶ, ௫ܶଷ , ௫ܶସ and 

௫ܶହ  in Figure 20.  

Before this primary crystallization, one can see that for low heating rates, where 

the transient state shadows a shorter range of temperatures, an earlier 

crystallization peak is present in the signal (indicated as ௫ܶଵ in Figure 20). By 

increasing the temperature, two melting transitions are found in the heat flow 

curves. The first one, with its onset temperature named as ௠ܶଵ, is found at lower 

temperatures and has smaller enthalpies. In contrast, the second melting peak, 

with its onset and liquidus named as ܶ௠ଶ and ௟ܶଶ, shows a broad range of 

temperatures and a high enthalpy, similar to the primary crystallization. Thus, it 

would be the superposition of several melting processes. However, due to its 
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smoother profile, with non-perceptible multimodal shape, a reliable deconvolution 
is not possible. All characteristic temperatures for each heating rates are 

summarized in Table 1.  

Table 1. Summarized peak temperatures of the different crystallizations and, melting and 
liquidus temperatures of the endothermic peaks of Pt57.5Cu14.7Ni5.3P22.5 in in-situ measurements. ࡷ) ࢋ࢚ࢇ࢘ ࢍ࢔࢏࢚ࢇࢋࡴ∙ ࢙ି૚) 

±૚࢞ࢀ ૚ (ࡷ) 
±૛࢞ࢀ ૚ (ࡷ) 

±૜࢞ࢀ ૚ (ࡷ) 
±૝࢞ࢀ ૚ (ࡷ) 

±૞࢞ࢀ ૚ (ࡷ) 
±૚࢓ࢀ ૚ (ࡷ) 

±૚࢒ࢀ ૚ (ࡷ) 
±૛࢓ࢀ ૚ (ࡷ) 

±૛࢒ࢀ ૚ (ࡷ) 572 559        50 573 560        100 572 566 458 445      200 574 551 464 446      300 574 559 457 453      400 574 560        500 575 559        750 576 560   362 358 353 343 311 1000 582 556   384 373 362 352 315 2000 586 553   388 383 380 372 316 3000 590 552 461 439 397 395 390 375 325 4000 594 551   409 405 400 390 330 5000 605 552   434 423 412 406  7500 617 550   441 434 421 408  10000 

The low signal-to-noise ratio for heating rates lower than 1000 K/s prevents a 

reliable deconvolution of the primary crystallization peak. Also, ௫ܶଵ is only 

distinguishable in five heating rates as for the others it is shadowed by the 

transient state of the heat flow. Similarly, ௠ܶଵ is shadowed by the primary 

crystallization peak or by low signal-to-noise ratios in most of the heating rates. 
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Figure 20. In-situ FDSC measurement of Pt57.5Cu14.7Ni5.3P22.5 at 4000 (red) and 300 (black) Ks-1 

with marked points of crystallization temperatures Tx, melting temperature Tm, and liquidus 

temperature Tl. Insert with gaussian deconvolution of the primary crystallization peak. 

 

With the values in Table 1 and knowing the relative time for each temperature 

with respect to the start of the corresponding heating ramp, one can draw the 

continuous heating transformation (CHT) diagram of the crystalline phases 
(Figure 21). As indicated in the diagram, the first phase to crystallize has its nose 

shifted to lower times and has a thinner region of existence compared with the 

phases of the primary crystallization peak.  
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Figure 21. CHT diagram of Pt57.5Cu14.7Ni5.3P22.5 in in-situ conditions 

The next step is to correlate the crystalline phases identified in the XRD pattern 

shown in Figure 14 with the transitions measured during FDSC experiments. In 
a first approach, one can study the evolution of the diffraction pattern with 

temperature in the heating ramp. To do so, we plot in Figure 22 the diffraction 

patterns of four different frames in a same heating cycle (e.g., 100 K/s).  

In the as-quenched frame, a broad intensity peak in the range of 2ߠ = [22 , 28]° 
is found. It is attributed to the amorphous matrix of the alloy. In addition, some 
sharp peaks are superimposed to the amorphous halo. As mentioned, the peaks 

with scattering angles of 23.45 ° and 27.1 ° correspond to the metallic gold chip. 

However, the signals at 24.85 ° and 28.75 ° correspond to the (1 1 1) and (2 0 0) 

planes of metallic platinum. Thus, the sample is not completely amorphized in the 

quenching, but it contains some crystalline clusters in the amorphous matrix.  

One can check the crystallization of metallic Pt during quenching by plotting the 

intensity of the scattered X-rays in the plane (1 1 1) for each frame i.e., for each 

timestep in the FDSC program. As shown in Figure 23, the intensity of the peak 
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at 2ߠ = 24.85 ° drops to zero in the final stages of the heating ramp (ܶ௠,௉௧), but it 

rapidly reappears when the quenching begins ( ௫ܶ,௉௧ , from cooling). Thus, our 

sample will have a non-zero crystalline fraction before the heating ramps, 

explaining why the enthalpies of the melting transitions are higher than the ones 

of the crystallization in the FDSC curves.  

 
Figure 22. SXRD curves of the Pt57.5Cu14.7Ni5.3P22.5 sample at several temperatures of the100 

Ks-1 heating segment. 

In Figure 22, when the temperature starts to rise, new discrete peaks emerge 

from the amorphous halo. For low temperatures, just above the crystallization 

point ௫ܶଵ in the FDSC, the diffraction pattern shows a rich population of Ni-P 

systems. Especially important are those systems with low P-content, such as ܰ݅ଵଶ ହܲ or ܰ ݅ହ ସܲ. To a lower extent, one can observe the presence of some peaks 

corresponding to ݐܲݑܥ and ݑܥ. However, it is at higher temperatures when these 

Cu-systems turns out to be more prominent. Also, a transition in the Ni-P systems 

takes place during the heating. Those phases with lower P-content present in low 

temperatures are gradually replaced for P-richer phases like ܰ݅ܲ ݎ݋ ܰ݅ ଶܲ. This 

behaviour is also observed in the synthesis of nickel phosphide nanoparticles, 

where phases with higher P/Ni ratios demand higher temperatures and times to 
nucleate (73,74). A similar thing happens for the Cu-Pt systems. At low 

temperatures it starts crystallizing CuPt thanks to the lower surface energy of this 

phase compared with Cu3Pt (75).  However, the nucleation of the Cu-rich phase 
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will begin to compete with CuPt at higher temperatures as the surface energy 
weight in the kinetics is reduced. In addition, from Figure 22 one can observe how 

the intensity of the metallic Pt experiences a significant increase between 406 ºC 

and 478 ºC. This indicates the growth of Pt crystalline phases formed during 

quenching and the nucleation of new crystallites. In consequence, the availability 

of Pt atoms is reduced, favouring the crystallization of Cu3Pt over CuPt.  

 
Figure 23. (Left) XRD intensity of 2ߠ = 24.85° peak and chip’s temperature versus frames. 

(Right) CHT diagram for the 2ߠ = 24.85° peak. 

With the overview provided by Figure 22, one can reduce the number of possible 

phases attributable to each transition in the FDSC. For example, one can 

consider that the first crystallization and melting transitions in FDSC 

measurements correspond to Ni-P systems with low P-content as their signal in 
the XRD are the first one in disappear. Similarly, as the peaks corresponding to 

Cu3Pt are the last ones in being detected during the heating in Figure 22, one 

could assume that it is the responsible phase for Tx5 in FDSC curves.  

A more precise assignation of phases to thermal transitions can be performed by 

inspecting characteristic peaks’ intensity in the XRD along time. Then, knowing 

the frames at which the intensity tends to zero (melting of the phase) and at which 
it starts to increase again (crystallization), one can elaborate its CHT diagram. It 

is the same procedure as the one done in Figure 23 for Pt phase. We select those 

scattering angles with higher intensities for each phase, i.e., 2ߠ =20.3 ° ܽ݊݀ 14.53 ° for CuPt, 2ߠ = 19.8 ° for NiP, 2ߠ = 21° for Cu3Pt, 2ߠ =15.92 ° ܽ݊݀ 22 °  for Ni12P5, and 2ߠ = 26.1° for Cu. 
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Figure 24. CHT diagrams of (a) CuPt, (b)Cu3Pt, (c) Ni12P5 and (d) Cu phases obtained from 

XRD intensities.  

As shown in Figure 24. c) and d), Ni-P systems with lower P-content have the 

lowest crystallization and melting temperatures, closely followed by Cu. Both 

phases present crystallization temperatures between 300 ºC and 350 ºC and 

melting temperatures around 450  ºC, matching with Tx1 and Tm1 in FDSC curves.  

In contrast, the rest of phases present higher values of crystallization and melting 

temperatures. In the time range close to 10-1 s, when in the FDSC curves is 

possible to proceed to deconvolution, CuPt and Pt phases show crystallization 

temperatures around 400 ºC, being the first one with lower values. In contrast, 

NiP and Cu3P, even thought it was only possible to distinguish their signal from 

the background at low heating rates, show higher crystallization temperatures 
compared to the rest (around 450 ºC). Thus, one can associate Tx2 to CuPt, Tx3 

to Pt, Tx4 to NiP/NiP2, and Tx5 to Cu3Pt. 

As the sample is subjected to non-isothermal methods of constant heating rates, 

one can study the phases kinetics through Kissinger equation (76). With this, the 
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activation energy (in ݇ܬ units) of a physical or chemical process, e.g., nucleation 

and growth of crystals, can be estimated as the slope of the straight line obtained 

when plotting −݈݊ ൬ߔ ௣ܶଶൗ ൰ versus 1000 ܴ ௣ܶൗ  (Kissinger plot). Being ܴ  the universal 

gas constant (ܴ = ܬ 8.315 · ଵିܭ ·  ଵ), ௣ܶ the peak or onset temperatures (toି݈݋݉

find the growth or nucleation activation energy, respectively), and ߔ the heating 

rate. 

 
Figure 25. Kissinger plot for evaluating the different crystallizations energy of 

Pt57.5Cu14.7Ni5.3P22.5 in in-situ FDSC measurements, using the maximum (left) and onset (right) 

temperatures of the peaks. 

The Kissinger plots for the peak and onset temperatures of each crystalline phase 

in the alloy are shown in Figure 25. These method leads to a nucleation activation 

energy of 199.69 ± 0.53 kJ/mol, 123.48 ± 0.35 kJ/mol, 108.83 ± 0.38 kJ/mol, 

94.94 ± 0.33 kJ/mol, and 101.07 ± 0.57 kJ/mol for the phases Ni12P5, CuPt, Pt, 

NiP/NiP2, and Cu3Pt, respectievely. Similarly, we obtain a growth activation 

energy of 169.84 ± 0.74 kJ/mol, 96.55 ± 0.38 kJ/mol, 101.35 ± 0.27 kJ/mol, 94.88 

± 0.29 kJ/mol, and 92.51 ± 0.38 kJ/mol for the same phases.  

As one can see, in every phase, the activation energy for nucleation is higher 
than the one for crystal growth. This indicates that the crystallization process is 

controlled by nuclei formation. This can be explained through the high heating 

and cooling rates employed, which reduce the absolute time for crystallization, 

and the small weight of the sample (in the order of nanograms). As the sample’ 

size approaches the mean distance between nucleis, it would contain a reduced 

number of nucleation events (77). 
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In addition, these values could explain why Ni12P5 phase is not formed during 

quenching despite the fact that it shows the most displaced crystallization nose 

to short times in the CHT diagram (Figure 21). It is easy to notice that the 

activation energies for this phase practically double the others. Thus, a slow 

kinetics is associated to Ni12P5 phase, limiting the effective number of nucleation 
events in high cooling rates. In contrast, the low activation energy for Pt phase 

and its high element concentration in the alloy may result in a higher number of 

nucleation points that increases the probability of grow some crystallite even at 

high cooling rates (quenching). 

4.2. Ex-situ FDSC experiments 

The measured FDSC curves for four heating ramps in ex-situ conditions are 

shown in Figure 26. As we can observe, when no radiation is impinging, a 
continuous heat flow is measured by the FDSC device. This indicates that under 

these conditions the sample can cool to room temperature in quenching and 

follows the temperature program of Figure 14.a.  

 
Figure 26. Ex-situ FDSC measurement of Pt57.5Cu14.7Ni5.3P22.5 at 2000, 1000, 300 and 100 Ks-1 

with marked points of the glass transition temperature Tg, crystallization temperatures Tx, 

melting temperature Tm, and liquidus temperature Tl. 

By direct analysis of Figure 26, a glass transition temperature is observed at 

temperatures near 270 ºC. After reaching the supercooled liquid state, the alloy 
experiences a crystallization phenomenon with high enthalpies for all heating 

rates. Then, a second crystallization peak is observed at 15-20 ºC above the first 

exothermic signal. This second crystallization will have a minor representation in 

the crystalline fraction of the metallic glass due to its small area in the heat flow 
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curve. In addition, for high heating rates its signal is practically overlapped with 
its melting peak, of onset and liquidus temperature denoted as Tm1 and Tl1 in 

Figure 26 (i.e., being close to its nose in the CHT diagram). Finally, at 

temperatures near 600 ºC one can observe a second endothermic peak 

corresponding to the melting of the primary phase. All characteristic temperatures 

for each heating rate are summarized in Table 2.  

 
Figure 27. Overview of the ex-situ (a) crystallization, (b) melting peaks, and (c) glass transition 

of Pt57.5Cu14.7Ni5.3P22.5 for heating rates Φ between 50 - 10000 Ks-1. 

Figure 27 zooms in on the primary melting and crystallization peaks, as well as 

the glass transition temperature. Only one peak is observed in the crystallization 

(Figure 27.a), indicating the formation of a single crystalline phase. In addition, 

crystallization temperature increases with higher heating rates, broadening the 
super-cooled liquid region. In contrast, melting and glass transition temperatures 

appear to remain almost constant with heating rates. An enthalpy relaxation is 

found just after the glass transition temperature for all heating rates. Thus, the 

glassy state may fall to a more relaxed metastable valley in the potential 

landscape during heating below Tg. Then, when entering to the supercooled liquid 

state it absorbs heat in order to recover the initial state. A wave-like signal 
shadows this enthalpy relaxation at high heating rates. This is a common effect 

in FDSC experiments. By increasing the heating rate, the chip control has less 

accuracy when following the heat flow to the sample due to the 

dissipation/conduction of heat to the whole sample’s thermal mass when it is too 

big. In addition, one should take into account that the jump of the sample from 
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the chip is also a common problem at high heating rates due to the accentuated 

thermal shock and thermal expansion of the chip’s membrane.  

Table 2. Summarized glass transition temperature, onset and peak temperatures of the different 

crystallizations and, melting and liquidus temperatures of the endothermic peaks of Pt 57.5 Cu 14.7 

Ni 5.3 P 22.5 in ex-situ measurements. 

With the values in Table 2 and knowing the relative time for each temperature 
with respect to the start of the corresponding heating ramp, one can draw the 

CHT diagram of the crystalline phases (Figure 28). As mentioned above, the 

glass transition temperature is mainly independent of the heating rate. The two 

crystalline phases that form during heating have their “C” curves one contained 

in the other. Thus, the Tm1 will belong to the melting of a metastable phase that 

forms at lower heating rates. 

∙ࡷ) ࢋ࢚ࢇ࢘ ࢍ࢔࢏࢚ࢇࢋࡴ ࢙ି૚) 

±ࢍࢀ ૚ (ࡷ) 
±૚࢞ࢀ ૚ (ࡷ) 

±૚࢞ࢇ࢓ࢀ ૚ (ࡷ) 
±૛࢞ࢀ ૚ (ࡷ) 

±૛࢞ࢇ࢓ࢀ ૚ (ࡷ) 
±૚࢓ࢀ ૚ (ࡷ) 

±૚࢒ࢀ ૚ (ࡷ) 
±૛࢓ࢀ ૚ (ࡷ) 

±૛࢒ࢀ ૚ (ࡷ) 581 567 466 458 348 342 330 327  50 583 567 467 451 361 355 339 329  100 584 569 470 455 377 367 350 339  200 584 569 471 457   356 346  300 585 569 465 449   362 349 264 400 586 569 467 438   366 353 261 500 588 568 467 438   375 361 258 750 590 574 468 439   381 367 272 1000 594 568     400 384 279 2000 597 567     413 398 287 3000 599 567     422 406 285 4000 602 566     430 414 286 5000 609 562     463 435 287 7500 606 556     457 426 286 10000 
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Figure 28. CHT diagram of Pt57.5Cu14.7Ni5.3P22.5 in ex-situ conditions. 

In the same way as in the in-situ case, we can perform Kissinger plots to estimate 
the nucleation and growth activation energies of these two phases (Figure 29). 

This method leads to a growth activation energy of 129.70 ± 1.02 kJ/mol, and 

149.61 ± 0.03 kJ/mol for the primary and metastable phases, respectievely. 

Similarly, we obtain a nucleation activation energy of 145.62 ± 1.11 kJ/mol, and 

170.92 ± 0.04 kJ/mol for the same phases. As the activation energies for 

nucleation are higher than the ones for growth, the crystallization process would 

be controlled by nuclei formation. 
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Figure 29. Kissinger plot for evaluating the primary (Tmax1) and metastable (Tmax2) 
crystallizations energy of Pt57.5Cu14.7Ni5.3P22.5 in ex-situ measurements, using the maximum (left) 

and onset (right) temperatures of the peaks. 

 

4.3. Comparison between in-situ and ex-situ conditions. Effect of 
synchrotron radiation 

After exposing the results obtained in the in-, and ex-situ FDSC, one can compare 

them in order to discern which is the effect of the beam. First, analysing the 

thermal transitions measured in both conditions during FDSC experiments, two 

main differences are found. Under the influence of X-rays, the crystallisation 

temperatures decrease compared to the ex-situ data, while the melting 

temperatures appear to remain unchanged. This causes the shift of the 

crystallization nose to lower times in in-situ measurements and decreases the 

Glass Forming Ability (GFA) of the alloy. The CHT diagrams for both in-situ and 

ex-situ measurements are shown together in Figure 30 to facilitate the 
comparison. A similar conclusion is extracted from the activation energies 

obtained through Kissinger method. In ex-situ measurements a higher growth 

activation energy is found compared with in-situ results. This agrees with the 

decrease in peak crystallization temperatures when X-rays are present in the 

thermal measurements. 

Secondly, the most important difference between the two conditions is the 

detection of a more heterogeneous chemistry when X-rays are turned on. A total 

of six different crystalline phases were identified in the XRD pattern of the alloy 

during in-situ measurements and it was possible to assign each one of these to 

a thermal transition in the FDSC curves. In contrast, for ex-situ measurements 

only two phases were observed as unimodal crystallization peaks were measured 

in the heat flow curves of FDSC.  

To explain the above results, we propose the next hypothesis. During in-situ 

measurements, X-rays are highly absorbed by the gold chip. This is heated and 

in turn prevents the sample from cooling to temperatures below Tg. This aging in 

the supercooled liquid state, allows atomic rearrangements and relaxation of 

internal stresses that facilitate the system to explore different minima in the 
potential landscape and to nucleate new metastable phases depending on the 

local chemistry.  
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Figure 30. Complete CHT for of Pt57.5Cu14.7Ni5.3P22.5. Yellow asterisks and circles correspond to 

crystallization and melting of phases in in-situ conditions. Blue crosses and squares correspond 

to crystallization and melting of phases in ex-situ conditions. Translucid lines represent the “C” 

shape curves for each phase. Solid lines with arrows indicate different heating segments. For 

in-situ segments, they have a prior isothermal close to 296 ºC. Red crosses correspond to glass 

transition temperature, obtained in ex-situ measurements. 

The first fact that contributes to the veracity of this theory is the good agreement 

between gold’s wavevector evolution and the modified temperature program with 

the heating segments starting not from room temperature but from a temperature 

around 296 ºC (Figure 30). With this, one can assume that the sample is being 

somehow heated by the X-rays. If one checks the absorption spectrum of gold 
(Figure 31) one may notice that the X-ray wavelength of 13.1 keV employed 

during in-situ measurements lays in the L-edge region, between LII (13733.6 ± 

0.3 eV), and LIII (11918.7 ± 0.3 eV) (78). Thus, it can be assumed that this heating 

is caused by the absorption of X-rays by the chip and the subsequent conduction 

of heat from the chip to the sample, rather than by the direct absorption of 

radiation by the sample. 
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Figure 31. X-ray absorption for gold and platinum as function of photon energy. The x-ray beam 

of 13.1 keV employed in characterization lay in the chips L-edge energies. Data extracted from 

Argonne National Laboratory (79).  

In order to determine whether the X-ray effect was simply the annealing of the 

sample by absorption of the chip, or whether there was some other effect 
resulting from the direct interaction between the photons and the alloy, the 

modified temperature programme is repeated with isotherms at 296ºC in the 

FDSC, but this time without X-ray exposure. 

As shown in Figure 32, when the heating step starts from an isotherm at 296ºC, 

above the calorimetric glass transition temperature, a higher number of 

crystallization and melting events occur compared with the flow curves of the 

tests without annealing steps. For example, in the heating rate of 4000 Ks-1 a 

pronounced melting at Tm=552 ºC is measured for the annealed sample while it 

is practically negligible for the as-quenched one. In addition, one can see how for 

all heating rates, the peaks in the annealed samples are broader and more 

pronounced than in the as-quenched measurements. Moreover, a shift of the 
onset of crystallisation to lower temperatures is observed in the experiments 

where pre-annealing is carried out. This indicates that the annealing above Tg 

facilitates the crystallization from the supercooled liquid state. However, unimodal 

crystallization peaks are mainly displayed in this test, contrary to the in-situ 
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results, where the primary crystallization peak clearly show rich phase diversity. 

This fact suggests that exposing the sample to energetic X-rays has another 

effect apart from annealing.  

 

Figure 32. FDSC curves of Pt57.5Cu14.7Ni5.3P22.5 starting from RT (grey curves) or after an 

annealing at 296 ºC (red curves). Heating rates of (a) 2000 and (b) 4000 Ks-1. 

Some authors studied the effect of X-ray exposition over metallic glasses and 

amorphous solids. Even thought, X-ray and ion irradiation have been insufficient 

to induce crystallization in most of the cases, they appear to be able to increase 

the disordering in the glassy state. Thompson et al. irradiated Zr-Ni-Al metallic 

glass with 12 MeV Ni4+ ions observing a significant contraction of the material 

attributed to the radiation induced liquid-like flow of the glass (80). In another 

study, Feldman et al. considered the influence of X-rays during the crystallization 

process of amorphous BaTiO3 (81). They observed an increase in the number of 

crystallization nucleation sites, resulting into a finer grain size distribution. This 
was firstly explained due to the increase in atomic vibrational amplitudes when 

radiation is involved. Thanks to the increased mobility of the elements that make 

up the metallic glass, the diffusion of light atoms is promoted and the probability 

of the formation of a supercritical nucleus is increased. In addition, the formation 

of dangling bonds and free radicals, mainly in the sample’ surface, increases the 

migration of atomic species and reduces the crystallization activation energy 

during heating.  

From Equation 12 we know that the nucleation rate is inversely proportional to 

the viscosity and to the exponential of the cubic surface energy. Thus, the 

increase in disordering introduced by the X-rays will lead to a higher number of 
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nucleation events in the supercooled liquid state. Moreover, this vibrational effect 
reduces the entropy difference between the supercooled liquid state and the 

crystalline phase as for liquids the entropy is mainly contribution of the 

configurational states while for crystals it comes from vibrational modes: ∆ ௙ܵ ~ ௟ܵ௜௤௖௢௡௙ − ܵ௟௜௤௩௜௕. Both effects will shift the CHT nose to lower times and 

temperatures.  

Thus, the radiation interaction with the alloy increases element diffusivities and 

heterogeneity of phases during the crystallization process. However, the 

annealing coming from the chip also contribute to the crystallization of the 

supercooled liquid before it can reach the metastable equilibrium. It has been 
observed that annealing generates the relaxation of internal stresses and the loss 

of thermal memory. This will derive in the system’s fall to the upper equilibrium 

curve. In contrast, if the system is continuously heated, the available time for 

atomic rearrangement is reduced and the glass meets its corresponding 

metastable equilibrium at higher temperatures. The relaxation process is 

considered to involve an avalanche-like microcollapse of particle groups (82). 

The above-mentioned dynamics could be explained by Mode Coupling Theory 

(MCT) and the Entropy Catastrophe. The loss in excess entropy (or fusion 

entropy, ∆ ௙ܵ) upon approaching the glass transition temperature is one of the 

most relevant features during undercooling. Kauzmann showed that this entropy 

could turn negative above a temperature Tk, having a greater entropy for the 

equilibrium crystal than for its liquid. This is known as Kauzmann’s entropy 

catastrophe paradox. To prevent such paradox, Kauzmann proposed that the 

supercooled liquid should crystallize at temperatures below Tk, since the 

activation energy for nucleation tends to be similar to that for structural relaxation. 

However, the liquid can equilibrate when one considers the effect atomic 

diffusion. This is because of the highly collective atomic diffusion in the 

supercooled liquid, where atoms are trapped in cages formed by their neighbours 

and leads to the freezing of a liquidlike motion (83). In other words, the 

crystallization time exceeds the structural relaxation time. However, this 
assumption is only valid when Stokes-Einstein (S-E) equation (Equation 11) 

applies, i.e., when relaxation time is determined only by translational diffusion. S-

E equation breakdown is well-known in the supercooled liquid regime for heavy 
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components that may form slow subsystems. Thus, a component decoupling is 
observed. Light elements will dominate diffusion and crystallization timescales, 

while slowest regions will control structural relaxation and viscous flow. In 

consequence, the crystallization process is shifted to shorter times and intersects 

the structural relaxation time above Tk, at the “lower limit of metastability”. Then, 

annealing a metallic glass below this limit temperature prevents the supercooled 

liquid to reach the metastable equilibrium and initiates its crystallization.  

To sum up, when performing in-situ measurement one should consider the 

influence of the synchrotron radiation and do not interpret the results as “real” but 

as “radiation-influenced”. Also, when one is aware of the implications of exposing 

nanosized samples to X-rays, they can be used to its advantage. For 

nanostructured samples that follows the criteria of “the smaller the better” (84) in 
metallic glasses, one can introduce radiation-induced disordering to reduce strain 

localization and promote liquid-like behaviour of the material under loading.  
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5. Summary 

 Flash DSC measurements of Pt57.5Cu14.7Ni5.3P22.5 were performed under 
in-situ and ex-situ conditions. No heat flow is observed below 296 ºC under 

in situ conditions, but multimodal crystallisation events are observed at 

higher temperatures. The glass transition temperature is observed to be 

around 270 ºC in ex-situ measurements and unimodal peaks predominate, 

indicating the reduced number of crystalline phases compared to in-situ 

experiments. 
 

 A script for the evaluation of synchrotron data was developed. The chip’ 
signal was identified and used to determine the actual temperature profile 

in in-situ measurements.  
 

 Synchrotron X-ray diffraction patterns show the crystallisation of six 

distinct phases under in-situ conditions. Metallic Pt phase observed even 

after quenching from liquid state. Within FDSC cycles, an incompletely 

amorphous sample is achieved. At higher temperatures the matrix 
becomes depleted of Cu and P as phases with higher contents of these 

elements nucleate. 

 

 Thermal transformations in ex-situ measurements show higher onset 
temperatures and activation energies compared to in-situ conditions. 
 

 The synchrotron measurements combined with FDSC clearly show 
annealing steps in front of the heating segments when X-rays are switched 

on. By replicating these temperature conditions, it was shown that in 

addition to the heating of the chip, the X-ray interaction with the BMG 

modifies its crystallisation kinetics. 
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6. Conclusions 
 

In this work, the effects of synchrotron radiation during in-situ flash DSC 

experiments on Pt57.5Cu14.7Ni5.3P22.5 alloys have been studied. The metallic glass 

was produced by suction casting and small samples were scraped off and placed 

in high-temperature chips for measurement in the FDSC. These FDSC 
measurements were performed in a synchrotron facility to study the phase 

evolution of the alloy during the temperature programs. During the influence of X-

rays, the samples showed an enriched chemical heterogeneity and a nun-heat 

flow for temperatures below 296 °C. This was in contrast to the ex-situ FDSC, 

which showed a higher activation energy for the crystallisation events. New FDSC 

measurements were performed in a Flash DSC 2+ instrument to clarify the effect 

of X-rays.  

With the results obtained from the different characterisations, we observe a non-

negligible effect of X-rays on the kinetics of the alloy. Our hypothesis is that the 

interaction between the synchrotron radiation and the sample is twofold. Firstly, 

because the radiation wavelength is in the L-edge of the chip's membrane (gold 

coating) and is highly focused, it heats the membrane and prevents the metallic 
glass from cooling to temperatures below 296 °C during quenching. The result is 

an anneal in the supercooled liquid state of the alloy between the heating 

segments of the FDSC program. Secondly, the X-rays increase the vibrational 

amplitudes of the elements of the alloy in this supercooled liquid, reducing its 

viscosity. The combination of these two effects leads to increased mobility of light 

elements and relaxation of internal stresses in the alloy, facilitating crystallisation 

events in the amorphous matrix. 

Results obtained from in-situ characterisation using high energy beams on 

samples of reduced weight should be considered as “radiation-influenced”. 
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Recording of XRD peaks vs. frame (through Python 3) 
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SXRD data analysis and temperature correction (through MATLAB) 
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