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Abstract 

In recent years, Industry 4.0 - with the aim to combine production processes with state-of-the-art 

communication and information technologies - has led to significant changes in the industrial 

environment. Due to the appearance of new challenges, companies need to adapt to upcoming 

demands, by implementing Industry 4.0 enabling technologies, such as simulations and innovative 

modelling approaches. Thereby, Simulation and Modelling refers to the application of models, 

representing a product, system, or process, to predict model behavior and further, to extend 

knowledge of the model. In the metal forming industry, simulations show great potential in the design 

and optimization of forming processes. Through the targeted use, expensive, and time-consuming 

experiments can be reduced. Furthermore, the process of decision making is supported and the 

efficiency of forming processes can be increased.  

 

During this thesis, models are developed to reproduce the entire upsetting process, starting at the 

heating of the cylindrical specimen to the transport and to the upsetting in the hydraulic press. 

Subsequently, an automated simulation sequence is implemented by using Python, which enables to 

create, run, and evaluate simulations with variable input parameters. For the calibration and validation 

of the developed simulations, upsetting tests with cylindrical specimen from aluminum alloy EN AW-

6082 were conducted. Thereby, experiments, differing in process settings, such as temperature, 

transfer time, specimen geometry and upset height, were performed. The furnace and the hydraulic 

press at the Chair of Metal Forming represent two Cyber Physical Production Systems (CPPSs), 

providing sensor data of the conducted experiments. Furter, a concept is introduced, to visualize and 

process the sensor data to directly compare experiments and simulation.  
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Kurzfassung 

In den vergangenen Jahren hat die Industrie 4.0 – mit dem Ziel Produktionsprozesse mit modernster 

Kommunikations- und Informationstechnologie zu verbinden - zu signifikanten Veränderungen im 

industriellen Bereich geführt. Durch das Auftreten von neuen Problemstellungen, müssen sich Firmen 

an die künftigen Anforderungen anpassen und Kerntechnologien der Industrie 4.0, wie beispielsweise 

Simulationen und innovative Modellierungsansätze, implementieren. Simulation und Modellierung 

steht hierbei für die Anwendung von Modellen, welche Produkte, Systeme oder Prozesse 

repräsentieren, um Vorhersagen über das Modellverhalten zu treffen und zusätzlich das Wissen über 

das Modell zu erweitern. In der Metallumformung zeigen Simulationen ein großes Potential im Design 

und der Optimierung von Umformprozessen. Durch den gezielten Einsatz können kostenintensive und 

zeitaufwändige Experimente reduziert werden. Außerdem kann der Prozess der Entscheidungsfindung 

unterstützt sowie die Effizienz der Umformprozesse gesteigert werden.  

 

Im Zuge der Arbeit wurden Simulationsmodelle erstellt, um den gesamten Prozessablauf eines 

Stauchversuches, beginnend beim Vorwärmen der Zylinderprobe im Ofen, über den Transport bis hin 

zum Stauchen mit der hydraulischen Presse, nachzubilden. Anschließend wurde mittels Python eine 

automatisierte Simulationsabfolge realisiert, welche es ermöglicht, Simulationen mit variablen 

Eingabeparametern, zu erstellen, auszuführen und auszuwerten. Für die Kalibrierung und Validierung 

wurden Stauchversuche von Zylinderproben aus der Aluminiumlegierung EN AW-6082 durchgeführt. 

Die Experimente unterschieden sich dabei in den Prozesseinstellungen hinsichtlich Temperatur, 

Transferzeit, Probengeometrie und Stauchhöhe. Der industrielle Ofen und die hydraulische Presse am 

Lehrstuhl für Umformtechnik stellen zwei Cyber Physical Production Sytems (CPPSs) dar, welche die 

Sensordaten der durchgeführten Versuche zur Verfügung stellen. Zudem wird ein Konzept vorgestellt, 

um die von den CPPSs gelieferten Sensordaten zu visualisieren und weiteres automatisch zu 

verarbeiten, um Experiment und Simulation direkt miteinander zu vergleichen.  
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1. Introduction 

As today`s globalized economy is characterized by the need for high-quality products, product 

customization, increasing process efficiency, process automation and a faster time-time-to market, 

this causes new business challenges to arise. Consequently, this leads companies to adapt to upcoming 

demands [1, 2]. Due to the fourth industrial revolution, also known as Industry 4.0 (I4.0), the industrial 

environment has undergone a significant change in recent years. The target of I4.0 is to combine the 

latest communication and information technology with traditional production processes leading to an 

increase in efficiency regarding energy and resources as well as competitiveness. Technologies like 

Artificial Intelligence (AI),  Cyber Physical Systems (CPS), Internet of Things (IoT), Simulation and 

Modelling, and Big Data and Analytics (BDA) can be named as enabling technologies [1, 3, 4]. 

 

Likewise, major progress happened in simulation methods. Increasing computational capacity within 

the last decades enabled the use of more complex numerical methods for solving practical engineering 

problems [5]. Simulations are not exclusively used in an academic field, but rather became a standard 

tool applied in the industry with a variety of application purposes. For instance, simulations support 

decision making or are used to validate and test systems along the entire life cycle [3, 6]. Moreover, 

simulations play a significant role in realization of Industry 4.0. According to [4], simulations are a key 

technology of I4.0, contributing to the development and deployment of other enablers as well. 

Furthermore, simulations are used for process design and optimization. Additionally, in the logistics 

sector material flow simulations can be adapted to support decision making. Learning factories or 

training centers use simulations to educate people as increasing their knowledge leads to a better 

understanding of systems or processes and therefore reduces human errors [4].  

 

The goal of this thesis is to implement FEA into two CPPSs, which are represented by an industrial 

furnace and a hydraulic press, located at the Chair of Metal Forming. Within this work, simulations to 

represent the whole process of upsetting of a preheated cylindrical specimen are developed. By using 

Python scripts, the simulation models are automatically generated and submitted to the solver. 

Furthermore, simulation results are evaluated, and relevant information is saved in a separate file. For 

the validation of the FEA, experiments were conducted and compared to the sensor data of the 

process. Further, a concept, to process the sensor data of the CPPSs and compare the sensor data to 

the extracted simulation result, is introduced and implemented.  
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In chapter two, a summary on state-of-the-art research is given. In the third chapter, the fundamentals 

are illustrated to provide basic knowledge. Subsequently, in chapter four the experimental setup is 

outlined, and the sensor data, provided by the CPPSs, is analyzed. Chapter five deals with the 

development of the simulations and provides an overview on the material properties and other 

parameters that are used. Further, chapter six introduces the scripting of the simulations. In Chapter 

seven the concept and the implementation are discussed. Finally, the results and evaluations are 

presented in chapter eight. A summary of the work is provided in chapter nine, also an outlook is given. 
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2. State of the art 

Simulation and modelling can be named as key technology in I4.0. It describes the use of models, to 

improve the knowledge of the model or to make predictions of the model behavior. Thereby, a model 

can be either a real or imaginary system or process [6]. 

 

There are many literature sources, for example [7–9], dealing with the upsetting of a cylindrical 

specimen, because of the simple geometry of the model, that is easy to set up. In [10], upsetting 

simulation models, using different material constitutive equations and different thermal effects, are 

compared with each other and validated by experiments. The upsetting of a steel billet is simulated in 

[11] by using the Software Deform. Thereby, plastic deformation dependent on the temperature in the 

billet is analyzed.  Instead of a constant temperature at the beginning of the upsetting simulation, the 

work includes the temperature distribution after previous process steps. It accounts the heat loss 

during transport from the furnace to the press and also the heat loss during the contact time to the 

bottom die prior to the forging process [11]. In [12] a fully coupled thermomechanical analysis is 

conducted to simulate the forging of a spur gear in three process steps by using the Abaqus explicit 

solver. Heat transfer due to conduction, radiation and conductance to the tools are included. Velocity 

boundary conditions, accounting for the real crank movement of the press, are applied. A time- and 

temperature-dependent constitutive material law in combination with ductile failure criterion are 

accounted in the simulation to describe material behavior [12]. Predicting the flow stress of a material 

depending on temperature, strain, and strain rate, is crucial for the simulation of hot deformation 

processes. In [13] a Finite Element (FE) model coupled with a neural network is developed to model 

nonlinear material behavior of metals subjected to large plastic deformation at elevated temperature. 

Therefore, flow stress during forging operation is predicted by the neural network [13]. Further 

literature analyses the impacts of temperature and strain rate on the microstructure evolution during 

upsetting by using the thermo-mechanical coupled Finite Element Method (FEM) [14]. 

 

Simulations started as a technology, limited to very few application purposes, and developed to a 

standard tool, used in engineering. Establishing simulations, that include the whole life cycle of a 

product, is the next step in the simulation and modelling approach, which refers to the concept of a 

Digital Twin [15]. 
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3. Fundamentals 

In this chapter the fundamentals, which are necessary for this thesis, are evaluated. First, the forming 

technology is described, as it is crucial to understand the mechanisms taking place during forming 

processes. A further section focuses on the specimen material Aluminum EN AW-6082, which is used 

in this work. Furthermore, the phenomena of heat transfer are described. Subsequently, the focus is 

set on the change of industrial environment due to the fourth industrial revolution. Finally, 

characteristics of the numerical process simulation with the Finite Element Method (FEM) are outlined, 

whereas a focus is on simulations in metal forming and applied material models. 

 

3.1. Forming technology 

There are six main groups of manufacturing processes named forming, shaping, joining, coating, 

shearing, and modifying material properties, as shown in Figure 1. Further classifications consider the 

stress state and divide the forming process into tensile/ compressive forming, forming by pressure, 

forming by shearing, forming by bending and forming by tensile forces. Regarding the shape of the 

part to be transformed, the forming process can be divided into bulk forming and sheet forming. During 

sheet forming processes the part is subjected to tensile stresses and there is no significant change of 

the thickness of the sheet while in bulk forming processes the part is commonly subjected to 

compressive stresses and is three-dimensionally formed [16–18]. 

 

   

Metal forming in general is characterized as plastic deformation of a solid body under conservation of 

mass and material cohesion to create a product. Plastically deformed parts are shaped permanently 

while elastic deformations disappear when the applied force is removed. In the following characteristic 

parameters are evaluated [18]. 

 

 

Forming by 

pressure 

Tensile/ Compressive 

forming 

Forming by 

tensile forces 

Forming by 

bending 

Forming by 

shearing 

Shaping  Forming Shearing  Coating Modifying material properties 

Manufacturing processes 

Figure 1: Manufacturing processes [18] 



Fundamentals 
 

5 
 

By applying force to a solid body, deformations occur. Thereby, one can distinguished between strain 

𝜀 and true strain 𝜑. The strain describes the change of dimension related to the initial dimension of a 

part. Assuming the height of a rectangular solid is reduced, the strain 𝜀ℎ is calculated by the height 

difference 𝛥ℎ divided by the initial height ℎ0 of the solid body, whereby 𝛥ℎ is the difference between 

the initial height and the height after forming ℎ1. [18] 

 

𝜀ℎ =
ℎ0 − ℎ1

ℎ0
=

𝛥ℎ

ℎ0
  (3.1) 

 

The true strain 𝜑ℎ is defined as the natural logarithm of the height of the rectangular solid after the 

forming process ℎ1 divided by the initial height ℎ0 [18]. 

 

𝜑ℎ = 𝑙𝑛
ℎ1

ℎ0
  (3.2) 

 

For both, the elongation and the true strain, a positive value indicates an increase in dimension 

whereas a negative value indicates a decrease in dimension. The total true strain 𝜑𝑡𝑜𝑡𝑎𝑙 does not 

depend on the sequence of forming operations unlike the total plastic strain 𝜀𝑡𝑜𝑡𝑎𝑙
𝑝𝑙

 [18].  

 

𝜑𝑡𝑜𝑡𝑎𝑙 = ∑ 𝜑𝑖  

𝑛

𝑖=0

 (3.3) 

𝜀𝑡𝑜𝑡𝑎𝑙
𝑝𝑙

≠ ∑ 𝜀𝑖  

𝑛

𝑖=0

 (3.4) 

 

During the forming process, the volume 𝑉 stays constant. For a rectangular solid with an initial volume 

𝑉0, defined by the initial length 𝑙0, height ℎ0, and width 𝑏0, volume constancy is defined as  

 

𝑉0 = 𝑉1 =  𝑙0 ∙ ℎ0 ∙ 𝑏0 = 𝑙1 ∙ ℎ1 ∙ 𝑏1 = 𝑐𝑜𝑛𝑠𝑡. (3.5) 

 

whereas 𝑉1, 𝑙1, ℎ1 and 𝑏1 are the volume, length, height, and width after the forming process. As a 

result of the volume consistency, the three values for the deformation in the main directions 𝜑1, 𝜑2, 𝜑3 

to sum up to zero [18].  

 

𝑙1 ∙ ℎ1 ∙ 𝑏1

𝑙0 ∙ ℎ0 ∙ 𝑏0
= 1 (3.6) 
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𝑙𝑛 (
𝑙1 ∙ ℎ1 ∙ 𝑏1

𝑙0 ∙ ℎ0 ∙ 𝑏0
) = 𝑙𝑛 (

𝑙1

𝑙0
) + 𝑙𝑛 (

ℎ1

ℎ0
) + 𝑙𝑛 (

𝑏1

𝑏0
) = ln(1) = 0 

 

(3.7) 

𝜑1 + 𝜑2 + 𝜑3 = 0 (3.8) 

 

The strain rate or deformation rate �̇� is defined as the time derivative of the true strain [18]:  

 

�̇� =
𝑑𝜑

𝑑𝑡
 (3.9) 

 

3.1.1. Flow stress 

The flow stress curve depicts the relationship between the flow stress 𝜎𝑓, also called true stress, and 

true strain 𝜑.  The flow stress characterizes the material behavior during plastic deformation and 

depends on the forming temperature, strain, strain rate, and material. As the temperature increases, 

the flow stress of the material decreases, which can be seen in Figure 2. Consequently, the flow stress 

in hot forming operations is lower than in cold forming. Furthermore, this leads to lower forming loads 

and higher formability, referring to the plastic deformation a material can withstand without fracture. 

The strain rate shows minimal effect on the flow stress in cold forming. In contrast, in hot forming the 

flow stress increases if the recrystallization rate increases  [18, 19]. 

 

 

There are various methods to record flow stress curves. The upsetting of a cylindrical specimen 

between two flat dies is a commonly used method to obtain the data for bulk forming processes. The 

specimen needs to keep the cylindrical form during the whole forming step, to exactly measure the 

true strain [18]. 

  

Figure 2: Dependence of the flow stress on the temperature [18] 
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3.1.2. Cold forming and hot forming 

In cold forming a specimen is formed at a forming temperature below the recrystallization temperature 

𝑇𝑅, whereas in hot forming the part is preheated to temperatures above the recrystallization 

temperature of the material. Considering both processes, cold forming has the following advantages 

compared to hot forming: Manufacturing of the dies is more cost-efficient, additionally there are no 

costs for heating the specimen. The strength of the specimen is increased due to work hardening, 

additionally, there is a good surface finish and no shrinkage. The deformation rate has less impact on 

the flow stress. However, the cold forming process requires higher forces and has limited formability, 

which refers to the amount of plastic deformation, that a material can withstand without occurring 

fracture. The formability depends on material, forming temperature, deformation rate, and stress 

state. Semi hot forming is conducted at higher temperatures than cold forming, thus at lower 

temperatures than hot forming and therefore combines the advantages of cold forming, like work 

hardening, good surface finish and low tolerance range, with the high formability of a hot forming 

process [20].  

 

3.1.3. Upsetting  

Upsetting, which is a very important bulk forming process, can be classified as forming by pressure. 

The specimen is formed by compression in axial direction between flat dies. As the height of the part 

is reduced, consequently the dimensions perpendicular to the acting force increase, like demonstrated 

for a cylindrical specimen in Figure 3 [18]. 

 

 

A high upset ratio 𝑠𝑟, defined as the initial height ℎ0 divided by the initial diameter 𝑑0  of a cylindrical 

specimen, leads to buckling of the material. Therefore, the upset ratio should not exceed a certain limit 

of 𝑠𝑟 = 1,8 − 2,0 for upsetting between flat dies [18].  

Flat die Specimen Height change 

 

Figure 3: Upsetting of cylindrical part [18] 
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𝑠𝑟 =
ℎ0

𝑑0
  (3.10) 

 

When exceeding the material formability during forming, cracks occur. This can be avoided by either 

performing the upsetting process in several steps including intermediate annealing or forming at 

higher temperatures which leads to lower flow stresses. Furthermore, forming under hydrostatic 

pressure increases the formability. Due to the friction between die and specimen the actual specimen 

shape deviates from the ideal cylindrical shape. Radial deformation of the contact face between die 

and specimen is restricted by friction leading to a convex shape of the part after the forming process. 

To keep the cylindrical form of the specimen, lubricants or upsetting specimen with lubrication pockets 

in the contact surface, so called Rastagaev specimen, are used. Thereby, dimensions of the lubricant 

pockets need to be specified in a way that the radial force acting on the reduced contact area is at 

equilibrium with the frictional force [18]. 

 

3.1.4. Friction 

Friction has great impact on metal forming processes. Forming loads and stresses in the dies increase 

with higher friction. Additionally, friction has an influence on the specimen surface quality. Lubricant 

films reduce wear of the dies as friction is reduced or specimen and die are fully or partially separated 

[17]. For analytical or numerical calculations of stresses, strains and forces, a mathematical formulation 

of the contact between specimen and die is necessary. Friction forces depend on material properties, 

temperature, lubrication, relative velocity between the friction interfaces, surface modification and 

loads, which should be considered by friction laws [18].  

 

Friction laws commonly applied in metal forming are the Coulomb’s Friction Model and the Tresca 

Friction Model. Whereas the Coulomb Friction Model appropriately describes the friction in case of 

low contact pressure, the Tresca Friction Model is suitable in case of high contact pressure like in 

closed-die forging or extrusion. A third friction model, a combination of both, is not further discussed 

Figure 4: Contact interaction (a) low pressure - contact through asperity peaks (b) moderate pressure - partial 
conformity (c) high pressure - full conformity [17] 

(a) (b) (c) 

Workpiece 

Die 
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[17]. Depending on the level of contact stress, interactions between specimen and die vary, as shown 

in  Figure 4. At low contact pressure, specimen and die contact each other only through highest 

asperity tips, which is why the real contact area is rather small. However, local plastification of asperity 

peaks might occur. To appropriately describe the friction in this case, the Coulomb’s Friction Law is 

used. According to Coulomb’s Friction Law, the frictional force 𝐹𝑅 is proportional to the normal acting 

force 𝐹𝑁, respectively the frictional shear force 𝜏𝑅 is proportional to the normal stress 𝜎𝑁. Thereby, 

the friction coefficient 𝜇 is the proportional factor [17]. 

 

𝐹𝑅 = 𝜇 ∙ 𝐹𝑁 (3.11) 

𝜏𝑅 = 𝜇 ∙ 𝜎𝑁 (3.12) 

 

At high contact pressure large plastic deformations of the softer contact body occur, which squeezes 

the softer material into the roughness valleys of the die. Specimen and die contact each other over the 

whole area. Friction stress cannot exceed the shear flow stress 𝜏𝑓. If the shear flow stress is reached, 

no sliding in the interface between specimen and die occurs. At high contact pressure the Tresca 

Friction Model is used, which is defined as [17] 

 

𝜏𝑅 = 𝑚𝑓 ∙ 𝜏𝑓 (3.13) 

 

including the friction factor 𝑚𝑓, which varies in the range 0 < 𝑚𝑓 < 1 and the shear flow stress 𝜏𝑓. 

The friction factor is equal to 1 if specimen and die stick together, the factor is equal to 0 for the 

frictionless case. Coloumb and Tresca friction models are depicted in Figure 5 [17]. 

 

 

 

Figure 5: Friction models [17] 
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3.1.5. Thermal effects during forming 

Heat radiation causes a significant loss of heat of the specimen at temperatures above 1000-1200°C. 

At low temperatures the influences due to heat radiation are negligible, for instance for forming 

temperatures for aluminum alloys which are below 550°C. Without consideration of heat radiation and 

convection to the environment, the temperature of a specimen 𝑇 is described as follows, whereas 𝑇0 

is the initial temperature of the specimen [17]: 

 

𝑇 = 𝑇0 + 𝛥𝑇𝐷 + 𝛥𝑇𝐹 − 𝛥𝑇𝑇 (3.14) 

 

In this equation 𝛥𝑇𝐷 expresses the temperature increase of the specimen due to the dissipated 

deformation energy. As sliding occurs in the interface between specimen and die, energy dissipates 

causing temperature to increase which is described by the term 𝛥𝑇𝐹. Considering hot forming the 

initial die temperature is much lower than the temperature of the specimen, causing heat to transfer 

from the specimen to the die. At the initial state of cold forming applications, die and specimen, are at 

room temperature. As the specimen is heated while forming, heat transfers to the die. The decrease 

of temperature due to heat conduction to cooler dies is considered as 𝛥𝑇𝑇 [17]. 

 

3.1.6. Process parameters 

As the mechanical properties of the product after the forming process depend on the conditions during 

the forming process, it is crucial to measure and control the entire process. Important quantities, for 

instance shown in Figure 6, are the flow stress 𝜎𝑓, the strain rate ε̇, the strain ε, the temperature 𝑇, 

the shear stress τ and the contact pressure 𝑝. To undergo the intended plastic deformation without 

fraction, the formability of the material is important. Additionally, the lubrication has an impact on the 

process parameters [17].  

Figure 6: Relevant process parameters [17] 
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3.2. Aluminum alloys 

DIN EN 573 and DIN EN 1780 divide aluminum alloys into two main groups [21]: wrought alloys and 

casting alloys. Wrought alloys are preformed to bars or tapes in continuous casting processes and 

previously manufactured to rolled, pressed, and drawn products. Casting alloys are characterized by 

good mold filling properties and insensitivity to hot cracking and therefore are used in casting 

processes. Standardized designation of aluminum alloys includes the prefix EN followed by the letter 

A - for aluminum. The next letter denotes the manufacturing either as W for wrought alloy or C for 

casting alloy. The alloy composition is defined by the following four numbers for wrought alloys or five 

letters for casting alloys. For wrought alloys the first number defines the alloy group characterized by 

one or more main alloy elements. The last two numbers are characteristic for the specific alloy or 

define the degree of purity (e.g., Al99.5 = 1050, Al99.7 = 1070) for group 1XXX (pure aluminum), which 

contains a mass percentage of 99.0 % to 99.9 % of aluminum. Examples for the standardized 

designation of aluminum wrought alloys are given in Table 1 [21]. 

 

Table 1: Standardized designation of aluminum wrought alloys [21] 

 

The material used for the cylindrical specimen in the practical experiments is the aluminum alloy EN-

AW-6082 with the chemical composition specified in Table 2. 

 

Table 2: Chemical composition EN-AW-6082 [21] 

Alloy elements % per weight 

Si Fe Cu Mn Mg Cr Ti 

0.7- 1.3 0.5 0.1 0.4-1 0.6-1.2 0.25 0.1 

  

Group Alloy type Example 

1XXX Pure aluminum EN AW-1050A 

2XXX AlCu EN AW-2024 

3XXX AlMn EN AW-3003 

4XXX AlSi EN AW-4046 

5XXX AlMg EN AW-5182 

6XXX AlMgSi EN AW-6082 

7XXX AlZnMg EN AW-7020 

8XXX Other EN AW-8011A 
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3.3. Heat transfer  

In the following, the mechanisms of heat transfer - conduction, convection, and radiation - are defined. 

Furthermore, a 0-dimensional transient heat conduction problem is outlined. 

 

3.3.1. Conduction 

A temperature gradient through a solid material causes heat to conduct from the high-temperature 

site to the lower temperature site. Fourier’s Conduction Law for a one-dimensional conduction 

problem, like in Figure 7, is defined as [22] 

 

𝑞′′ = −𝑘
𝑑𝑇

𝑑𝑥
= 𝑘

𝑇1 − 𝑇2

𝐿
 (3.15) 

𝑞′′ =
𝑞

𝐴𝑐
 (3.16) 

 
 

including the heat flux 𝑞′′, the heat rate 𝑞, the thermal conductivity 𝑘 of the solid material, the cross-

sectional area 𝐴𝑐, the temperatures 𝑇1, 𝑇2 and the conduction length 𝐿 . To determine the temperature 

profile in case of heat conduction the thermal conductivity, density and specific heat of a material 

should be given [22]. 

 

3.3.2. Convection 

Fluid or gas flow over a solid surface causes convection, for instance, Figure 8 demonstrates the cooling 

of a heated surface due to air flow. The heat removal rate from the heated surface is proportional to 

the difference between the temperature of the fluid 𝑇∞ and the surface temperature at the wall 𝑇𝑆. 

Thereby the proportional constant ℎ𝑐 is the heat transfer coefficient. Applying Fourier Conduction Law 

to the cooling fluid, the same heat rate can be determined. In the following equations, 𝑘𝑓 is the thermal 

conductivity of the fluid, 𝐴𝑆 the surface area for convection. The heat transfer coefficient is influenced 

Figure 7: 1-D conduction through a wall [22] 



Fundamentals 
 

13 
 

by fluid properties, flow conditions, surface configurations and others. It can be differentiated between 

natural convection and forced convection [22]. 

 

𝑞′′ = ℎ𝑐(𝑇𝑆 − 𝑇∞) = −𝑘𝑓

𝑑𝑇

𝑑𝑦
 

(3.17) 

𝑞′′ =
𝑞

𝐴𝑆
 (3.18) 

 

 

3.3.3. Radiation 

Solids, liquid surfaces, or gases at temperatures higher than absolute zero cause electromagnetic 

waves that transfer heat, as illustrated in Figure 9. Radiation heat rate 𝑞′′ is defined by the Stefan-

Boltzmann Law [22]. 

 

𝑞′′
𝑟𝑎𝑑 = 𝜀𝑠𝜎𝑘𝑇𝑆

4 (3.19) 

𝑞′′
𝑟𝑎𝑑 =

𝑞

𝐴𝑠
 (3.20) 

  

 

Figure 8: Convection [22] 
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Figure 9: Radiation from a solid surface [22] 
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The parameter 𝜀𝑠 is the emissivity of the real surface, 𝜎𝑘 = 5.67 ∙ 10−8 the Stefan Boltzmann constant, 

𝑇𝑆 the surface temperature and 𝐴𝑠 the surface area for radiation. The emissivity of a surface is between 

0 and 1, whereas the emissivity for an ideal (black) surface 𝜀𝑠 = 1. In general, the emissivity depends 

on material, temperature, and wavelength [22].  

 

3.3.4. Transient heat transfer 

A transient heat transfer problem is characterized by the change in temperature of a solid material 

with location as well as with time. Assuming the temperature of an object changes uniformly and 

depends only on the time, some real time applications can be modeled as zero dimensional (0-D) 

problems. Applying the lumped capacitance method can solve this special case of a 0-D transient heat 

transfer problem. From the energy balance on a solid material with density 𝜌, volume 𝑉 and specific 

heat capacity 𝑐 follows [22]: 

 

𝜌𝑉𝑐
𝑑𝑇

𝑑𝑡
=  𝑞𝑠

′′𝐴𝑠,ℎ − ℎ𝑐  (𝑇 − 𝑇∞)𝐴𝑠 − 𝜀𝑠𝜎𝑘 (𝑇4 − 𝑇∞
4

) 𝐴𝑠 (3.21) 

 
 

This equation considers a heat flux 𝑞𝑠
′′ applied on a portion of the surface area 𝐴𝑠,ℎ, convection and 

radiation. To obtain an approximate solution of this first-order, nonhomogeneous, ordinary differential 

equation the finite-difference method can be applied. The lumped capatictance method is valid if the 

entire material is assumed to uniformly change with temperature. As an approximation, the Biot (Bi) 

number can be calculated as [22, 23] 

 

𝐵𝑖 =
ℎ𝑐 ∙ 𝐿𝑐

𝑘
 (3.22) 

 
 

whereby 𝐿𝑐 is the characteristic length of the material, ℎ𝑐 defines the convection heat transfer 

coefficient, and 𝑘 is defined as the thermal conductivity of the material. Values less than 0.1 indicate 

the validity of this method. The approximation of the lumped capacitance method is better the smaller 

the Biot number is, which indicates a small geometry of a material with high conductivity and low 

convective cooling or heating. The characteristic length is defined by the volume of a solid body 

diveded by the surface area. [22, 23] 

 

𝐿𝑐 =
𝑉

𝐴𝑠
 (3.23) 
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3.4. Industry 4.0 

In 2011 the term I4.0 was introduced for the first time in Germany and since then, received attention 

in academic and industrial field. Industry 4.0, refers to the ongoing revolution in manufacturing 

environment  to enhance products and production processes by using automation and digitalization 

technologies [3, 24]. Additionally, connections between virtual and real world are established [2], 

enabled for instance by the Internet of Things (IoT). Each object connected via IoT technologies 

interacts with others, which allows interactions between machines, products, tools etc. leading to 

intelligent processes and an increase in efficiency [25]. Key technologies of Industry 4.0 include Cyber-

Physical Systems (CPS), Internet of Things (IoT), Big Data and Analytics (BDA), Cloud computing, 

Artificial Intelligence (AI), Augmented Reality, Simulation and Modelling, Visualization Technology, 

Cybersecurity and Automation and Industrial robots. [1, 6] 

 

Sensors and the respective data acquisition (DAQ) systems acquire data of manufacturing processes. 

Human-machine interfaces (HMIs), such as touch panels, keyboards, or switches, enable access to 

processed sensor signals and allow humans to interact and input commands [26]. CPSs are a key 

element in I4.0 as they enable the connection between the virtual and the physical world. The term 

Cyber Physical Production Systems (CPPSs) refers to CPSs applied in the production environment. 

CPPSs can be described as systems of systems capable of complex interactions due to the connections 

among autonomous and cooperative elements. CPPSs are able to adapt to varying conditions during 

the whole production lifecycle, improve real-time decision-making or autonomously fulfill cognitive 

tasks [27].  

 

A Digital Twin (DT) refers to a virtual representation of a real physical product. Considering the 

exchange of data, it can be further distinguished between Digital Twin (DT), Digital Shadow (DS) and 

Digital Model (DM). A DT is characterized by bilateral automatic data exchange between virtual and 

real entity, whereas a DS enables unidirectional, and a DM has no automatic data transfer. There are 

two general approaches to generate data that is necessary for modelling a DT, DS or DM. While the 

White Box Modelling (WBM) approach uses real-physical laws, the Black Box Modelling approach uses 

stochastic methods based on process and sensor data. The combination of both approaches (WBM 

and BBM), called Grey Box Modelling (GBM), gains popularity and additionally provides great potential 

for future applications of DS and DT in the metal forming industry [24]. 

 

Data is essential for all I4.0 technologies. Big Data concepts use huge amount of data to raise economic 

value [25]. Generated data of production processes needs to fulfill three criteria: volume, variety, and 

velocity. Volume describes the amount of data generated in a digitalized factory. As there are different 
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sources of the data, a huge variety of data occurs leading to complex data structures. Velocity refers 

to the speed the required data is provided at [24]. The three criteria can be further extended to five 

characteristics, so called 5Vs, including also veracity and value [28]. 

 

Another  I4.0 concept is the smart factory, also called digital or intelligent factory, that represents a 

future manufacturing system which is fully connected via the IIoT and thus capable of mainly operating 

without human force [29]. Predictive Maintenance (PM) is a key technology of a smart factory, aiming 

to predict machine failure based on machine data. Machine data acquired by sensors, is stored in a 

database to make the data available at any time. The results of the data analysis are used to plan 

maintenance [25]. 

 

Machine Learning (ML) is a subdomain of AI. In general, ML describes systems that are capable of 

cognitive abilities like humans. More specifically, ML is based on complex algorithms and uses data for 

training a model, which can further predict results. Data for ML is divided into data for training and 

testing. Whereas the trainings data is necessary to develop a model and the test data verifies the 

desired output. There are three different methods to train the model: supervised learning (SL), 

unsupervised learning (UL), and reinforced learning (RL). Provided input and output data for training 

purposes is necessary for the model to understand correlations used in further predictions, which is 

called SL. Input data is provided to a model which autonomously finds hidden patterns and adapt the 

algorithm through UL. RL uses the feedback of previous actions to improve the model. ML provides 

benefits for complex analysis, e.g., to control machines to enhance efficiency [25]. 
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3.5. Finite Element Method (FEM) 

The FEM is a numerical technique, that divides a model into a finite number of elements, to find 

approximate solutions of differential equations in engineering problems and physics. Shape functions 

are used to approximate state variables within an element. Equations of each finite element are 

assembled and consequently solved [30, 20].  

A Finite Element Analysis (FEA) includes three steps. The first step is the preprocessing including 

geometry definition, meshing, definition of material properties and boundary conditions. The next step 

is the calculation with the solver, subsequently followed by the postprocessing which refers to the 

visualization and evaluation of the results [20].  

 

There are implicit and explicit procedures. In general, the whole process is divided into time increments 

𝛥𝑡.  Implicit solvers calculate unknown variables for each time step under consideration of the values 

at the time 𝑡 as well as at the time 𝑡 + 𝛥𝑡. At the end of each time increment the system is in 

equilibrium state, therefore many iterations are necessary. Explicit procedures calculate unknown 

parameters at the time 𝑡 + 𝛥𝑡 using only values available at the time 𝑡. No equilibrium state is 

calculated and therefore no iterations are necessary leading to a reduction in computational effort. 

However, the time increment needs to be very small to minimize inaccuracies in calculation.  The time 

increment 𝛥𝑡 needs to be smaller than the time an elastic wave needs to pass the distance equal to 

the shortest element length and therefore depends on the speed of sound. For solid bodies the speed 

of sound 𝑐0 depends on the Young`s modulus 𝐸 and the density 𝜌 [20]. 

 

𝑐0 = √
𝐸

𝜌
 (3.24) 

 

A linear FEA is characterized by a linear relation between applied loads and the response of the system, 

which is valid if the nonlinear behavior of a real physical systems is negligible. In general, the sources 

of nonlinearities are classified as material, geometry, initial or boundary conditions. Whether a linear 

or nonlinear analysis is carried out, depends on the desired outcome of the simulation and the 

tolerated errors. For instance, a nonlinear analysis is essential to represent the real material behavior, 

improve knowledge of specific phenomena, evaluate reasons of system failure, design high-

performance parts (e.g., in aerospace industry) or determine functionality under damage and failure 

exhibition [5]. Nonlinear problems are solved iteratively, e.g., by using the Newton-Raphson-Method 

[18]. 
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Heat transfer analysis procedures can be classified in uncoupled heat transfer, sequentially coupled or 

fully coupled thermal-stress analysis. Uncoupled heat transfer analysis is used, if the temperature field 

does not depend on the stress and deformation state. To conduct a sequentially coupled thermal-

stress analysis, first the temperature field is calculated as a pure heat transfer problem and afterwards 

the temperature distribution is used as initial state in the stress analysis. Fully coupled thermal-stress 

analysis is required, if thermal and mechanical solution strongly influence each other, thereby 

stress/displacement and temperature fields are solved simultaneously [31]. 

 

Computation time is an important aspect, which depends on whether an implicit or explicit method is 

used. Element type and order of the shape function have an influence as well. The finer a mesh is, the 

higher is the computation time. However, computation time can be reduced through symmetry 

boundaries, or if rigid elements are used to model forming tools [32].  

 

3.6. Metal forming simulations 

Due to cheaper and more efficient computers, FEA became a standard industry tool used for the 

simulation of metal forming processes as it provides productivity and user-friendliness. Nonlinear FEM 

offers great potential in process design and optimization. Additionally, expensive and time-consuming 

experiments can be replaced [18]. Whereas general purpose FEM codes, such as ANSYS and ABAQUS, 

are highly flexible and can be used for various applications, special purpose FEM codes like FORGE, Q-

FORM, DEFORM, and SIMUFACT FORMING, tailored for the application in bulk-metal forming, are 

especially user-friendly. However, general purpose FEM code often require great knowledge and are 

time consuming [17, 20]. 

Simulations for bulk-forming processes are used to determine material flow, material hardening, 

microstructure, formability and the mechanical, thermal and tribological loads acting on the tools [20]. 

Especially in metal forming, large plastic deformations, contact between specimen and tool, 

temperature and incompressibility have to be considered [33]. Therefore, to simulate forming 

processes, nonlinearities need to be considered, which leads to complex models that require high 

computation time. Especially in hot bulk forming processes large distortions of the finite elements 

occur, leading to distorted meshes. Therefore, commercial FEM software provides remeshing, to 

transform the state variables from the distorted mesh to the new one, which is also called rezoning. 

Furthermore, friction and temperature effects, like heat transfer to the environment or dies, have high 

importance to describe the forming process accurately [18]. To describe the material behavior of a 

forming process the FEM model requires flow stress data. The flow stress depends on the temperature 

and on the strain rate. Either a graph, providing the stress-strain data, or a mathematical function in 

the form of a material model are used to implement this information to the simulation model [17]. 
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3.7. Material models 

The material models used in metal forming simulations can be divided into two main groups, as shown 

in Figure 10. On the one hand, there are material models that do not consider elastic behavior and 

assume the material to be rigid until plastic flow occurs. The utilization of rigid-plastic material models 

takes less computational time and is valid for many forming applications as plastic deformations are 

larger than elastic deformations. On the other hand, there are material models that consider elastic 

and plastic behavior. This elastic-plastic material models are especially important, for instance if 

springback, or residual stresses need to be evaluated. Additionally, viscous models describe rate 

dependent behavior, which is, for example, important in hot or semi-hot forming of steels. [20] 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

To describe plastic material behavior, the material model needs to consider yield criteria, flow rule and 

hardening. The yield criterion describes the onset of plastic material flow as soon as the equivalent 

stress reaches the flow stress. Therefore, a multiaxial stress condition is transferred to an equivalent 

uniaxial stress condition. The extend and direction of the plastic deformation are defined by the flow 

rule. The change in mechanical material properties during plastic deformation is considered by 

modifications in the yield criterion through hardening laws. Isotropic and kinematic hardening are 

depicted in Figure 11. For isotropic hardening the yield surface increases, without a change in the 

position. By contrast, for kinematic hardening the yield surface stays constant, whereas the position 

shifts in load direction. Consequently, preceding tensile loads lead to lower flow stress for compressive 

Figure 10: Material models suitable for large deformations [20] 
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loads, also described as Bauschinger-Effect. kinematic and isotropic hardening represent an ideal 

material behavior, whereas real materials show a combination of both hardening models. Thermal 

softening of the material can occur due to recovery and / or recrystallization [18]. 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

Figure 11: Isotropic and kinematic hardening [18] 
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4. Experimental setup 

In the following, the hydraulic press and the furnace at the Chair of Metal Forming (MF) are described, 

as well as the sensors they are equipped with. Furthermore, an overview on the setup of the practical 

experiments is given, and the experimental plan is outlined. Additionally, focus is set on the automatic 

evaluation and visualization of the measured sensor data with Python.  

 

4.1. Furnace 

The furnace at the chair of metal forming, shown in Figure 12, can be heated up to maximum 

temperature of 1200 °C via resistance heating. The dimensions of the heating chamber of the furnace 

are 300 mm in width, 240 mm in height and 450 mm in depth, whereas the furnace lining is made of 

refractory material. The furnace is equipped with thermocouples, which measure the air temperature 

inside the heating chamber.  

 

 

Two thermocouples (1) are located in the upper left and the upper right corner of the back wall of the 

heating chamber and are used by the control system of the furnace. The measured temperature of 

those thermocouples is shown on the display (2) of the control system on the front side of the furnace. 

By applying the retrofitting method, the furnace was equipped with an additional thermocouple Type 

K (3), placed at the center of the back wall. The measured temperature of this thermocouple can be 

displayed via the implemented HMI [34]. 

 

Figure 12: Furnace at the Chair of Metal Forming 

2 

1 

3 
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Table 3: Sensor of the furnace [34] 

Measured quantity Sensor Range 

Temperature [°C] Thermocouple Type K 0-1200°C 

 

4.2. Hydraulic Press 

Metal forming aggregates are categorized by different working principles, related to ram displacement, 

applied force and provided kinetic energy [19]. Hydraulic presses are controlled by force, which can be 

regulated via hydraulic pressure. The nominal force of the forming unit is available during the whole 

stroke. Additionally, ram kinematics can be individually adjusted to the forming process. Compared to 

metal forming aggregates controlled by displacement, the ram velocity and therefore the ratio 

between production output and input is lower. [16, 18] 

 

 

The hydraulic press at the MF, depicted in Figure 13, is located directly next to the furnace, enabling 

shorter transportation time, and therefore reducing temperature loss of the specimen. A load cell (1), 

appropriable for the maximum load of 1 MN, measures the force applied during the bulk forming 

5 

2 

3 

4 

Figure 13: Hydraulic press at the MF 
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process. The position of the top die (2) during the forming process is traced with a Linear Variable 

Differential Transformer (LVDT) with the range of 0-600 mm, whereas the bottom die (3) remains at a 

fixed position. Additionally, the hydraulic press was equipped with a pyrometer (4) to measure the 

temperature of the specimen (5) in the range of 0-1200°C. The pyrometer is attached to a mobile, 

height-adjustable mounting (6), enabling the modification of the pyrometer position.  [35] 

 

Table 4: Sensors of the hydraulic press [34] 

Measured quantity Sensor range 

Die force [N] Load cell 0-1 MN 

Die position [mm] LVDT 0-600 mm 

Temperature of the specimen [°C] Pyrometer 0-1200°C 

 

4.3. Procedure 

Cylindrical specimens were tested, whereby two different dimensions, listed in Table 5, were used in 

the experiments. For identification purpose, specimens were labelled as “A” or “B” referring to the 

respective specimen dimensions.  

 

Table 5: Specimen dimensions 

Specimen label Initial diameter 𝒅𝟎 [mm] Initial height 𝒉𝟎 [mm] 

A 10 15 
B 20 30 

 

The furnace is preheated to a defined operating temperature 𝑇𝐹 before the specimen are put into the 

heating chamber for preheating. At the time the specimen is taken out of the furnace with a manual 

gripper, the measurement is started via the HMI. The data of the measured quantities, listed in Table 

3 and Table 4, is automatically recorded. Additionally, the elapsed time is measured and displayed on 

Figure 14: Schematic setup of the pyrometer position 
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ℎ𝑝 ℎ1 
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the HMI. The specimen is transferred from the furnace to the hydraulic press within the specified 

transportation time 𝑡𝑡. As the specimen is placed on the bottom die, the pyrometer measures the 

temperature of the specimen at a defined position.  

 

Thereby, the measuring position of the pyrometer ℎ𝑝 is defined in such a way that the top die does 

not interfere with the measuring position during upsetting process, as shown in Figure 14. After 

positioning the specimen remains on the bottom die for a specified rest time 𝑡𝑟 before the hydraulic 

press is activated. the initial distance between top and bottom die ℎ𝑖 of the hydraulic press is the same 

for each upsetting process. After the upsetting process, the specimen is removed from the hydraulic 

press and the measurements is manually stopped by using the HMI, as the top die reaches its original 

position. Measured data is stored in a csv-file. The output file contains the timestamp (formatted, e.g., 

T#10s300ms), the load of the hydraulic press, the absolute and relative gap between the dies, the 

specimen temperature measured by the pyrometer, and the temperatures measured by the 

thermocouples. The sequence starts again for the next specimen. 

 

Overall, two experiments, each with different test settings, were carried out. For a specified test 

setting, different process parameters were defined, which are the dimension of the specimen, the 

furnace temperature, the transfer time and the height difference of the upsetting process. The 

measuring position of the pyrometer, the relative distance between top and bottom die and the rest 

time of the specimen on the bottom die are constant for each test setting, see Table 6. 

 

Table 6: General settings for all experiments 

Measuring position 𝒉𝒑 [mm] Initial distance 𝒉𝒊 [mm] Rest time 𝒕𝒓 [s] 

6 50 3 

 

4.3.1. Experiment 1 

A total amount of 24 specimen per geometry were available for testing. For identification purpose, 

each specimen was assigned a number in combination with the label A or B specifying the dimensions 

as given in Table 5. Overall, eight different test settings, outlined in Table 7, were defined, whereas six 

specimens were tested for each setting. Furnace temperature varies on two different levels, 300°C or 

500°C respectively. All specimens referring to the same operating temperature of the furnace were 

placed in the furnace and heated for half an hour to ensure homogeneous heating of the whole 

specimen. The transfer time varies between four and seven seconds.  
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Table 7: Experimental plan – experiment 1 

Setting 
number 

Specimen number Temperature 
𝑻𝑭 [°C] 

Transfer time 
𝒕𝒕  [s] 

Height difference 
𝚫𝒉 [mm] 

1 1A, 2A, 3A, 4A, 5A, 6A 300 4 5 
2 7A, 8A, 9A, 10A, 11A, 12A 300 4 8 
3 1B, 2B, 3B, 4B, 5B, 6B 300 4 15 
4 7B, 8B, 9B, 10B, 11B, 12B 300 7 20 
5 13A, 14A, 15A, 16A, 17A, 18A 500 7 5 
6 19A, 20A, 21A, 22A, 23A, 24A 500 4 8 
7 13B, 14B, 15B, 16B, 17B, 18B 500 7 15 
8 19B, 20B, 21B, 22B, 23B, 24B 500 4 20 

 

4.3.2. Experiment 2  

A second experiment series, similar to the first one, is carried out. Throughout the tests, special 

attention is paid on the measuring position of the specimen. The pyrometer is placed at the back side 

in the hydraulic press. The specimen is inserted into the hydraulic press, whereas it is positioned in a 

way that the pyrometer does not measure the temperature at the area where the gripper contacted 

the specimen. The experimental plan is given in Table 8. For this experiment 24 specimen of geometry 

A were tested in six different settings, each containing four specimens. Temperature is tested on three 

different levels, while the transfer time varies from four to seven seconds and the height difference is 

constant at five millimeters for each setting.  

 

Table 8: Experimental plan – experiment 2 

Setting 
number 

Specimen number Temperature  
𝑻𝑭  [°C] 

Transfer time 
𝒕𝒕 [s] 

Height difference 
𝚫𝒉 [mm] 

1 1A, 2A, 3A, 4A, 300 4 5 
2 5A, 6A, 7A, 8A 300 7 5 
3 9A, 10A, 11A, 12A 400 4 5 
4 13A, 14A, 15A, 16A 400 7 5 
5 17A, 18A, 19A, 20A 500 4 5 
6 21A, 22A, 23A, 24A 500 7 5 

 

4.4. Sensor data visualization 

A Python script was used to visualize the sensor data for each measurement file saved in a specified 

directory. Measurements belonging to the same test setting are printed in the same diagram. A test 

setting is defined by the setting name, the diameter and height of the specimen, the preheating 

furnace temperature, the upset height, the transport time, and rest time. The setting name serves the 

identification purpose, all further information of the setting is displayed within the plot. To assign a 

measurement file to a test setting, the Python script needs information about the file names that 

belongs to an experiment setting. Therefore, the name of the measurement file needs to be specified 
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manually. An example for the assignment of all measurement files to the corresponding test setting of 

an experiment is given in Figure 15. 

 

 

Additionally, within the developed Python script average values, such as the velocity of the hydraulic 

press or the furnace temperature, are calculated for each test setting. The Python script creates plots 

from the measured sensor data and saves them in a specified directory. In the following the 

measurement data of the sensors is outlined. For this purpose, measurements from experiment 2 are 

shown for each sensor. 

 

The load cell converts the applied force of the hydraulic press into an electrical signal, which can be 

measured. Thereby, the electrical signal changes proportionally to the applied force [36]. Figure 16 

shows the load-time curve for a test setting. At the beginning of the upsetting process a steep rise in 

the force of the hydraulic press can be seen. The curve levels off an then further increases nonlinearly 

until it reaches a maximum. As the top die moves up, force drops down to zero. Within the Python 

script, the average maximum force is determined for each test setting. 

# 1.) Setting definition: 
# [setting name, diameter, height, preheating temperature, upset height, transport time, rest time] 
s_1 = ['s1', 10, 15, 300, 5, 4, 3]   
s_2 = ['s2', 10, 15, 300, 5, 7, 3] 
s_3 = ['s3', 10, 15, 400, 5, 4, 3] 
s_4 = ['s4', 10, 15, 400, 5, 7, 3] 
s_5 = ['s5', 10, 15, 500, 5, 4, 3] 
s_6 = ['s6', 10, 15, 500, 5, 7, 3] 
settings = [s_1, s_2, s_3, s_4, s_5, s_6]  # all tested settings 
 
# 2.) Assignment of measurement files to corresponding test setting 
sp_1 = ['TestNr_12.', 'TestNr_13.', 'TestNr_14.', 'TestNr_15.'] 
sp_2 = ['TestNr_16.', 'TestNr_17.', 'TestNr_18.', 'TestNr_19.'] 
sp_3 = ['TestNr_20.', 'TestNr_21.', 'TestNr_22.', 'TestNr_23.'] 
sp_4 = ['TestNr_24.', 'TestNr_25.', 'TestNr_26.', 'TestNr_27.'] 
sp_5 = ['TestNr_28.', 'TestNr_29.', 'TestNr_30.', 'TestNr_31.'] 
sp_6 = ['TestNr_32.', 'TestNr_33.', 'TestNr_34.', 'TestNr_35.'] 
specimen = [sp_1, sp_2, sp_3, sp_4, sp_5, sp_6] # all measurement files  

 

Figure 15: Example code 
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The LVDT converts linear movements into an electrical signal. Thereby, the position of the top die 

moving with constant velocity during the upsetting process, is determined, which is illustrated in Figure 

17. The highest value indicates the top die being at the initial position, while the lowest value indicates 

the end of the upsetting process. Measurements show a slight deceleration of the top die at the time 

the die contacts the specimen. Upsetting velocity is calculated from measurement data of the LVDT, 

using the linear relation between the position of the top die and the time. 

 

Figure 16: Sensor data - load cell 

Figure 17: Sensor data - LVDT 
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𝑣 =
𝛥𝑠

𝛥𝑡
=  

𝑠𝑠𝑡𝑎𝑟𝑡 − 𝑠𝑒𝑛𝑑

𝑡𝑒𝑛𝑑 − 𝑡𝑠𝑡𝑎𝑟𝑡
 (4.25) 

 

The distance 𝛥𝑠 is calculated as the difference between the die position at the start of the die 

movement 𝑠𝑠𝑡𝑎𝑟𝑡 and the position at the end 𝑠𝑒𝑛𝑑 of the upsetting process. The time 𝛥𝑡  is calculated 

as the difference between the point of time the top die reaches the lowest position 𝑡𝑒𝑛𝑑 and the point 

of time at the beginning of the movement 𝑡𝑠𝑡𝑎𝑟𝑡. An average velocity for the measurements of the 

same setting is calculated for further use in the simulations.  

 

A pyrometer is used for contactless temperature measurements. Radiation emitted by objects with 

temperatures greater than absolute zero temperature is detected from the pyrometer and 

transformed to an electrical signal [37]. In the experiment, the pyrometer measures the temperature 

of the specimen, shown in Figure 18.  

 

At the start of the measurement there is no specimen inserted into the hydraulic press, therefore the 

pyrometer indicates temperatures below 50 °C. At low temperature levels higher deviations between 

the measured temperature and the actual temperature occur. During positioning of the specimen on 

the bottom die, the temperature curve of the pyrometer shows high fluctuations as the specimen is 

manually moved by the gripper. Additionally, the pyrometer could measure the gripper temperature 

if it comes across the measuring position. In this case, the temperature curve shows significantly lower 

temperatures. As soon as the specimen is placed on the bottom die, the pyrometer shows a steady 

Figure 18: Sensor data - pyrometer 
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decrease in temperature. The temperature curve shows a steep drop during the upsetting process, as 

the specimen contacts both dies. A slight temperature rise due to deformation energy during upsetting 

can be seen in Figure 19. Thereby, temperature rise depends on the amount of the deformation. After 

the upsetting process, the specimen proceeds to cool down. Temperature decrease is higher, as the 

contact area between specimen and die has increased. As the specimen is removed, temperature 

immediately drops. In some cases, measurement stops before the specimen is removed.  

 

Thermocouples are simple and robust sensors to measure temperatures consisting of two different 

metals, that are joined together at one end. Due to heating or cooling of the junction, a voltage that 

correlates with the temperature is created [38]. The air temperature in the furnace is detected by the 

thermocouple installed via the retrofitting method. The temperature curve in Figure 20 indicates that 

the air temperature is not constant over the whole time. As the furnace is opened, hot air exchanges 

with the environment leading to a temperature loss inside the furnace. The average furnace 

temperature is calculated to assume the furnace temperature in the simulation. However, experiments 

showed that there are discrepancies between the measured temperature of the preinstalled 

thermocouples and the one that has been added with the retrofitting method, leading to uncertainties 

about the actual furnace temperature. Thereby, the retrofitted thermocouple, that indicates lower 

temperature values, is taken as reference. 

Figure 19: Sensor data - pyrometer (detail) 
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Another thermocouple measures the temperature of the environment, see Figure 21, which is almost 

constant over the time. Also, an average temperature is calculated to estimate the environment 

temperature for the simulations.  

 

 

 

Figure 20: Sensor data - thermocouple furnace 

Figure 21: Sensor data - thermocouple 
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4.5. Data processing  

To compare measurements and simulation, the sensor data is automatically processed using Python. 

Time-temperature curves and displacement-force curves were extracted from the sensor data. The 

temperature curve is determined for the timespan the specimen rests on the bottom die to the start 

of the upsetting process. Another temperature curve is determined for the time of the upsetting. 

Additionally, the force-displacement curve is calculated from the force of the load sensor and the top 

die position measured by the LVDT. Therefore, characteristic time points, illustrated in Figure 22, in 

the sensor data were identified. The time the specimen is placed on the bottom die 𝑡1 is defined by 

the transfer time of the individual test setting, as it is very difficult to determine from the sensor data 

due to the fluctuations around this time point. The start of the upsetting process 𝑡2 is defined by the 

force exceeding a defined threshold, whereas the end of the upsetting process 𝑡3  is determined by 

the time the top die reaches the lowest position. Two temperature plots and the force displacement 

curve are created for each test setting. These plots serve as a basis to compare experiments and 

simulation.  
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Figure 22: Relevant time points from the pyrometer measurement 
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5. Process simulation 

This chapter deals with the simulation of the upsetting process cycle of the specimen. First, an 

overview is given on the process itself and how it is divided into individual simulations. Further, a focus 

is set on the development of each FE simulation to describe the whole process. The structure of the FE 

model, the analysis type, the mesh as well as the simulation outputs are briefly explained. Additionally, 

an alternative approach to calculate the temperature during the transport with Python is presented. 

Literature research on material properties and further relevant parameters is summarized and 

parameters for the Johnson-Cook material model used in the upsetting simulation are outlined.  

 

5.1. Process cycle 

Overall, the whole process is divided into four simulations, whereas three of them are transient heat 

transfer simulations describing the heating and cooling of the specimen and one is a fully coupled 

thermal-stress analysis to model the compression of the specimen during upsetting. The specimen is 

placed inside the preheated furnace for a defined heating time. Due to convection, conduction, and 

radiation the specimen temperature rises. This process step is obtained by Simulation 1. Subsequently, 

Simulation 2 represents the manual transport of the specimen from the furnace to the hydraulic press 

after the preheating. During the transport the specimen cools down due to radiation and convection 

to the environment. Additionally, heat conducts from the specimen to the gripper. Simulation 3 starts 

at the time the specimen is placed on the bottom die of the hydraulic press and ends at the time the 

top die has moved from the initial position to the top surface of the specimen. Meanwhile heat 

conducts from the specimen to the cooler die, additionally convection and radiation are present to a 

small extend. Finally, Simulation 4 includes the compression of the cylindrical specimen. During this 

process step, heat conducts from the specimen to both dies. Inside the specimen heat is generated, as 

energy that is expended to plastically deform materials is to a great extend converted into heat.  

 

5.2. Unit system  

The FE simulations are carried out with Abaqus 2019. As there are no implemented units, all 

parameters are defined by using the SI-mm unit system, outlined in Table 9. Temperatures are defined 

in degree Celsius. Physical model parameters are defined for each FE model. The temperature at 

absolute zero is set at -273.15 °C and the Stefan Boltzmann constant  

𝜎𝑘 is defined as 5.67E-11 mW/mm2°C4 for consistency in units.  
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Table 9: Unit systems 

Quantity SI SI-mm 

Length m mm 

Force N N 

Mass kg t (103 kg) 

Time S s 

Stress Pa (N/m2) MPa (N/mm2) 

Energy J mJ (10-3 J) 

Density kg/m3 t/mm3 

 

5.3. Simulation 1 - Heating 

To simulate the process step of the preheating, furnace and specimen are modelled as three-

dimensional parts. A schematic representation of the model, including material properties, 

interactions, initial and boundary conditions, is given in Figure 23.  

 

 

  

Figure 23: Simulation 1 - Heating 

Furnace: 𝑇𝐹 , 𝜌, 𝑘, 𝑐 

Specimen: 𝑇𝑎 , 𝜌, 𝑘, 𝑐  

Boundary condition: 𝑇(𝑡) = 𝑇𝐹  

 

Convection: 𝑘𝑐  
Radiation: 𝜀𝑠  

 

Conduction: 𝑘𝑐  Radiation: 𝜀𝑠  
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Material properties for specific heat, conductivity and density are defined for the specimen as well as 

for the furnace. It is assumed, that the furnace is already preheated. Therefore, the initial temperature 

of the furnace is set to this defined temperature, whereas the initial temperature of the specimen is 

defined equal to the ambient temperature. A surface-to-surface contact between the specimen and 

the furnace is defined. Furthermore, the thermal conductance in the contact area is specified to model 

the conductive heat transfer between furnace and specimen. Additionally, convection and radiation 

boundaries are applied. A transient ‘heat transfer’ step is applied, in which a boundary condition with 

constant temperature is defined on the inside walls of the furnace. The time period is defined by the 

heating time.  

 

5.4. Simulation 2 - Transport 

For the transport simulation an alternative approach is used instead of a FE simulation. A transient 

heat transfer equation was defined for the problem, which was solved using Python. Assuming that 

the temperature changes uniformly in the whole specimen, a differential equation for a 0-dimensional 

heat transfer problem is defined from equation (3.21). This energy balance equation considers 

temperature changes due to radiation and convection to the environment and a surface heat flux 

caused by the heat conduction from the specimen to the gripper. 

 

𝑑𝑇

𝑑𝑡
=  

1

𝜌𝑉𝑐
[𝑞𝑠

′′𝐴𝑠,ℎ − ℎ𝑐  (𝑇 − 𝑇𝑎)𝐴𝑠 − 𝜀𝑠𝜎𝑘 (𝑇4 − 𝑇𝑎
4

) 𝐴𝑠] (5.26) 

𝑇𝑖+1 − 𝑇𝑖

𝛥𝑡
=  

1

𝜌𝑉𝑐
[𝑞𝑠

′′𝐴𝑠,ℎ − ℎ𝑐  (𝑇𝑖 − 𝑇𝑎)𝐴𝑠 − 𝜀𝑠𝜎𝑘 (𝑇𝑖
4 − 𝑇𝑎

4
) 𝐴𝑠] (5.27) 

𝑇𝑖+1 = 𝑇𝑖 + 
𝛥𝑡

𝜌𝑉𝑐
[𝑞𝑠

′′𝐴𝑠,ℎ − ℎ𝑐  (𝑇𝑖 − 𝑇𝑎)𝐴𝑠 − 𝜀𝑠𝜎𝑘 (𝑇𝑖
4 − 𝑇𝑎

4
) 𝐴𝑠] (5.28) 

 

The equation is discretized in time by applying the explicit Euler-method. Moreover, the equation is 

solved with Python with a defined number of iterations. As the initial condition, the temperature is 

taken from the previous simulation. The time delta 𝛥𝑡 is specified as 0.1 seconds since deviations to 

the calculated time with a delta of 0.01 are low. The number of iterations is calculated as the time of 

transport divided by the time difference. The term for the surface heat flux and the related surface 

area is unknown, therefore a correction term is used, and the temperature curve was fitted to the 

measurements. 
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5.5. Simulation 3 – Rest on die 

The simulation model is illustrated in Figure 24. Bottom die and specimen are modelled as three-

dimensional parts. Material properties for specific heat, conductivity and density are defined. The 

initial temperature of the bottom die is assumed to be at room temperature, whereas the initial 

temperature of the specimen is defined by the temperature at the end of the transport simulation. A 

surface-to-surface contact definition between specimen and die is created, whereas the contact 

conductance between the two parts is specified. Furthermore, convection to the environment is 

specified, whereas a heat transfer coefficient for free convection is considered. Although, radiation 

effects are rather small at lower temperatures and could be neglected, radiation to the environment 

is defined as the computation time is not high for this simulation.  

 

 

5.6. Simulation 4 - Upsetting  

For the upsetting simulation two different approaches, an explicit and an implicit, are elaborated. A 

schematic overview on the model, including material properties, initial condition, boundary conditions 

and interactions is given in Figure 25.Top and bottom die, as well as the specimen are modelled as 

three-dimensional parts. An initial gap of 0.1 mm between top die and specimen is defined to avoid 

problems with the contact definition. The initial temperature of the top die is defined equal to the 

ambient temperature, whereas the initial temperature of the specimen and the bottom die is defined 

by the temperature distribution at the end of the previous simulation. Contact between the parts is 

specified using a general contact formulation. Contact in normal direction is defined as ‘Hard’ contact, 

Bottom die: 𝑇𝑎 , 𝜌, 𝑘, 𝑐 

Conduction: 𝑘𝑐  

Specimen: 𝑇1𝑒𝑛𝑑, 𝜌, 𝑘, 𝑐  

 

Convection: 𝑘𝑐  
Radiation: 𝜀𝑠  

 

Figure 24: Simulation 3 – Rest on die 
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the tangential behavior is defined by the penalty friction formulation with a constant friction 

coefficient of 𝜇 = 0.3. Heat conduction in the contact area to the dies is considered by defining the 

thermal contact conductance as a function of clearance. All degrees of freedom of the bottom die are 

constrained. A reference point is created and coupled to the contact surface of the top die. Thereby, 

all translational and rotational degrees of freedom are constrained. A displacement boundary is 

specified on the reference point by a time-displacement amplitude to define the movement of the top 

die. Heat loss due to convection and radiation is neglected, as the process time is rather short. 

Additionally, heat loss due to radiation is negligible for lower specimen temperatures. A ‘Coupled 

temp-displacement’ step is applied in the implicit simulation, for the explicit simulation the step is 

defined as ‘Dynamic, temp-disp., Explicit’. Material properties for the dies and the specimen include 

specific heat, conductivity, density, and elasticity. Additionally, plastic material behavior is defined for 

the specimen material by using the Johnson-Cook constitutive equation. The explicit simulation 

includes damage for ductile materials. Heat generation due to plastic deformations are considered 

with the definition of the inelastic heat fraction.  

 

  

No translational or rotational 

degrees of freedom  

Bottom die: 𝑇3𝑒𝑛𝑑 , 𝜌, 𝑘, 𝑐, 𝐸 

Top die: 𝑇𝑎 , 𝜌, 𝑘, 𝑐, E 

Specimen: 𝑇3𝑒𝑛𝑑, 𝜌, 𝑘, 𝑐, 𝐸  
Inelastic heat fraction,  

Johnson-Cook model parameters 

Conduction: 𝑘𝑐  

Friction: 𝜇 

Reference point with 

applied displacement 

boundary and 

kinematic coupling to 

top die surface 

Figure 25: Simulation 4 - Upsetting 
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5.7. FE mesh 

The specimen is partitioned by using datum planes, also mesh controls are applied to create a radial 

arrangement of the elements, illustrated in Figure 26. The element size is defined by applying global 

seeds. A hex-dominated mesh using sweep technique and the advancing front algorithm is created. 

Furnace and dies are meshed using hexagonal elements with the structured meshing technique. 

Additionally, partitions are created for the furnace. 

 

 

Depending on the type of simulation either elements for ‘Heat transfer’ or elements for ‘Coupled 

Temperature-Displacement’ are selected. The respective element library is used for implicit and 

explicit simulations. Element size is defined by global seeds for each part. Assigned element types are 

listed in Table 10 for each part in the Abaqus model. Thereby, element type DC3D8 is an 8-node linear 

heat transfer brick, DC3D6 is a 6-node linear heat transfer triangular prism. C3D8RT describes an 8-

node thermally coupled brick with trilinear displacement and temperature, that uses reduced 

integration and hourglass control. C3D6T is a 6-node thermally coupled triangular prism with linear 

displacement and temperature [31]. 

 

Table 10: Element type for each part 

Part Heat transfer Coupled Temperature-Displacement 

Specimen DC3D8 + DC3D6 C3D8RT + C3D6T 

Dies DC3D8 C3D8RT 

Furnace DC3D8 C3D8RT 

 

  

Figure 26: Partitions and mesh of the specimen 
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5.8. Simulation outputs 

Field output and history output are requested in the simulation. The frequency of the field output is 

either defined as units of time depending on the step time or as numbers of intervals. Field output 

variables, such as nodal temperature, heat flux, stress, strain and so on are specified. Additionally, two 

different history outputs are defined. A node set, depicted in Figure 27, containing nodes on the shell 

surface of the cylindrical specimen at fixed x- and y- coordinate and variable z-coordinate is defined.  

 

History output, with nodal temperature ‘NT’ and nodal coordinate ‘COORD’ as output variables, is 

requested for this node set to evaluate the temperature of the specimen. Thereby, nodal coordinates 

are necessary to identify the nodes at the pyrometer position, which is further compared to the 

measured temperature. Another history output is created for the reference node in the upsetting 

simulation. The output variables are specified as U3, for the displacement along the z-axis, and RF3, 

which is the reaction force acting on the reference point, also along z-direction. The results of the 

history output are further accessed by a Python script to extract the results from the Abaqus output 

database. 

 

5.9. Material properties 

Material properties that need to be specified in a transient heat transfer analysis are the material 

density, specific heat, and conductivity. The thermal material properties of aluminum alloys, listed in 

Table 11, are assigned to the specimen. Thereby, the defined values for the specific heat capacity are 

for aluminum alloys in general and the conductivity values are for aluminum alloys in 6xxx series. The 

density of aluminum EN-AW 6082 is specified as 𝜌 = 2700 𝑘𝑔/𝑚3. This material parameters are used 

for the specimen in each simulation. 

Node coordinates: (
𝑑0

2
, 0, ℎ0) 

Node coordinates: (
𝑑0

2
, 0, 0) 

Figure 27: Node set 
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Table 11: Thermal material properties of aluminum alloys [39] 

Temperature 𝑻 [°C] Conductivity 𝒌 [W/m°C] Specific heat capacity 𝒄 [J/kg°C] 

20 191 911 

100 197 944 

200 204 985 

300 211 1026 

400 218 1067 

500 225 1108 

 

The furnace lining is made of refractory, therefore material properties of silica, a common refractory 

material, were selected. The thermal properties of silica, listed in Table 12, are assigned to the furnace 

in Simulation 1. The density of silica is defined as 𝜌 = 1820 𝑘𝑔/𝑚3 [40].  

 

Table 12: Thermal material properties of silica [40] 

Temperature 𝑻 [°C] Conductivity 𝒌 [W/m°C] Specific heat capacity 𝒄 [J/kg°C] 

400 1.2 915 

600 1.36 944 

800 1.51 961 

1000 1.64 969 

1200 1.76 979 

 

The dies of the hydraulic press are probably made from hot-working steel, e.g., W300. However, as the 

exact material specification is unknown, material properties of carbon steel are assumed, as 

temperature dependent properties were found in the literature. The density is specified as 𝜌 =

7850 𝑘𝑔/𝑚3, thermal material properties for steel used in the simulation are shown in Table 13. 

 

Table 13: Thermal material properties of carbon steel [41] 

Temperature 𝑻 [°C] Conductivity 𝒌 [W/m°C] Specific heat capacity 𝒄 [J/kg°C] 

20 53 440 

100 51 488 

200 47 530 

300 44 565 

400 41 606 

500 37 667 
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Elastic behavior is described by a linear isotropic elasticity model, characterized by the Young’s 

Modulus and the Poisson’s ratio. The temperature dependent Young’s modulus for aluminum is shown 

in Table 14, the Poisson ratio of aluminum is assumed to be 0.33 [21]. 

 

Table 14: Young's modulus for aluminum alloys [39] 

Temperature 𝑻 [°C] Young’s modulus 𝑬 [MPa] 

20 70000 

50 69300 

100 67900 

150 65100 

200 60200 

250 54600 

300 47600 

350 37800 

400 28000 

 

The type of simulation requires elastic behavior to be specified for all parts in the simulation. The 

Young’s modulus and the Poisson ratio for steel are listed in Table 15. 

 

Table 15: Young's modulus and Poisson ratio of steel [42] 

Temperature 𝑻 [°C] Young’s modulus 𝑬 [MPa] Poisson ratio 𝝂 [-] 

50 206400 0.271 

100 201600 0.271 

150 198300 0.273 

200 193300 0.275 

250 190600 0.278 

295 186400 0.282 

 

Viscoplastic material behavior is defined with the Johnson-Cook constitutive material model, that 

describes the behavior of metals considering work hardening in the first term, strain rate hardening in 

the second term and thermal softening of the material in the third term [43]. 

 

𝜎 = (𝐴 + 𝐵 𝜀𝑝
𝑛) [1 + 𝐶 ln (

𝜀�̇�

𝜀0̇
)] [1 − (

𝑇 − 𝑇𝑡

𝑇𝑚 − 𝑇𝑡
)

𝑚

] (5.29) 
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In this equation σ is the stress, 𝐴 the yield strength of the quasi-static condition, 𝐵 the strain hardening 

constant, 𝜀𝑝 the plastic strain, 𝑛 the strain hardening exponent, 𝐶 the strain rate sensitivity, 𝜀�̇� the 

strain rate, 𝜀0̇ the reference strain rate, 𝑇 environment temperature, 𝑇𝑡 the reference temperature, 

𝑇𝑚 the melting temperature [43]. The Johnson-Cook plasticity model can be described as particular 

type of isotropic material hardening. The Johnson-Cook material model can be used together with the 

Johnson-Cook dynamic failure model enabling to evaluate material failure. Damage of the material 

occurs if the damage parameter 𝜔, which is defined as [31] 

 

𝜔 =  ∑ (
𝛥𝜀 𝑝𝑙

𝜀𝑓 𝑝𝑙
) (5.30) 

 

exceeds 1, whereby 𝛥𝜀 𝑝𝑙 is an increment of the equivalent plastic strain and 𝜀𝑓 𝑝𝑙  describes the strain 

at failure. The failure model describes the strain at failure dependent on a nondimensional plastic 

strain rate 
�̇�𝑝

�̇�0
, the ratio of the pressure stress to the Mises stress 

𝑝

𝜎
 and the nondimensional 

temperature 
𝑇−𝑇𝑡

𝑇𝑚−𝑇𝑡
, which is also defined in the Johnson-Cook plasticity model. In this equation 𝐷1 −

𝐷5 are the failure parameters [31]. 

 

𝜀𝑓 𝑝𝑙 = [𝐷1 + 𝐷2 𝑒𝑥𝑝 (𝐷3 ∙
𝑝

𝜎
)] [1 + 𝐷4 ln (

𝜀�̇�

𝜀0̇
)] [1 + 𝐷5 ∙ (

𝑇 − 𝑇𝑡

𝑇𝑚 − 𝑇𝑡
)] (5.31) 

 

Various parameters for the Johnson-Cook material model for aluminum EN AW-6082 can be found in 

the literature: [43–50]. Some of the parameters for the Johnson-Cook model, obtained from literature, 

are shown in Table 16. Additionally, damage parameters are listed in Table 17. 

 

Table 16: Johnson Cook Model parameters  

𝑨 𝑩 𝑪 𝒏 𝒎 �̇�𝟎 𝑻𝒎 𝑻𝒕 Literature 

[MPa] [MPa] [-] [-] [-] [s-1] [°C] [°C]  

201.55 250.87 0.00977 0.206 1.31 0.001 582 20 [44] 

297.8 111.1 0.0238 0.048 1.19 1 555 25 [45] 

285 94 0.002 0.41 1.34 1 588 25 [47] 

250 243 0.00747 0.17 1.31 1 582 25 [49] 
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Table 17: Johnson Cook damage parameters [44] 

𝑫𝟏 𝑫𝟐 𝑫𝟑 𝑫𝟒 𝑫𝟓 

[-] [-] [-] [-] [-] 

0.0164 2.245 -2.798 0.007 3.65 

 

5.10. Temperature increase associated with plastic deformations 

In metal forming energy is expended to plastically deform materials, whereby this energy is to a large 

extend converted into heat, leading to an increase in the component temperature [51]. In the work of 

[50], experiments are conducted to measure the temperature increase of an aluminum alloy EN AW-

6082 via infrared thermography, which is a commonly used technique. The medium value for the 

fraction of plastic deformation that is converted into heat was calculated as 0.9 within this work. This 

value is also a very commonly used value for metals in general [46, 50]. In further literature [44], the 

fraction of plastic work, that is converted into heat is defined as 0.9 for aluminum 6082, although, 

literature shows, that this value depends on the strain rate. 

 

Abaqus provides the possibility to include the heat generation by defining an inelastic heat fraction, to 

specify the fraction of inelastic dissipation applied as heat flux per volume. The inelastic heat fraction 

can be defined in conjunction with the Johnson-Cook plasticity model, the density and the specific heat 

[31]. Bulk metal forming processes, for example, involve large amounts of inelastic strain. Considering 

the heat generation allows for a more realistic process simulation, as material properties depend on 

temperature. For the present work, the inelastic heat fraction was defined as 0.9.  

 

5.11. Thermal contact conductance 

The heat transfer from a component to the tools has various impacts on the process, for example 

during forging. The thermal contact conductance depends on several parameters, but most 

importantly on the geometry of the contact surfaces, the contacting materials, the pressure, the 

temperature and the lubrication type [51].  

 

Heat is transferred by conduction through contact asperities. Pressure and surface roughness define 

the asperity shape. High contact pressure leads to deformation of the asperities, which increases the 

contact area and the heat transfer coefficient as well. Furthermore, decreasing surface roughness 

leads to higher conductance in the contact area [52]. Contact conductance can be measured from 

experiments. Another method is to vary the parameter in numerical solutions to adapt the results to 

a measured temperature distribution. The contact conductance gives the best match between 
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experiment and simulation [51]. Literature provides reference values for the thermal contact 

conductance, see Table 18.  

 

Table 18: Reference values - contact conductance 

Application Contact conductance [W/m2K] 

Hot pressing of aluminum [51] 15000 … 30000 

Approximate value for hot forming [51] 50000 

Aluminum during hot forming  [53] 3300 

Aluminum – aluminum [54] 2200 - 12000 

Stainless steel – stainless steel [54] 2000 - 3700 

Ti-6Al-V4 workpiece - H13 steel die [55] 4000 – 6000  

 

In Abaqus the contact conductance is defined as a function of clearance and / or a function of pressure. 

In the simulations the contact conductance is defined dependent on the gap between the contact 

surfaces. For the upsetting simulation, a higher heat transfer coefficient is used than in the heat 

transfer simulation to the die. Thereby, the contact conductance is defined based on reference values 

and further parameter variation in order to fit the simulation to the measurements. 

 

5.12. Convection coefficient 

Literature, given in Table 19, provides reverence values for the heat transfer coefficient used in 

calculations with forced or natural convection. Thereby, higher values indicate higher heat loss or heat 

input.  

 

Table 19: Reverence values - convective heat transfer coefficient 

Application Heat transfer coefficient 𝒉𝒄 [W/m2K] 

Free convection [56] 3 … 20 

Forced convection [56] 10 … 100 

Forced convection [22] 25 … 250 
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6. Abaqus Scripting  

As multiple simulations with varying geometry and input parameters are required, the generation of 

the Abaqus models as well as the evaluation of the simulation results is automized by using Abaqus-

specific Python commands. This chapter gives an overview on the Abaqus Scripting Interface and 

object-oriented programming. The hierarchy of the Abaqus output database is illustrated to 

demonstrate how to access data of an Abaqus output database. Additionally, the structure of the 

developed Python code is outlined.  

 

6.1. Abaqus Scripting Interface 

The Abaqus Scripting Interface is an application programming interface (API) that extends the object-

oriented programming language Python. From a script, containing Abaqus Scripting Interface 

commands, Abaqus/CAE functionalities can be accessed. For instance, the Abaqus Scripting Interface 

Abaqus/CAE 

Abaqus/CAE 

kernel 

Input file 

Output database 

Abaqus/Standard 

Abaqus/Explicit 

Abaqus/CFD 

Abaqus/Design 

GUI Script 

Command 

Line 

Interface  

(CLI) 

Replay 

files 
Python 

interpreter 

commands 

Figure 28: Interaction of Abaqus Scripting Interface commands with the Abaqus/CAE kernel [31] 
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allows the user to create and modify an Abaqus model, submit jobs, read from an output database, or 

view analysis results. Figure 28 depicts the interaction of Abaqus Scripting Interface commands with 

the Abaqus/CAE kernel. The Abaqus/CAE graphical user interface (GUI) allows the user to interact with  

the kernel. It generates Python commands based on the selected options and settings from dialog 

boxes, which are then interpreted by the Abaqus/CAE kernel. All commands are stored in the replay 

(.rpy) file. Instead of the Abaqus GUI, a script that contains Abaqus Scripting Interface commands, can 

be used to directly communicate with the kernel. Additionally, a script allows the automation of 

repetitive tasks [31]. 

  

6.2. Recording Python commands 

A detailed introduction on recording Python commands from Abaqus/CAE to create a script is given in 

[57], which mentions the following options to record the commands: (1) Each click in the Abaqus GUI, 

even scrolling or zooming in the Abaqus Viewer, is recorded and the Python commands are 

automatically saved into the replay (.rpy) file in the active directory. (2) As the Abaqus model is saved, 

additionally, a journal (.jnl) file is saved. This includes only commands necessary for the model 

generation. (3) Also, the Macro Manager can be used to record and write commands to the 

abaqusMacros.py file until the recording is stopped. Recorded commands can be used to develop the 

Python script [57]. Further information can also be found in the Abaqus Scripting reference [31].  

In this work, the recorded Python commands from the replay file were used to build functions. To 

create adaptable simulations, parameters were used when necessary.  

 

6.3. Object-oriented programming  

Python is an object-oriented programming language, which means it is based around objects. Objects 

include data, referred to as the member of an object. So called methods are used to manipulate the 

data of an object. An example for a Python object could be the model of a real-world object, like a tire, 

or even an array of nodes. In case of the tire, the encapsulated data could be its width, diameter, or 

the price. Methods, for instance, calculate deformation or wear of the tire during use. Different types 

of objects can share the same members and methods. Furthermore, class definitions include members 

and methods operating on the members [31]. 

 

6.4. Abaqus Output Database (ODB) 

Abaqus saves results data and model data in an output database. Field outputs as well as history 

outputs defined in the Abaqus model are stored in the results data and can be accessed by Abaqus 

Scripting. An ODB-object is created if an output database is opened. Each step is defined as a member 
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of the ODB-object. Further, the step-object contains field outputs and history outputs. To access field 

or history outputs, Python commands are used to step through the hierarchy, shown in Figure 29 [31]. 

For instance, to access the reaction force acting on a reference point, the following structure can be 

used:  

odb.steps[‘stepname’].historyRegions[‘regionname’].historyOutputs[‘variable’].data 

 

Thereby, odb is the created output database object, ‘stepname’ is the name defined for the step for 

which the data should be evaluated, ‘regionname’ is the name of the history region, which is defined 

by Abaqus, and ‘variable’ is the desired output variable – in this case ‘RF’.  

 

 

6.5. Script structure 

For editing the Python scripts, the PyCharm Community Edition 2021.2.3 was used. In the following, 

an overview on the functionalities and the file structure, illustrated in Figure 30, is given. For reasons 

of clarity and simplicity the Abaqus Scripting Interface commands are separated into a main script and 

modules. Thereby, each module contains a set of functions to access Abaqus/CAE functionalities. 

Further, modules are divided into layer 1 and layer 2 modules. Layer 1 modules are directly called from 

the main script, whereas layer 2 modules are called in layer 1 modules. Therefore, all layer 1 modules 

Figure 29: Abaqus Output Database [31] 
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can use the same functions, defined in layer 2 modules. Changes in a layer 2 module, such as material 

properties, are adapted for all layer 1 modules that access this type of information. 

 

The main script includes the necessary Abaqus specific import statements and import statements that 

include the modules. In the first section, the file paths - one for the Abaqus results and one for the .csv 

files - are specified. Subsequently, the specimen geometry as well as process parameters, such as 

furnace temperature, transport time or the velocity of the hydraulic press, are defined. Additionally, 

simulation parameters, like simulation name, friction coefficient, emissivity, or element size need to 

be specified. Defined file names serve for identification purpose, as they are also used in other scripts. 

The main script starts the simulations, evaluates the output database and writes the simulation results 

to a .csv file in the specified directory.  

 

 

The main script offers the possibility to choose, which simulation to run. Although, if, for example, only 

the last simulation is executed, an .odb file of the previous simulation needs to be present in the 

specified directory. The main script is executed via the command window, either by starting the 

Abaqus GUI or without GUI: 

abaqus cae script=main_script.py 

abaqus cae noGUI=main_script.py 

 

Also, the script can be started using the GUI -> File -> Run Script. Before executing the script, the 

working directory needs to be specified, which needs to be the directory of the main script. Otherwise 

import 

main script 

file paths 

parameter 

definition 

run simulation 

evaluate simulation 

. . . 

Simulation_1 

odb_data 

. . . 

layer 1 

modules  

abaqus_functions 

material_data 

layer 2 

modules  

Figure 30: Python script structure 
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Abaqus has no access to the modules. If changes are made in one of the modules, Abaqus needs to 

reload the module again, therefore Abaqus needs to restart.  

 

Layer 1 modules are all modules that either create and run a simulation or evaluate the results of a 

simulation. All ‘Simulation’ modules contain one function, that generates and runs the simulation. 

Thereby, all modules, except the one used for the Python heat transfer simulation, use the functions 

defined in the ‘abaqus_function’ module to build the Abaqus model step by step and run the 

simulation. Changes in the structure of the simulation models can be achieved by editing the respective 

‘Simulation’ module. General input parameters for these modules are, for instance, the specimen 

diameter and height, process time, mesh size and so forth.  

 

In the simulations, the nodal temperatures for a defined node set and the reaction force and 

displacement of the reference node are defined as history output and therefore, the corresponding 

values are saved in the output database. To make the simulation results available for the comparison 

between experiment and simulation, results are extracted from the Abaqus .odb file and saved as a 

.csv file by using the ‘odb_data’ module. Therefore, some general functions are defined, which are 

used in three different evaluation functions. The first evaluation function saves the nodal temperatures 

for each node defined in the node set to a .csv file. The first column contains the z-coordinate of the 

node, the second the time and the third one the nodal temperature. The second evaluation function 

calculates an average temperature, using the temperatures of the nodes at the end of a step. The third 

evaluation function extracts the force and displacement of the reference node. All output variables are 

saved into a .csv file. Thereby, in the first column the time is specified, in the second one the 

displacement and in the third one the reaction force.  

 

There are only two modules, named ‘material_data’ and ‘abaqus_functions’, that belong to layer 2. 

The first one mentioned includes the material properties of aluminum EN AW-6082, steel, and silica, 

providing the benefit that the same material properties are used in each simulation. If material 

properties change, it only needs to be adapted in this module. Literature sources for the material 

properties are mentioned in chapter 5.9. The second one mentioned is the basis for the scripting of 

the FE models with Abaqus. This module contains general functions, that require input parameters to 

execute desired commands in Abaqus/CAE. For example, this module includes a function that creates 

a part in Abaqus with defined dimensions, a function to generate the mesh of a part and many more 

to build the FE model step by step. For further details, short descriptions of the functions are provided 

in each script in the appendix. 
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7. Concept and Implementation 

In this chapter, an overview is given on the whole process, including the visualization of the sensor 

data, the automized simulation and the comparison between experiment and simulation. 

Furthermore, the automation of the simulation process is outlined in detail. Illustrations are presented 

to describe the workflow. 

 

7.1. Overall process 

The overall process, illustrated in Figure 31, is realized by using Python. First, an experimental plan is 

necessary to define the process parameters for each test setting. After the experiments are conducted, 

sensor data is available. To use the ‘measurements.py’ script (Appendix A), information about the test 

setting needs to be defined manually in the Python script. To visualize the measured sensor data, the 

script accesses all measurement files in a specified folder. As an output, the measured quantities are 

represented over the time in a diagram. All measurements belonging to the same test setting are 
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Figure 31: Overall process 
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illustrated in the same diagram. As a result, the visualized sensor data can be checked for plausibility. 

The ‘main_script.py’ (Appendix B) script is responsible for creating, running, and evaluating the 

simulations. Manual input is needed to define process and simulation parameter. The simulation part 

can also be executed before the experiments. If measurements already exist, some parameters, such 

as the furnace temperature, can be estimated from the ‘measurements.py’ script. In ‘main_script.py’, 

file paths for the .odb files and the .csv files need to be specified. This script will be further explained 

in the next section. Finally, the ‘compare.py’ script combines the measurements and the simulation 

results. Therefore, the sensor data needs to be processed to make it comparable to the simulation 

results. As in the ‘measurements.py’ script, information about the test settings needs to be specified 

at the beginning of the script. Further, the folder paths need to be specified.  

 

7.2. Automation of the simulation sequence 

By using the ‘main_script.py’ the simulation process is executed, as depicted in Figure 32. Required 

input parameters are file paths for the results, process parameters and simulation parameters. The 

name of the simulated setting needs to be specified, as defined in the experimental plan, to assign the 

simulation to the corresponding measurement later. The names for the simulations are already 

defined as they are used as keywords in the ‘comparison.py’ script. In this main script, the 

corresponding modules are called in the right order.  

 

The first module is the ‘Simulation_1.py’ (Appendix D), which represents the heating of the specimen. 

Results of the FE simulation are saved in a specified folder. The module ‘odb_data.py’ (Appendix I) 

evaluates the Abaqus output database saved in the specified directory and determines the average 

temperature at the end of the heating simulation. This temperature serves as initial temperature for 

the transport simulation implemented with Python, named ‘Simulation_2p.py’ (Appendix E). The 

resulting temperature is then again used as initial temperature for the next module ‘Simulation_3p.py’ 

(Appendix F), which represents the heat transfer to the bottom die before the compression of the 

specimen. The FE simulation provides an output database, which is evaluated by using the 

‘odb_data.py’ module. Relevant data from the output database is saved in a .csv file. The temperature 

field at the end of this simulation is further used to define the initial temperature in the upsetting 

simulation, represented as ‘Simulation_4i.py’ (Appendix G) for the implicit simulation, or 

‘Simulation_4e.py’ (Appendix H) for the explicit simulation. The  ‘main_script.py’ offers the possibility  

to choose between the implicit and explicit simulation. As a result, again an output database is 

generated, which is accessed by the ‘odb_data.py’ module to create .csv files for further comparison 

between simulation and experiment. Thereby, all ‘Simulation_XX.py’ modules access the material 

properties defined in the ‘material_data.py’ (Appendix J) module. Additionally, all FE simulations 
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access the ‘abaqus_functions.py’ (Appendix K) module, which defines functions to generate and run 

an Abaqus simulation. Additionally, if intermediate results need to be examined, there is the option to 

run only simulation 1, or simulation 1-3. If results of the previous simulations are already stored in the 

directory, it is possible to execute only simulation 4. 
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Table 20: Input and output parameter of each simulation 

Input Simulation 1 Output Simulation 1 

Initial diameter 𝑑0 and initial height ℎ0  of the specimen, ambient 

temperature 𝑇𝑎, furnace temperature 𝑇𝐹, time-temperature 

amplitude for the temperature in the furnace, heating time 𝑡ℎ, 

emissivity of furnace and specimen material 𝜀𝑠, heat transfer 

coefficient for convection ℎ𝑐, thermal contact conductance 𝑘𝑐, 

global seed size for specimen and furnace, file path for the output 

database, name of the simulation/job 

.odb file 

Field output: NT, HFL 

History output for defined 

node set: NT, COORD 

 

Input Simulation 2 Output Simulation 2 

Initial diameter 𝑑0 and initial height ℎ0  of the specimen, ambient 

temperature 𝑇𝑎, temperature of the specimen at the end of the 

previous heating simulation 𝑇1𝑒𝑛𝑑, transport time 𝑡𝑡, emissivity of 

specimen material 𝜀𝑠, heat transfer coefficient for convection ℎ𝑐 

Temperature at the end of the 

transport 𝑇2𝑒𝑛𝑑 

Input Simulation 3 Output Simulation 3 

Initial diameter 𝑑0 and initial height ℎ0  of the specimen, process 

time, emissivity of the specimen material 𝜀𝑠, heat transfer 

coefficient for convection ℎ𝑐, ambient temperature 𝑇𝑎, 

temperature of the specimen at the end of the previous transport 

simulation 𝑇2𝑒𝑛𝑑, thermal contact conductance 𝑘𝑐, global seed 

size for specimen and bottom die, file path for the output 

database, name of the simulation/job 

.odb file 

Field output: NT, HFL 

History output for defined 

node set: NT, COORD 

 

Input Simulation 4 Output Simulation 4 

Initial diameter 𝑑0 and initial height ℎ0  of the specimen, time for 

the upsetting process, friction coefficient μ, thermal contact 

conductance 𝑘𝑐, file path to output database of previous 

simulation, time-displacement amplitude, global seed size for 

specimen and dies, file path for the output database, name of the 

simulation/job 

.odb file 

Field output: S, U, PE, PEEQ, 

CSTRESS, CFORCE, NT, HFL  

(+ DAMAGEC, DMCRT, for 

explicit simulation) 

History output for defined 

node set: NT, COORD 

History output for reference 

point: U3, RF3 
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All simulation and process parameter are specified at the beginning of the ‘main_script.py’ and are 

passed on to the respective function to run the simulation. An overview on the input and output 

parameters for each simulation is given in Table 20. Additionally, each module provides comments 

with information on the necessary input variables. Specified field or history output variables are 

defined in the Abaqus Documentation [31].  
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8. Evaluation and Results 

In this chapter, sensor data provided by the CPPSs during the experiments is discussed. Thereby, the 

focus is not only on the measurements within a test setting, but rather on the comparison of the data 

between different settings. Additionally, the condition of the specimens after forming is discussed. 

Further, input values and influencing factors on the simulations are outlined and simulations are 

evaluated. Prior to presenting the differences between experiment and simulation, challenges, 

occurred with automated simulation models are mentioned. Finally, an overview is given on the 

comparison between the experiments and the results generated with the automated simulations. 

 

8.1. Interpretation of the sensor data 

An example for the visualization of the measured quantities is given in Figure 33. By using the 

‘measurement.py’ script, this plot is created for each test setting including the corresponding 

measurements. The visualization serves identify significant divergences to further exclude outliers. 

Additionally, it can be used for plausibility checks regarding the sensor data. In the following 

measurements belonging to different test settings are compared with each other, to analyze 

influencing factors on the process cycle. Thereby, influence of temperature, transport time, upset 

height and preheating temperature is assessed.  
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Figure 33: Visualization of sensor data 
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To demonstrate the strong dependence of the upsetting force on the specimen temperature, test 

settings with the same geometry, transport time, and upset height were compared. Temperature 

curves are shown in Figure 34, and corresponding upsetting forces are illustrated in Figure 35. Thereby, 

the predefined furnace temperatures are 300 °C (blue), 400 °C (orange) or 500 °C (red). Lower 

specimen temperatures correlate with higher upsetting forces. 

 

 

 

Figure 35: Upsetting force (experiment 2, geometry A, 𝑡𝑡 = 4 s, Δh = 5 mm) 

Figure 34: Temperatures (experiment 2, geometry A, 𝑡𝑡 = 4 s, Δh = 5 mm) 
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Measured specimen temperatures between 160 °C and 180 °C at the time before the upsetting process 

starts result in an average force of 30 kN. Force is reduced by the factor two as the pyrometer detects 

specimen temperatures between 235 °C and 270 °C, which shows a high dependence of the force on 

the specimen temperature. 

 

Figure 36 illustrates the force-time curve for test setting s5 with an upset height of 5 mm, shown in 

green and test setting s6 with an upset height of 8 mm, shown in blue. Furnace temperature is set at 

500 °C for both settings, whereas transport time varies. Force goes up as the upset height increases.  

 

Further, both settings show a linear temperature curve, see Figure 37, during the contact to the bottom 

die prior to the compression of the specimen. Temperatures at the point of time the upsetting starts 

are not significantly lower for a transport time of seven seconds. Therefore, the influence of the 

transport time on the upsetting force is low. After the upsetting, an increase in the specimen 

temperature is visible for the specimen compressed to more than half of the initial height.  

 

Within the entire process, time restrictions regarding transport time and rest time were met very well. 

The LVDT measurements show time differences of less than a second between measurements of the 

same test setting before the die moves downwards. Equally, this can be observed in the measurements 

of the load sensor.  

Figure 36: Upsetting force (experiment 1, geometry A, 𝑇𝐹  = 500 °C, 𝑡𝑡 = 4 s / 7 s, Δh = 5 mm / 8 mm) 
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Subsequently, experiment 1 and 2 are compared to each other, on the example of test setting s1, which 

was the same in both experiments. As expected, upsetting force, depicted in Figure 38, is 

approximately the same for setting s1 in experiment 1, illustrated in blue and experiment 2, shown in 

orange.  

 

 

 

Figure 38: Comparison between experiments with the same test setting (s1): Load cell 

Figure 37: Pyrometer temperature (experiment 1, geometry A, 𝑇𝐹 = 500 °C, 𝑡𝑡 = 4 s / 7 s, Δh = 5 mm / 8 mm) 
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A difference between the two experiments was the positioning of the pyrometer. In the first 

experiment, the pyrometer position was on the left side of the hydraulic press. Temperature 

measurements from the pyrometer are illustrated in Figure 39. Fluctuations in the first view seconds 

of the measurement occur, due to movement of the gripper, which occasionally crosses the measuring 

position in experiment 1. During the second experiment, the pyrometer position was on the back side 

of the hydraulic press. Changes in the position of the pyrometer lead to lower fluctuations around the 

time the specimen is placed on the bottom die. However, this does not influence the temperature 

measurement during upsetting.   

 

 

Even though, the predefined furnace temperature is the same for both settings, pyrometer 

measurements show a wider temperature range for the test setting s1 in the first experiment. This 

could be due to the furnace temperatures, which show a wider temperature range than in the second 

experiment, see Figure 40. Furthermore, discrepancies between the temperature measurements of 

the preinstalled thermocouples and the retrofitted thermocouple occurred. As the preinstalled 

thermocouple, which is connected to the internal control system of the furnace, measured the 

predefined temperature, the furnace stops heating up. However, the retrofitted thermocouple, which 

is connected to the HMI, measured lower temperatures. Reference temperatures were taken from the 

retrofitted thermocouple, as no other data is available. According to this sensor, the predefined 

temperature was not reached during the experiments. These observations were made for all furnace 

temperature measurements.  

 

Figure 39: Comparison between experiments with the same test setting (s1): Pyrometer 
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In metal forming it is important, whether the desired end geometry of the specimen can be 

accomplished without failure of the material. Figure 41 shows four of the specimens tested in 

experiment 1. The specimens show dissimilar surface texture, depending on the specimen geometry. 

The surface of the smaller specimens A, illustrated on the left side, is rough, and cracks occurred 45° 

to upsetting direction. In contrary, the bigger specimens B, shown on the right side, have an even 

surface and cracks 0° to upsetting direction are detected. Further information on the specimen 

geometry before and after forming and whether visible cracks occurred, is given in Appendix L for both 

experiments. 

 

 

Figure 40: Comparison between experiments with the same test setting (s1): Thermocouple (furnace) 

Figure 41: Specimen after forming  
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8.2. Influences on the simulations 

In the following influencing parameters on the four simulations are evaluated and discussed. 

Furthermore, the calibration of input parameters is outlined, and simulation results are presented.  

 

8.2.1. Heating  

During the heating of the specimen, measurements show temperature drops as the furnace is opened 

and heat exchanges with the environment. For reasons of simplicity, the heating simulation considers 

a constant temperature during the entire heating time. This temperature is defined by the average 

furnace temperature calculated from the thermocouple measurements for each test setting, listed in 

Table 21.   

 

Table 21: Furnace temperatures 

 Setting name Predefined 

temperature [°C] 

Average temperature during 

a test setting [°C] 

Ex
p

er
im

en
t 

1
 

s1 300 276 

s2 300 279 

s3 300 281 

s4 300 279 

s5 500 473 

s6 500 476 

s7 500 479 

s8 500 480 

Ex
p

er
im

en
t 

2 

s1 300 286 

s2 300 285 

s3 400 376 

s4 400 377 

s5 500 475 

s6 500 476 

 

Figure 42 depicts the heating curve of a node on the outer surface of the specimen predicted by the 

heating simulation. For longer heating periods, the specimen temperature gets closer to the 

predefined furnace temperature. The specimen temperature after 30 minutes of heating correlates 

well with the average temperature measured in the furnace during a test setting. The curve depends 

on the specified values for emissivity, heat transfer coefficient for convection and thermal contact 
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conductance, which were estimated. The emissivity of the refractory material is defined as 0.8, the 

emissivity for the specimen is defined as 0.3. Heat transfer coefficient for convection is estimated from 

the reverence values for free convection in Table 19. Thermal contact conductance is defined as in 

simulation 3. By using lower values for these three parameters, it takes the specimen longer to heat 

up.  

 

 

Measurements were made to approximately determine the specimen temperature after a defined 

heating time. Therefore, the pyrometer was positioned in front of the furnace and a specimen was 

removed from the furnace after a defined heating time. Overall, eight specimens were used, whereas 

each specimen remained in the heating chamber of the furnace for four more minutes than the 

previous one. Average furnace temperature was at 280 °C during the test. To reduce heat loss, the 

specimens were directly placed on a steel plate in front of the furnace. After four minutes the 

pyrometer measured a peak temperature of around 200 °C. A maximum temperature is detected after 

a heating time of around 25 minutes.  The temperature curves in Figure 43 show, that the peak 

temperature measured for each specimen does not increase from specimen to specimen with 

increasing time. This might imply, that the positioning of the specimen in the furnace has an impact. 

On the other hand, this temperature differences can be related to differences in timing due to rapid 

cooling when taking the specimen out of the furnace. Further experiments, to adapt the heating curve 

to the experiment were not made. To predict the heating time more precisely, further experiments 

with varying heating time are necessary, to determine temperature distribution during heating. 

Figure 42: Heating curve - simulation 1 
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8.2.2. Transport 

There is no temperature measurement available until the specimen is placed on the bottom die of the 

hydraulic press. For this reason, only assumptions can be made to determine temperature distribution 

during transport. Temperature curve is estimated through reference points obtained from the 

measurements. Temperature at the beginning of the transport simulation is assumed to be equal to 

the average furnace temperature of measurements from the same test setting. Temperature at the 

end of the transport simulation is assumed to be equal to the temperature measured from the 

pyrometer after four or seven seconds of transport, depending on the experimental plan. However, 

fluctuations occur in the measurements during this time if, for example, the gripper crosses the 

measuring position. Using this temperature values after the transport time as a reference could lead 

to uncertainties. Therefore, temperatures at the time the specimen first contacts the bottom die are 

calculated by using a linear fit.  

Referring to Figure 22, measurements show a linear heat loss during the contact time to the bottom 

die between timepoint 𝑡1 and 𝑡2. Measurement values starting after half of the contact time until the 

start of the upsetting are used as input values for a linear polynomial fit, illustrated in Figure 44. 

Temperature measurements in the first half were excluded as this would lead to deviations in the 

gradient of the curve. Using the linear fit, the temperature at the beginning of process step 3 is 

determined for further use as a reference value in the transport simulation. Thereby, this temperature 

value refers to the specimen temperature after four or seven seconds of transport, depending on the 

experimental plan.  

Figure 43: Specimen temperature after removing from the furnace 
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Reference points obtained from the experiments are used to fit the temperature curve determined in 

simulation 2, which is illustrated in Figure 45. Thereby, a steep drop between the specimen 

temperature at the end of the heating process until the specimen is placed on the bottom die after 

four seconds of transport occurs. On the contrary, the decrease in temperature between four or seven 

seconds of transport is quite low. The discretized energy balance equation (5.28) is used to determine 

the temperature curve, considering heat flux, convection, and radiation.  

Figure 45: Reference values for the transport obtained from experiment 2 

Figure 44: Linear polynomial fit 

Reference temperatures 

for the temperature for 

the transport simulation 
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For simplicity, a correction term, depending on the initial temperature and the specimen geometry, is 

introduced for the heat flux term in the first two seconds of the transport to fit the curve to the 

measurements. The rest of the time, only convection and radiation are considered. As heat loss due to 

radiation is rather small, the heat transfer coefficient for convection can be used to adapt the slope of 

the curve. The assumption was made, that heat loss is significant during the first seconds as the 

specimen is removed from the furnace. Additionally, temperature loss decreases as the difference 

between specimen and ambient temperature drops. Within this approach are some errors from a 

physical point of view. The minimum transport time in practical is approximately three seconds to 

move the specimen to the press, therefore the previous temperature curve is not very important.  

 

8.2.3. Rest on die 

During the contact to the bottom die, heat transfers to a large amount to the die, while heat loss due 

to convection and radiation is negligible. Therefore, different values for the thermal contact 

conductance were tested to adjust the temperature curve to the slope shown in the measurements. 

Reference values, mentioned in Table 18, are too high, as the contact pressure during this process step 

is low. To compare the impact of different values, the temperature profile is evaluated for the node 

on the shell surface six millimeters above the bottom die surface, which is equal to the measuring 

position of the pyrometer, see Figure 46. After constantly decreasing the values, good correlations are 

found with a thermal contact conductance of 0.3 mW/mm2°C, which is used in further simulations. 

 

 

Figure 46: Influence of contact conductance 
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FE simulations reveal that the temperature distribution in the specimen is quite uniformly during the 

entire process time. Figure 47 depicts the temperature distribution in the cut surface of a specimen of 

geometry A and an initial temperature of 200 °C after a contact time of 8.5 seconds to the bottom die. 

Temperature differences less than 4 °C are present, while temperatures at the surface area are slightly 

higher than within the center of the specimen. Comparable results were found for specimen of 

geometry B. This shows that convection and radiation to the environment have a negligible impact. 

However, computation time is about less than a minute, and no significant rise occurs if conduction 

and radiation are considered.  

 

Summarizing, temperature drop during this simulation can be easily adapted to the measured 

pyrometer temperatures by varying the thermal contact conductance between specimen and die. 

Anyway, the temperature determined at the end of the transport simulation affects the temperature 

distribution as it shifts the curve to higher or lower values.  

 

 

8.2.4. Upsetting 

Different influencing factors on the upsetting simulation have been investigated and the force-

displacement curve during upsetting was evaluated. The following simulations were carried out for a 

specimen geometry A, a constant initial specimen temperature of 175 °C, an initial temperature of 24 

°C for the dies and Johnson-Cook parameters from [45], listed in Table 16.  

First, implicit and explicit simulation are compared with each other. Figure 48 shows a good agreement 

between implicit simulation with a maximum force of 38.55 kN and explicit simulation, predicting a 

maximum force of 38.76 kN. Due to the small stable time increment computation time for the explicit 

Figure 47: Temperature distribution after a contact time of 8.5 s 
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simulation is higher than for the implicit simulation. To reduce computation time, mass scaling can be 

applied to the explicit simulation. For further evaluations in this work, the implicit simulation was used.  

 

 

Influence of mesh size was evaluated considering three different combinations of element sizes, 

defined by global seed size. Accuracy increases with decreasing mesh size, simultaneously, 

computation time rises. However, too small elements result in high computation time, without 

relevant improvement in accuracy. As illustrated in Figure 49, for the tested geometry, a mesh size of 

Figure 48: Implicit vs. Explicit 

Figure 49: Influence of mesh size 
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0.5 mm for the specimen is sufficient. As the model is automated to run simulations for different 

specimen geometries, the influence of mesh size needs to be evaluated for further geometries.  

 

Furthermore, different parameters for the Johnson-Cook material model were studied as the 

parameters found in the literature vary. The force-displacement curve highly depends on the Johnson-

Cook parameters. Figure 50 depicts the impact of parameters 1-5 obtained from literature, listed in 

Table 16. Thereby, the maximum force deviates from 43 kN to 34 kN for an initial temperature of 175 

°C. The decrease in force for a starting temperature of 250 °C is not significant. 

 

For the automated simulations, Johnson-Cook parameters were used from [47] as other model 

parameter tend to predict higher forces, thereby the thermal softening coefficient was adapted to 

𝑚 = 0.9. Figure 51 illustrates, stresses, strains, and temperatures for the upsetting simulation of 

setting s3 after a compression of 15 mm.  

 

In the contact area between specimen and die, low deformation occurs due to the friction to the dies, 

high plastic deformations occur in the middle of the specimen. Friction coefficient is assumed as 𝜇 =

0.3. Temperature of the specimen is lower on the contact surfaces to the dies. Temperatures 

differences between the center and the outer surface of the specimen are low, as the specimen 

dimensions are small, and the material has a high conductivity. Reference values for the thermal 

contact conductance, listed in Table 18, were used and further adapted, to fit the temperature at the 

measuring position to the measurements. A value of 20 mW/mm2K was used, this value can be further 

Figure 50: Influence of different Johnson-Cook parameters 
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adapted, to fit the temperatures to the pyrometer measurements. Thereby, higher values for the 

thermal contact conductance lead to higher heat transfer to the die, leading to lower specimen 

temperatures. 

 

 

 

 

 

 

 

 

 

 

 

Mises stress Equivalent plastic strain Temperature 

Figure 51: Upsetting simulation for setting s3 
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8.3. Challenges with automated models 

At the beginning it is crucial to specify the purpose and the application of the models under the 

consideration of potential changes, which might be arising during the development. Otherwise, this 

could lead to problems during adapting or expanding the script. To implement changes occurring 

during the development process, a modular script structure is beneficial and provides the possibility 

to replace or modify modules without significant effort. Furthermore, variable parameters need to be 

restricted to necessary process parameter, as a vast number of input parameter is quite confusing. For 

instance, the naming of the parts, instances, boundary or initial conditions is hard coded, as it is not 

relevant, whereas heat transfer coefficient or thermal contact conductance are unclear process 

parameter, which need to be adaptable. Also, using flexible functions can be beneficial if the functions 

fit the purpose and are not too complex. An example is a function that was created to select a specific 

surface, which is identified by the coordinates of a point on this surface.  

 

Sanity checks are important to verify the entered parameter, to eliminate errors caused by users. So 

far, the main script does not include sanity check, thus it would be beneficial to add them, as by using 

automated simulations, errors might not be quite obvious and easy to discover, because error 

messages do not necessarily describe the source of the error. For instance, if the user accidentally 

enters a value higher than the initial height of the specimen for the height after forming in the main 

script, an error occurs. The script calculates the height difference and uses the entered velocity and 

the height difference to calculate the step time, which is negative in this case. To create a step, the 

step time needs to be greater than zero. An error message occurs as the step generation failed, but no 

further information is given. However, the origin of the error might be difficult to discover.  

 

Moreover, too large mesh size leads to inaccurate results, or specific process parameter need to be 

within a certain limit. To avoid errors, a documentation including reference parameters is beneficial. 

The flexibility of an automated simulation is a benefit on the one hand but can be a major drawback 

on the other hand if used in a wrong way. In fact, the specification of limits is necessary to guarantee 

the right use. As an example, the transport simulation assumes, that the temperature change of the 

specimen is homogeneously in the whole volume. If the specimen is too large and the material has a 

low conductivity, this approximation is not valid anymore, which is why limits are needed to avoid 

wrong results. A complete documentation of the scripted models is necessary for traceability. 

Within this work a basic structure was developed to automate simulations. However, further validation 

on material model and simulation parameter and assessment of influencing factors are indispensable.  
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8.4. Comparison between experiment and simulation 

By using the Python ‘compare.py’ script, the following evaluation, depicted in Figure 52, is created for 

each test setting. This serves as a basis to automatically compare simulation and experiment. The 

Figure shows, that for the test setting s1 the temperature curves as well as the force-displacement 

curves fit well. Due to the thermal expansion the displacement during the stroke is higher than in the 

simulation, which does not account thermal expansion. Therefore, also the process time during 

upsetting is higher in the experiment.  

 

 

 

Figure 52: Comparison between experiment and simulation 
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In Table 22 and Table 23 the results of the automated simulation sequence are summarized. Therefore, 

the average maximum force during tests is compared to the maximum force predicted in the 

simulation. Further, it is assessed, how the temperature curve detected in the simulation fits the 

pyrometer measurements from the experiments. Overall, temperature distribution from simulation 3 

and simulation 4 show good agreement with measured temperatures.  However, large differences in 

upsetting force occur, especially for higher specimen temperatures. The high dependence of the 

specimen material, demonstrated on the measurements, is not predicted in the simulations. 

Experiments show a force reduction of approximately the half at higher temperatures, whereas in the 

simulation with the force does not drop significantly.  

 

Table 22: Comparison between experiment 1 and simulation 

Setting name 𝐹𝑚𝑎𝑥 [kN] 

Experiments 

𝐹𝑚𝑎𝑥 [kN] 

Simulation 

Deviation 

[%] 

𝑇(𝑡)  during 

Simulation 3 

𝑇(𝑡) during 

Simulation 4 

s1 29.42 29.19 - 1 * * 

s2 39.88 45.29 + 13 * * 

s3 133.98 151.25 + 12 * * 

s4 218.86 287.29 + 31 * ** 

s5 13.97 26.17 + 87 * * 

s6 24.77 41.27 + 66 * * 

s7 62.02 137.28 + 121 * ** 

s8 127.85 262.42 + 105 * * 

* Good agreement, within temperature measurements  

** Lower temperatures (max. 20 °C)  

 

It is assumed, that the Johnson-Cook material model has a significant influence on the force-

displacement curve. Also, parameters in the literature differ, depending on the test method and the 

test temperature range. For further improvement of the model, the Johnson-Cook parameters need 

to be determined from experiments, considering the same material, similar specimen geometry, 

compressional loads, and the same temperature range.  

 

Additionally, the core temperature of the specimen could be significantly higher than the temperatures 

measured on the surface area of the specimen. Consequently, higher core temperatures of the 

specimen lead to lower forces during the upsetting process, as the flow stress decreases with higher 

temperatures. This means that the simulation models for the transport (simulation 2) and the rest time 
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(simulation 3) do not accurately describe the temperature distribution inside the specimen and need 

to be adapted.  

 

Further, the specimen material could deviate from specified material properties. Therefore, test with 

specimen of the same geometry but another batch of material can be used to compare the results. For 

some of the specimen, cracks occurred during the forming process. Material failure could also decrease 

the upsetting force, thus is not accounted in the simulation. Additionally, tests can be conducted to 

examine the used specimen if cracks occurred inside the material.  

Also, the pyrometer can be checked to ensure validity of the data.  

 

Table 23: Comparison between experiment 2 and simulation 

Setting name 𝐹𝑚𝑎𝑥 [kN] 

Experiments 

𝐹𝑚𝑎𝑥 [kN] 

Simulation 

Deviation 

[%] 

𝑇(𝑡)  during 

Simulation 3 

𝑇(𝑡) during 

Simulation 4 

s1 30 29.59 -1 * * 

s2 28.72 - - - - 

s3 19.1 27.97 +46 * * 

s4 18.8 - - - - 

s5 15.32 26.56 + 73 * * 

s6 15.55 - - - - 

- no simulation conducted as due to the process settings and previous observations similar results   

are expected for: s1 and s2; s3 and s4; s5 and s6 

* Good agreement, within temperature measurements  

 

As the reason for deviations between experiment and simulation is detected, adaptions need to be 

made. Once the model provides good results and is validated the automated simulations can be used, 

for instance, to generate data for machine learning algorithms. Thereby, a huge amount of data can 

be generated with low effort. The automated simulation can be started within some minutes, as only 

some input variables and process parameter need to be defined. Further, practical experiments can 

be reduced to a great extent.  
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9. Conclusion and outlook 

Four simulations, each representing a process step during the upsetting of preheated aluminum 

specimen, were developed. FE simulations were generated by using Abaqus and further, Abaqus 

Scripting Interface commands were used to set up Python scripts to automatically generate, run, and 

evaluate the simulations. A modular script structure was chosen, including one module for each 

simulation. Two additional modules were used to define necessary functions used by the simulation 

modules. Thereby, all four simulations are controlled by a main script, in which all process and 

simulation parameters are defined. By using a modular script structure, adaptions in the further 

development process will be easy to adapt, as each module, representing a simulation, can be modified 

and is exchangeable.  

 

Sensor data, provided by the CPPSs during the experiments, was visualized and analyzed. Discrepancies 

between the preinstalled and the retrofitted thermocouple occurred, which need to be assessed. 

Varying furnace temperatures during heating lead to wider ranges in specimen temperature measured 

by the thermocouple. Changing the transport time from four to seven seconds results in a low 

temperature loss which has negligible impact on the upsetting force. However, temperature loss 

during the first seconds of transport seems to be significant. Measurements showed a strong 

temperature dependence of the specimen material. As expected, increasing the upset height also leads 

to higher forces.  

 

Furthermore, literature research was conducted, to find reference values for material properties and 

other parameters used in the simulation. For the validation of the simulations a foundation was 

created, which allows to directly compare upsetting force and specimen temperature between 

simulation and experiments. Previous simulations were adapted and describe the temperature 

distribution of the specimen well. At lower specimen temperatures, the force predicted within the 

simulation is acceptable. However, the strong decrease in upsetting force caused by higher 

temperatures cannot be described with the model. It is assumed, that the Johnson-Cook parameter 

obtained from the literature do not accurately describe material behavior as parameters found in the 

literature show major differences, depending on the use of the model and the test setup. Therefore, 

experiments to determine Johnson-Cook parameter need to be conducted. Additionally, the specimen 

core temperature could be significantly higher, than predicted in the simulations, as the required 

upsetting force declines with higher temperatures. In this case, a more precise prediction of the 

temperature distribution inside the specimen in the simulations prior to the upsetting is necessary. 
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Furthermore, with reliable damage parameters the evaluation of the simulation can be extended to 

predict damage of the specimen. Therefore, damage parameters need to be calibrated with additional 

experiments. 

 

The general approach was to create a rather detailed model, which can be further simplified once 

material and process parameters are adapted, and experiment and simulation show good correlation. 

A foundation was created to improve the process of comparing experiment and simulation. Further 

optimizations to reduce computation time are possible and can include, for instance, adaptions in the 

contact definition, mesh and mesh size, or the use of symmetry boundaries.  

 

As an outlook, the automated simulation sequence can be further used to gather data for machine 

learning algorithms to make predictions about the model and to improve the process.  
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Appendix B: main_script.py 
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Appendix C: compare.py 
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Appendix D: simulation_1.py 
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Appendix E: simulation_2p.py 
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Appendix F: simulation_3p.py 
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Appendix G: simulation_4i.py 
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Appendix H: simulation_4e.py 
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Appendix I: odb_data.py 
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Appendix J: material_data.py 
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Appendix K: abaqus_functions.py 
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Appendix L: Documentation of experiments 

 

Experiment 1 

Setting: s1, 𝑑0 = 10 𝑚𝑚, ℎ0 = 15 𝑚𝑚, 𝑇𝐹 = 300 °𝐶,  𝑡𝑡 = 4 𝑠, 𝛥ℎ = 5 𝑚𝑚 

Measurement ℎ0[𝑚𝑚] ℎ1[𝑚𝑚] Cracks Measurement ℎ0[𝑚𝑚] ℎ1[𝑚𝑚] Cracks 

TestNr_4 14.81 10.00  TestNr_10 15.03 10.00  

TestNr_8 15.13 10.16  TestNr_11 15.11 10.16  

TestNr_9 14.78 9.79  TestNr_12 15.02 9.79  

Setting: s2, 𝑑0 = 10 𝑚𝑚, ℎ0 = 15 𝑚𝑚,  𝑇𝐹 = 300 °𝐶,  𝑡𝑡 = 4 𝑠, 𝛥ℎ = 8 𝑚𝑚 

Measurement ℎ0[𝑚𝑚] ℎ1[𝑚𝑚] Cracks Measurement ℎ0[𝑚𝑚] ℎ1[𝑚𝑚] Cracks 

TestNr_13 14.80 7.17 X TestNr_16 15.04 7.54 X 

TestNr_14 15.14 7.42 X TestNr_17 14.99 7.52 X 

TestNr_15 14.98 7.55 X TestNr_18 * 14.85 7.55 X 

Setting: s3, 𝑑0 = 20 𝑚𝑚, ℎ0 = 30 𝑚𝑚,  𝑇𝐹 = 300 °𝐶,  𝑡𝑡 = 4 𝑠, 𝛥ℎ = 15 𝑚𝑚 

Measurement ℎ0[𝑚𝑚] ℎ1[𝑚𝑚] Cracks Measurement ℎ0[𝑚𝑚] ℎ1[𝑚𝑚] Cracks 

TestNr_19 30.80 15.34  TestNr_22 30.09 15.35  

TestNr_20 30.09 15.40 X TestNr_23 30.08 15.42  

TestNr_21 30.07 15.40  TestNr_24 30.13 15.34 X 

Setting: s4, 𝑑0 = 20 𝑚𝑚, ℎ0 = 30 𝑚𝑚,  𝑇𝐹 = 300 °𝐶,  𝑡𝑡 = 7 𝑠, 𝛥ℎ = 20 𝑚𝑚 

Measurement ℎ0[𝑚𝑚] ℎ1[𝑚𝑚] Cracks Measurement ℎ0[𝑚𝑚] ℎ1[𝑚𝑚] Cracks 

TestNr_31 30.11 10.56  TestNr_32 30.40 10.71  

TestNr_26 30.12 10.82 X TestNr_29 30.08 10.63  

TestNr_27 30.03 10.70  TestNr_30 30.15 10.67 X 

Setting: s5, 𝑑0 = 10 𝑚𝑚, ℎ0 = 15 𝑚𝑚, 𝑇𝐹 = 500 °𝐶,  𝑡𝑡 = 7 𝑠, 𝛥ℎ = 5 𝑚𝑚 

Measurement ℎ0[𝑚𝑚] ℎ1[𝑚𝑚] Cracks Measurement ℎ0[𝑚𝑚] ℎ1[𝑚𝑚] Cracks 

TestNr_33 15.18 9.81  TestNr_36 15.18 9.77  

TestNr_34 14.88 9.57  TestNr_37 15.18 9.58  

TestNr_35 15.12 9.70  TestNr_38 15.16 9.67  

Setting: s6, 𝑑0 = 10 𝑚𝑚, ℎ0 = 15 𝑚𝑚, 𝑇𝐹 = 500 °𝐶,  𝑡𝑡 = 4 𝑠, 𝛥ℎ = 8 𝑚𝑚 

Measurement ℎ0[𝑚𝑚] ℎ1[𝑚𝑚] Cracks Measurement ℎ0[𝑚𝑚] ℎ1[𝑚𝑚] Cracks 

TestNr_39 15.19 6.99  TestNr_42 15.06 6.97  

TestNr_40 15.01 6.92  TestNr_43 15.18 6.83  

TestNr_41 15.03 7.00  TestNr_44 15.16 6.86  

Setting: s7, 𝑑0 = 20 𝑚𝑚, ℎ0 = 30 𝑚𝑚, 𝑇𝐹 = 500 °𝐶,  𝑡𝑡 = 7 𝑠, 𝛥ℎ = 15 𝑚𝑚 

Measurement ℎ0[𝑚𝑚] ℎ1[𝑚𝑚] Cracks Measurement ℎ0[𝑚𝑚] ℎ1[𝑚𝑚] Cracks 

TestNr_45 30.10 14.84  TestNr_48 30.04 14.95 X 

TestNr_46 30.06 14.83 X TestNr_49 30.00 14.79 X 

TestNr_47 30.42 15.02 X TestNr_50 30.01 14.71 X 

Setting: s8, 𝑑0 = 20 𝑚𝑚, ℎ0 = 30 𝑚𝑚, 𝑇𝐹 = 500 °𝐶,  𝑡𝑡 = 4 𝑠, 𝛥ℎ = 20 𝑚𝑚 

Measurement ℎ0[𝑚𝑚] ℎ1[𝑚𝑚] Cracks Measurement ℎ0[𝑚𝑚] ℎ1[𝑚𝑚] Cracks 

TestNr_51 30.00 10.20  TestNr_54 30.14 10.24  

TestNr_52 29.20 10.04  TestNr_55 30.00 10.18  

TestNr_53 30.04 10.23 X TestNr_56 30.20 10.15 X 

* Not valid; excluded 

Visible cracks, that occurred during the test, are marked with X. 
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Experiment 2 

Setting: s1, 𝑑0 = 10 𝑚𝑚, ℎ0 = 15 𝑚𝑚, 𝑇𝐹 = 300 °𝐶,  𝑡𝑡 = 4 𝑠, 𝛥ℎ = 5 𝑚𝑚 

Measurement ℎ0[𝑚𝑚] ℎ1[𝑚𝑚] Cracks Measurement ℎ0[𝑚𝑚] ℎ1[𝑚𝑚] Cracks 

TestNr_12 14.87 9.61  TestNr_14 15.02 9.48  

TestNr_13 14.98 9.47  TestNr_15 14.95 9.46  

Setting: s2, 𝑑0 = 10 𝑚𝑚, ℎ0 = 15 𝑚𝑚, 𝑇𝐹 = 300 °𝐶,  𝑡𝑡 = 7 𝑠, 𝛥ℎ = 5 𝑚𝑚 

Measurement ℎ0[𝑚𝑚] ℎ1[𝑚𝑚] Cracks Measurement ℎ0[𝑚𝑚] ℎ1[𝑚𝑚] Cracks 

TestNr_16 14.75 9.40  TestNr_18 15.05 9.39  

TestNr_17 14.93 9.58  TestNr_19 14.81 9.48  

Setting: s3, 𝑑0 = 10 𝑚𝑚, ℎ0 = 15 𝑚𝑚, 𝑇𝐹 = 400 °𝐶,  𝑡𝑡 = 4 𝑠, 𝛥ℎ = 5 𝑚𝑚 

Measurement ℎ0[𝑚𝑚] ℎ1[𝑚𝑚] Cracks Measurement ℎ0[𝑚𝑚] ℎ1[𝑚𝑚] Cracks 

TestNr_20 15.13 9.27  TestNr_22 14.98 9.28  

TestNr_21 15.13 9.52  TestNr_23 14.95 9.47  

Setting: s4, 𝑑0 = 10 𝑚𝑚, ℎ0 = 15 𝑚𝑚, 𝑇𝐹 = 400 °𝐶,  𝑡𝑡 = 7 𝑠, 𝛥ℎ = 5 𝑚𝑚 

Measurement ℎ0[𝑚𝑚] ℎ1[𝑚𝑚] Cracks Measurement ℎ0[𝑚𝑚] ℎ1[𝑚𝑚] Cracks 

TestNr_24 15.09 9.46  TestNr_26 15.05 9.38  

TestNr_25 14.95 9.43  TestNr_27 15.02 9.44  

Setting: s5, 𝑑0 = 10 𝑚𝑚, ℎ0 = 15 𝑚𝑚, 𝑇𝐹 = 500 °𝐶,  𝑡𝑡 = 4 𝑠, 𝛥ℎ = 5 𝑚𝑚 

Measurement ℎ0[𝑚𝑚] ℎ1[𝑚𝑚] Cracks Measurement ℎ0[𝑚𝑚] ℎ1[𝑚𝑚] Cracks 

TestNr_28 14.96 9.46  TestNr_30 15.04 9.29  

TestNr_29 14.95 9.37  TestNr_31 15.16 9.25  

Setting: s6, 𝑑0 = 10 𝑚𝑚, ℎ0 = 15 𝑚𝑚, 𝑇𝐹 = 500 °𝐶,  𝑡𝑡 = 7 𝑠, 𝛥ℎ = 5 𝑚𝑚 

Measurement ℎ0[𝑚𝑚] ℎ1[𝑚𝑚] Cracks Measurement ℎ0[𝑚𝑚] ℎ1[𝑚𝑚] Cracks 

TestNr_32 14.88 9.28  TestNr_34 15.01 9.40  

TestNr_33 15.08 9.41  TestNr_35 14.96 9.28  

Visible cracks, that occurred during the test, are marked with X. 
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