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Abstract 

 

ABSTRACT 

The key driver for fundamental changes in current energy systems is the need to create a 

sustainable energy future. However, these changes pose major challenges for the energy 

system. Above all, the electrical grids represent bottlenecks of these developments. They limit 

the expansion of decentralized, volatile renewable energy sources (RES), as well as modern 

consumers (electric vehicles (EV), heat pumps (HP), Power-to-Gas (PtG), etc.) due to the 

required steady balance between generation and consumption to maintain a stable energy 

supply and to not cause overloads in the electrical equipment. One possibility to make these 

strict balance requirements in the electrical grid more flexible in the future are multi-energy 

systems (MES). MES couple currently independently operated energy carrier grids (e.g., 

electricity, natural gas, and heat) and thus enable intersectoral load shifts to other energy 

carrier grids.  

To explore these MES, suitable models are required with which scenarios and simulations can 

be calculated in advance. Modeling presents as an additional challenge as the individual 

energy carrier grids are coupled via a higher-level MES framework and therefore have 

common connection points where similar characteristics of the grids are necessary. Since the 

individual grid models have different levels of temporal and spatial detail due to physical 

constraints, modeling these connection points proves difficult. Therefore, this thesis aims to 

present a comprehensive modeling approach that not only shows a potential approach to 

define similar grid characteristics for all energy carrier grids, but also provides a compromise 

between the temporally and spatially highly resoluted electrical grid model to save 

computation time. This approach includes a network reduction method developed in this 

thesis, which allows to achieve higher modeling accuracies in the reduced grid models 

compared to the previous methods and therefore represents the original grid with minimal 

deviations. For this purpose, the method is validated using customized developed synthetic 

test grids that represent real grid behavior for all voltage levels.  

In addition to electrical grid modeling for MES applications, a suitable analysis must be 

performed to identify the influence of MES on the electrical grid. Therefore, this paper 

presents three different use cases in which the developed network reduction method is 

applied to create equivalent reduced electrical grid models. Via subsequently performed 

hybrid load flow calculations with the multi-energy carrier simulation framework HyFlow, 

which was developed at the Chair of Energy Network Technology, the effects of hybrid load 

shifts in MES on the electrical grid are analyzed. For this purpose, voltage quality and stability 

analyses as well as analyses of thermal line overloads and self-consumption are performed. 



Kurzfassung 

 

KURZFASSUNG 

Der Haupttreiber für tiefgreifende Veränderungen im derzeitigen Energiesystem ist die 

Notwendigkeit ein nachhaltiges Energiezukunft zu schaffen. Diese Veränderungen stellen aber 

große Herausforderungen für das Energiesystem dar. Vor allem die elektrischen Netze sind 

eine Schwachstelle dieser Entwicklungen. Sie begrenzen den Ausbau an dezentralen, volatilen 

erneuerbaren Energien (RES), sowie moderner Verbraucher (Elektromobilität, Wärme-

pumpen, Power-to-Gas, etc.) aufgrund des geforderten stetigen Gleichgewichts zwischen 

Erzeugung und Verbrauch, um eine stabile Energieversorgung aufrechtzuerhalten und die 

Betriebsmittel nicht zu überlasten. Eine Möglichkeit diese harten Gleichgewichts-

anforderungen im elektrischen Netz zukünftig zeitlich zu flexibilisieren, sind Multi-Energie-

Systeme (MES). MES koppeln die derzeit individuell betriebenen Netze (z.B. Strom, Gas und 

Wärme) und ermöglichen intersektorale Lastverschiebungen in andere Energieträgernetze.  

Um derartige MES zu erforschen, braucht es auch geeignete Modelle, mit denen Szenarien 

und Simulationen vorab betrachtet werden können. Auch die Modellierung stellt eine 

Herausforderung dar, da die einzelnen Energieträgernetze über das übergeordnete MES 

gekoppelt sind und daher gemeinsame Anknüpfungspunkte haben. Da die einzelnen 

Netzmodelle unterschiedliche zeitliche und örtliche Detailierungsgrade aufgrund 

physikalischer Gegebenheiten besitzen, gestalten sich diese Anknüpfungspunkte schwierig. 

Daher soll in dieser Arbeit ein umfassender Modellierungsansatz vorgestellt werden, der nicht 

nur eine mögliche Gestaltung dieser Anknüpfungspunkte zeigt, sondern auch einen 

Kompromiss zwischen dem zeitlich und örtlich hochaufgelösten elektrischen Netzmodell 

bietet, um Berechnungszeit einzusparen. Dieser Ansatz beinhaltet eine in dieser Arbeit 

entwickelte Netzreduktionsmethode, die es ermöglicht gegenüber den bisherigen Methoden 

höhere Abbildungsgenauigkeiten in den reduzierten Netzmodellen zu erreichen. Dazu wird 

die Methode anhand von eigens entwickelten synthetischen Testnetzen, die reales 

Netzverhalten auf allen Spannungsebenen abbilden, validiert.  

Neben der Modellierung von elektrischen Netzen in MES, muss auch eine geeignete Analyse 

durchgeführt werden, die es ermöglicht den Einfluss von MES auf das elektrische Netz zu 

identifizieren. Dazu werden in dieser Arbeit drei verschiedene Use Cases vorgestellt, in denen 

die entwickelte Netzreduktionsmethode angewendet wurde, um elektrische Netzmodelle zu 

erstellen. Über anschließend durchgeführte hybride Lastflussberechnungen mit dem am 

Lehrstuhl für Energieverbundtechnik entwickelten hybriden Lastflussberechnungsprogramm 

HyFlow werden die Auswirkungen von hybriden Lastverschiebungen auf das elektrische Netz 

analysiert. Dazu werden Spannungsqualität- und -stabilitätsanalysen, sowie Analysen zu 

thermischen Leitungsüberlastungen sowie zum Eigenverbrauch durchgeführt.   
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NOMENCLATURE 

Abbreviation 

CO2 Carbon Dioxide 

RES Renewable Energy Sources 

PV Photovoltaics 

EV Electric Vehicle 

HP Heat Pump 

MES Multi-Energy-Systems 

ETS Emission Trading System 

LP Linear Programming 

MILP Mixed-Integer Linear Programming 

MINLP Mixed-Integer Non-Linear Programming 

DP Dynamic Programming 

DC Direct Current 

AC Alternating Current 

LV Low-Voltage 

MV Medium-Voltage 

HV High-Voltage 

MaxV Maximum-Voltage 

PtG Power-to-Gas 

GtP Gas-to-Power 

CFPP Coal-Fired Power Plant 

p.u. Per unit 

TSO Transmission System Operator 

OpEx Operational Expenditures 

FCR Frequency Control Reserve 



Nomenclature 

II 

aFRR Automated Frequency Restoration Reserve 

mFRR Manual Frequency Restoration Reserve 

CapEx Capital Expenditure 

 

Indices 

Indices Explanation [Unit] 

𝑅′  Specific Line Resistance [Ω/km] 

𝐿′  Specific Line Inductance [mH/km] 

𝐶′  Specific Line Capacitance [nF/km] 

𝐺′  Specific Line Conductance [S/km] 

𝑙  Line Length [km] 

𝑈1  Complex Voltage at the Beginning of the Line [V] 

𝐼1  Complex Current at the Beginning of the Line [A] 

∆𝑈12  Complex Voltage Drop over the Line [V] 

𝐼12  Complex Line Current [A] 

𝑈2  Complex Voltage at the End of the Line [V] 

𝐼2  Complex Current at the End of the Line [A] 

𝜗𝐿  Voltage Phase Angle [°] 

𝜑1   Phase Angle between 𝑈1  and 𝐼1 [°] 

𝜑2  Phase Angle between 𝑈2 and 𝐼2 [°] 

𝜔  Circular Frequency [Hz] 

𝑗  Complex Index [-] 

𝑆1  Complex Apparent Power at the Beginning of the Line [VA] 

𝑆2  Complex Apparent Power at the End of the Line [VA] 

𝛿  Phase Angle between 𝑆1 and 𝑆2 [°] 

𝑃𝑙𝑜𝑠𝑠  Active Power Losses [W] 
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III 

𝑄𝑙𝑜𝑠𝑠  Reactive Power Losses [Var] 

𝑍𝑊  Characteristic Impedance [Ω] 

𝑅𝑖𝑠  Specific Isolation Resistance [Ω] 

𝑃𝑛𝑎𝑡  Natural Power [W] 

𝑈𝑛𝑁  Nominal Voltage [V] 

𝑄𝐿  Inductive Power Demand/ Inductive Charging Power [Var]  

𝑄𝐶  Capacitive Power Demand/ Capacitive Charging Power [Var] 

𝑈  Complex Nodal Voltage [V] 

𝐼  Complex Nodal Current [A] 

𝑌  Nodal Admittance Matrix [S] 

𝑃  Active Nodal Power [W] 

𝑄  Reactive Nodal Power [Var] 

𝑆  Complex Apparent Nodal Power [VA] 

𝑒  Euler´s Number [-] 

𝛼  Admittance Phase Angle [°] 

𝑈  Voltage Magnitude [V] 

𝐽  Jacobian Matrix [-] 

𝑃𝑠𝑝𝑒𝑐 ,𝑄𝑠𝑝𝑒𝑐  Specified Active and Reactive Nodal Powers [W], [Var] 

𝑃𝑐𝑎𝑙𝑐 ,𝑄𝑐𝑎𝑙𝑐  Calculated Active and Reactive Nodal Powers [W], [Var] 

휀  Error Limit (Newton Raphson Method) [-] 

𝑆𝑖𝑗  Load Flow over a Line [Var] 

𝑆𝑙𝑜𝑠𝑠,𝑖𝑗  Load Flow Power Losses over a Line [Var] 

𝐵𝑖𝑖   Nodal Susceptance [S] 

𝑣  p.u. Voltage [-] 

𝑝  p.u. Active Power [-] 

𝑞  p.u. Reactive Power [-] 



Nomenclature 

IV 

𝑋  Reactance [Ω] 

𝑆𝑘,𝑁
′′  Short-Circuit Power at Node N [VA] 

𝐼𝑘,𝑁
′′  Short-Circuit Current at Node N [A] 

𝑍𝑁  Short-Circuit Impedance at Node N [Ω] 

𝑍𝐺  Generator Impedance [Ω] 

𝑍𝑂  Overhead Line Impedance [Ω] 

𝑍𝐶  Cable Impedance [Ω] 

𝑍𝑇  Transformer Impedance [Ω] 

𝑟𝑡   Transformation Ratio [-] 

휀𝐸𝑆𝑆  Degree of Energy Self-Sufficiency [-] 

휀𝑃𝑆𝑆  Degree of Power Self-Sufficiency [-] 

휀𝑆𝐶𝑅  Self-Consumption Ratio [-] 

𝑃𝐿(𝑡)  Load Curve/ Consumption Time-Series [W] 

𝑃𝐺(𝑡)  Generation Curve/ Generation Time-Series [W] 

𝐸𝐿  Energy under Load Curve [Wh] 

𝐸𝐺  Energy under Generation Curve [Wh] 

𝐸𝑆𝐶  Self-Consumption Energy [Wh] 

𝑥  Optimization Variable 

𝑓(𝑥)  Objective Function 

𝑃𝑟𝑒𝑠(𝑡)  Residual Load Time-Series [W] 

𝑅𝑅𝐿𝐶  Compensation Module Resistance [Ω] 

𝐿𝑅𝐿𝐶  Compensation Module Inductance [mH] 

𝐶𝑅𝐿𝐶  Compensation Module Capacitance [nS] 

𝑈𝑓𝑖𝑐  Ficitious Voltage Potential [V] 

∆𝑃𝑟𝑒𝑙  Relative Deviation [%] 
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1 INTRODUCTION 

The current key driver for changing and advancing the existing energy system is the need for 

transitioning towards a future sustainable energy generation to mitigate climate change and 

therefore carbon dioxide (CO2) emissions [1]. Today's energy supply infrastructures are 

designed to transport the energy generated in central power generation units via the 

transmission and distribution system to the respective end users. Therefore, current energy 

grids, in particular electrical grids, are not yet adapted to the future challenges resulting from 

energy transition [2]. National and international policies that advance energy transition  

include changes in current generation and consumption structures and technologies to deal 

with the challenges arising from this change [2].  

In order to enable for such a climate neutral energy system to emerge, the energy generation 

structure has to be based mainly or even entirely on renewable energy sources (RES) [3]. 

However, RES are usually volatile, and therefore not always predictable or available, and can 

thus not ensure a stable energy supply [4, 5]. Globally, there is already a large share of about 

30 % including volatile (such as wind and photovoltaic (PV) power) and non-volatile (such as 

hydropower and geothermal energy) RES [6]. Despite these current efforts to decarbonize 

energy generation by increasing the share of RES, global CO2 emissions continue to rise in 

particular in the energy supply sector (cf. Figure 1), which accounts for 46 % of global CO2 

emission increase to meet the growing electricity demand [7]. Therefore, generation-side 

measures to mitigate climate change additionally need to focus on substituting existing fossil-

fueled power plants with sustainable technologies [8]. For example, coal-fired power 

generation accounts for over 30 % of global CO2 emissions, making the coal phase-out 

necessary to permanently reduce global CO2 emissions [9]. 

  
(a) (b) 

Figure 1: (a) Annual increase in CO2 emissions by sector for 2021 and (b) CO2 emissions from electricity and 

heat generation by fuel type for 2021 (data taken from [7]) 

However, since decarbonization in the electric energy system is already further advanced than 

in the heat sector, where decarbonization is expected to prove more difficult, electrification 

will increase [10]. Therefore, to create a decarbonized energy system additionally, consumer-
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side efficiency measures and innovative technologies, such as electric vehicles (EV) and heat 

pumps (HP) must be implemented [11]. However, integrating these technologies will result in 

an increase of electricity demand by about 17 % in 2050 according to Engel et al. ([12]).  

The mainly decentralized RES which introduce high volatility into the grid and the load peaks 

that occur due to charging processes of EVs as well as reduced inertia in the system put great 

stress on electrical grids [13]. However, due to increasing decentralization of generation units 

and local differences for potential RES expansion, electrical transmission and distribution grids 

become more relevant in the future [14]. Thus, the energy system decarbonization process 

also entails equipping electrical grids for the upcoming challenges of energy transition [14].  

Since generated and consumed power in electrical grids must be balanced at all times, which 

will be impeded in the future due to these changes, a stable energy supply may be at risk. 

While grids, however, only enable spatial decoupling of consumption and generation, it will 

also be necessary to achieve temporal decoupling so that this balance can be maintained. As 

a result, the need for flexibility options (e.g., Demand-Side-Management, Energy Storage 

Systems) arises, which enable this temporal shift between generation and consumption. Thus, 

sustainable technologies can be efficiently integrated, and the grids are relieved to maintain 

stable energy supply. To provide an even more efficient system, a Multi-Energy-Systems (MES) 

approach or sector coupling allows for these flexibility options to be used across energy 

carriers. [15] Figure 2 shows how a future energy system with the above-mentioned changes 

in energy generation and consumption and the necessary flexibility options may be structured.  

 

Figure 2: Future energy system with necessary components and connections (adapted from [16], icons taken 

from [17]) 

Future Energy System

Heat Grid
Electricity Grid
Natural Gas Grid

Possible Connection
Hydrogen

New Components & 
Connections
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Thus, it provides solutions for successfully achieving the transition to a sustainable energy 

future by effectively integrating RES and efficiently using the available energy in the overall 

system [10, 15].  

However, sector coupling requires adaptions in the structure and operation of current energy 

grids to be made. Since current grids distribute grid-bound energy to customers and are 

operated as independent structures, synergies between energy carrier grids are hardly 

utilized. These synergies, such as energy exchange and intersectoral load shifts between the 

different energy grids, can reduce or even avoid excessive strain on electrical grids. This 

enables a more flexible reaction to volatile, decentralized, and unpredictable RES generation 

as well as load peaks due to EV or HP utilization. Thus, it is easier to preserve the balance 

between energy generation and consumption within the grid and enable grid-friendly 

operation [18]. Significant advantages regarding primary energy use due to cascaded energy 

chains and exergetic potentials can, additionally, be achieved and improve system efficiency  

as well as provide seasonal energy storages. [10, 19] 

To ensure the above-mentioned advantages of MES, efficient design and planning within the 

entire energy systems is required. Therefore, MES must be further researched, in particular 

on how cross-energy carrier infrastructures impact the individual grids (e.g., bottlenecks, 

overloads, etc.). As grids represent bottlenecks within the energy system, grid-based MES 

tools are essential to conclusively analyze future developments within the energy system [20]. 

Such tools must enable performing efficient and accurate load flow calculations across energy 

carriers, in order to obtain reliable results regarding the impact of flexibility options on the 

grids. [14] 

1.1 Structure of the Work 

Chapter 2 provides the state-of-research on modeling and analysis approaches for electrical 

grids in MES as these represent one of the future key challenges in energy transition and are 

therefore also the focus of this paper. Chapter 2 additionally underlines present research 

needs on this topic. Chapter 3 presents the research objectives derived from existing literature 

and models currently available and shows an overview of the correlations between the 

individual research papers within this work. Then, Chapter 4 provides theoretical background 

to the considered technical research subjects within this work. This chapter also highlights the 

importance of accurate energy system models, in particular for electrical grids. Chapter 5 

summarizes the results of this thesis and provides a detailed discussion in correspondence 

with the identified research objectives of this work. Finally, in Chapter 6 there is a conclusion 

section including a future outlook on what research still has to be done in the future.  
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2 STATE OF RESEARCH – MODELING AND ANALYSIS APPROACHES 

FOR MULTI-ENERGY-SYSTEMS 

Energy system models represent an approximation of the real energy system due to 

estimations, past or statistical trends as well as assumptions for future developments [21]. 

According to the energy system model categorization in van Beeck (1999) [22] and 

Kriechbaum et al. (2018) [20], energy system models are characterized by 8 aspects. These 

characteristics also define the requirements for the grid models in the case of grid-based 

multi-energy-systems (MES) framework models: [22] 

1. Analytical Modelling Approach 

There are two approaches for modeling energy systems according to their intended use: Top-

down models and Bottom-up models. When both modeling approaches are applied to model 

the same system, they produce diverging results due to different adoption of individual 

components within the system. [22]  

Top-down models aim at modeling the entire economy of a region or even nation and provide 

an aggregated view of the energy sectors and economy which is why they are also referred to 

as macroeconomic models. Such Top-down models simulate future energy demand and 

supply based on economic developments in the future. Therefore, they are used for analyzing 

effects of general energy or climate policies, for example energy taxes or emission trading 

schemes (ETS) as well as feed-in tariffs for RES. In contrast, Bottom-up models focus on 

technological detail to estimate future energy demand and supply. Thus, they cannot easily 

incorporate macroeconomic considerations of energy or climate policies. In Bottom-up 

models technologies and their impact as well as development are analyzed based on specific 

objectives such as energy efficiency enhancement, decarbonization or synergy utilization 

between energy sectors. Then these models evaluate how the technologies affect the energy 

system and the political and economic policies set to achieve these specific objectives or may 

even provide recommendations. [21]To illustrate the two modeling approaches, Figure 3 

presents an overview. It is also possible to link the two modeling approaches and thus mitigate 

the limitations of the individual approaches, which are referred to as Hybrid Energy System 

Models [21]. These models combine at least one set of Bottom-up models (e.g. for final energy 

demand) with one macroeconomic Top-down model [21].  
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Figure 3: Overview Top-down and Bottom-up modeling approach (adapted from [23], icons taken from [17]) 

2. Modeling Perspective 

The modeling perspective describes the way in which the identification of future 

developments is addressed in the model. There are three different perspectives which are 

depicted in Figure 4. First, there is the Forecasting-Method, which performs an extrapolation 

of historical trends to predict future developments. However, since this method is based on 

the past, models with this perspective can usually only be applied reasonably for a relatively 

short time horizon in the future. [22] 

Then, there is the scenario planning method which explores the future. To obtain conclusive 

results with this method, an associated reference scenario (e.g., business-as-usual) is required 

which serves as a comparison for the formed scenarios. The scenarios are strongly based on 

assumptions, exemplarily about economic behavior, technological advances, or necessary 

resources. Therefore, it is often useful to combine this method with sensitivity analyses. [22] 
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Figure 4: Qualitative illustration of different modeling perspectives (a) Forecasting-Method, (b) Scenario 

Planning Method and (c) Backcasting-Method (icons taken from [17]) 
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Finally, the Backcasting-Method is based on a vision of the future (e.g., intended expansion of 

RES or electro mobility, etc.), for which an action plan including concrete measures is 

identified in order to achieve this vision. [22] 

3. Model Structure and Internal Assumptions 

The model structure refers to what level of detail is incorporated in the model, there are three 

different representations [20]. The concepts of the three model structures, White-box 

models, Grey-box models and Black-box models are simplistically illustrated in Figure 5.  

 

Figure 5:Simplistic concept illustration of White-, Grey- and Black-box-models (adapted from [24, 25]) 

White-box models represent mathematical models that describe real systems using physical 

equations. In the Black-box model a complex real system is described only in terms of its 
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system or to the design of the (energy) system [20]. However, optimization models usually 

represent complex models and require a high level of mathematical knowledge and 

accordingly high quality input data [22]. A mathematically more detailed description of 

optimization problems is presented in Chapter 4.4, in this chapter an overview over possible 

optimization problems is presented, as illustrated in Figure 6.  

 

Figure 6: Overview of optimization problem classifications (adapted from [27, 28]) 

Simulation models represent a simplified (real) system for which the behavior is to be 

reproduced or determined under certain conditions [22, 29]. Their purpose is to examine and 
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model formulations use linear programming (LP), mixed-integer linear programming (MILP), 
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results [22]. Additionally, mathematically the problem formulation is relatively undemanding 

as all equations are expressed entirely in linearized terms [22]. However, LP models are usually 

sensitive to input parameter variations and thus strongly depend on starting values in order 

reach fast convergence [22]. MILP represents an extension of LP as it allows greater flexibility 

in formulating the energy system model, as it limits values and therefore properly reflects real 

behavior, for example unit sizes of power plants which cannot reasonably take arbitrary values 

[22]. As neither non-linear nor dynamic programming is considered in this work, it is not 

described more in detail at this point. An overview of the characteristics of simulation and 

optimization models is presented in Table 1.  

Table 1: Overview and comparison of simulation and optimization models (adapted from [26]) 

 Optimization Models Simulation Models 

Definition Model that internally generates an 

optimal energy system design or 

operation over the mathematical 

objective function and constraints 

Model that simulates the behavior of 

user-defined energy system design 

and assumptions using mathematical 

principles 

Purpose and 

results 

Identification of the optimal solution 

to a specific objective 

Calculation of a set of solutions for 

future systems for an evaluation 

process 

User and 

algorithm tasks 

Design/ operational decisions are 

made in the optimization based on 

limitations 

Design/ operational decisions are 

user-specific and defined outside the 

model 

Technological 

detail 

Detailed model of the considered 

system 

Detailed modeling of the adapted 

(e.g., future) system 

Computational 

Time 

Longer computation times, but 

usually lower temporal resolution 

Shorter computation times with 

higher temporal resolutions 

Suited modeling 

perspective 

Well-suited for forecasting (direct the 

future towards objective) 

Well-suited for backcasting (discuss 

future pathways) 

Overviews over existing models and their characteristics are described in many sources such 

as Kriechbaum et al. (2018) [20], Herbst et al. (2012) [21], van Beeck (1999) [22], Scheller et 

al. (2019) [30] as well as Grubb et al. (1993) [34]. Examples for optimization models are among 

others the MARKAL/TIMES model which is an optimal energy planning model as well as the 

energy supply optimization model MESSAGE (Model for Energy Supply Strategy Alternatives 

and their General Environmental Impact) [20, 21]. Exemplary, models for simulations are 

Long-Range Energy Alternatives Planning “LEAP”, Model for Analysis of Energy Demand 

“MEAD” or National Impact Analysis “NIA” [21].  
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5. Time Horizon  

Energy system models are created for different applications and thus for different time 

horizons [34]. Since different investigations (e.g. economic, social, environmental) affect 

different time scales, the time horizon thus determines the structure and the objectives of the 

corresponding energy system model [22]. While medium- and long-term models usually focus 

on allocation of available resources, short-term models in general concern (sectoral) market 

simulations such as detailed models of electricity or oil market simulation models [34].  

6. Geographical or Spatial Coverage 

This modeling aspect refers to the local extent of the system under consideration. Models can 

range from global considerations over national or regional systems to local or project-related 

dimensions. The geographic coverage is therefore an important modeling factor since the 

necessary spatial aggregation of the grid data depends on the grid extent. Systems with a 

larger geographical coverage (e.g., global, national, or even partly regional systems) often 

follow a top-down approach. Systems with a smaller geographical coverage (e.g. regional, 

local or project-related systems) often use a Bottom-up or a combined hybrid approach. [22] 

7. Sectoral Coverage 

Sectoral coverage refers to how many sectors are included within the models. If several 

sectors are represented, then the interactions of the individual sectors are usually also 

considered. Multiple sectors are often considered in Bottom-up or combined hybrid models, 

as is the case with MES, for example. [22] 

8. Temporal Resolution and Spatial Resolution 

In particular for modeling MES, spatial as well as temporal resolutions should be considered 

as energy demand and supply often occur in different locations at contrasting times [35]. Thus, 

the temporal resolution aspect is a critical parameter as different systems (e.g., electricity,  

heat, etc.) can only be adequately described for certain time resolutions (e.g. seconds, hours, 

etc.) [20]. Since MES models incorporate e.g., heat, natural gas and electricity systems 

reasonable time scales should be selected individually and optimally for the respective energy 

carrier system (cf. Figure 7) [35]. Additionally, MES components such as energy storages 

included in the MES are sensitive to the choice of timescales to enable incorporating different 

storage time constants (e.g., short-term battery storages and seasonal gas storages) [35]. 

Figure 7 provides an overview over the temporal and spatial operational and planning scales 

in energy system models.  

Spatial resolution refers to the level of aggregation. The highest spatial resolut ion in energy 

system models are individual households or residential buildings [36]. The next resolution 

level is an aggregated perspective of many households, residential buildings as well as 
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commercial businesses in districts or businesses [20] Similarly to temporal scales, spatial 

dimensions in the model reflect energy transmission and distribution infrastructures to 

account for transfer between generation and consumption locations [35]. Thus, adequate grid 

models have to be included which are referred to as grid-based MES modes [20, 35].  

 

Figure 7: Spatial and temporal resolutions for MES operational and planning scales (adapted from [35, 37]) 

Besides the MES generation and consumption, grid-based MES models additionally include 

models for power flow calculations in energy grids, storage models, and models to describe 

synergies between different energy carrier grids (hybrid conversion technology models). 

There are two options for modeling grid-based MES: integrated models, in which all sub 

models (generation, consumption, grids, storage, etc.) are modeled in one framework, and 

co-simulation models, in which individual sub models are connected via a higher-level tool. 

[20] 

For energy grid modeling there are two approaches according to Geidl et al.  (2007) [8]: grid 

models representing Black-box models and power flow models which can be either Grey- or 

White-box models. Grid models provide a lossless energy transmission within the model and 

thus are similar for all energy carrier models (e.g., electricity, natural gas, heat) as they 

represent a general model without further specifications. Power flow models, however, model 

the electrical line losses as a function of the power flow as they are load dependent. Thus, 

power flow models incorporate physical laws and correlations providing accurate and detailed 

information. However, due to these details they present significant differences between the 

energy carriers, therefore, each energy carrier has to be modeled individually. [8] Power flow 

models can further be classified as direct current (DC) models and alternating current (AC) 

models [38]. DC models provide active power flows which depend on maximum power 

capacities and electrical line resistances [39]. Applications for DC models are exemplarily due 

to their simplicity long-term grid planning and expansion studies ([40]) or optimal allocation 

of power storages ([41]). For stability analyses or congestion analyses they are less suitable as 
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they do not include reactive power [42]. In contrast, AC models provide active and reactive 

power resulting in an additional dependency on capacitive and inductive load, generation, and 

electrical equipment behavior [39]. They model increased detail but are therefore also higher 

in complexity compared to the DC models [39]. Thus, large-scale electricity systems are more 

difficult to calculate as convergence problems may occur due to their high resolution making 

them unsuitable for real-time operation simulations [43].  

Both, temporal and spatial resolution, influence the model´s accuracy [35]. However, if grid-

based energy system models with high resolutions for both, time and space, are used, an 

immense computational effort and high demands on data are required [35]. Thus, usually a 

compromise between computational effort and modeling accuracy has to be reached [44]. For 

temporal resolution reduction a coarser temporal resolution, e.g. from 15-minute values to 

hourly or daily averages, can be calculated [45]. For spatial resolution reduction methods have 

to be applied in order to avoid loss of information within the reduced model [46, 47].  

Exemplarily, for the electrical grid, smaller equivalent grid models are created using bus –

aggregation or network reduction methods which aim at replicating electrical behavior from 

the original grid [46–48]. As network reduction methods are essential in this work for the 

presented modeling approach of electrical grids, they are described in detail in Chapter 4.5.  

 

MES modeling proves to be more challenging for many of the presented aspects than 

modeling single energy carrier energy systems. This is because, different model boundaries as 

well as (temporal and spatial) resolutions and levels of detail exist for the individual energy 

carriers. However, to take the complexity of such MES into account, it is essential that the 

models reflect these differences. Thus, modeling of MES entails strict requirements for the 

individual (energy carrier) sub models such as power system models. [35] As this work 

addresses electrical grids and their modeling for MES approaches, focus is put on power 

system models.  

Initial power system models were focused on stable energy supply as well as system costs. 

However, due to the necessity for transitioning into a sustainable, low-carbon energy future, 

climate change and corresponding policies have become essential modeling elements. Thus, 

the already existing and established methods for energy system modeling must adapt, so that 

energy system models and their corresponding grid models adequately reflect the necessary 

changes for energy transition. The most important resulting challenges in modeling future 

energy systems are the following issues: [49] 
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1. the decentralized and volatile RES generation and its potential estimates, which 

requires a higher spatial resolution in the models,  

2. the increasing electrification and the associated increase in demand, which requires 

higher temporal resolution in the models and  

3. the increasing integration of new flexibility technologies.  

All modeling aspects to cover the main challenges in power system modeling for MES 

approaches require a suitable temporal and spatial resolutions with which a conclusive 

analysis of the power system can still be achieved. [49] 

MES models are used to analyze a certain system under defined assumptions and 

developments for the future. The purpose of such energy system analysis is to develop a 

method that enables a measurable representation of the impacts due to changes (e.g., 

utilization of new technologies, operational modifications) in the energy system on a wide 

variety of parameters and variables (e.g., energy demand, stability variables, CO2 emissions, 

energy efficiency). However, in general energy system analysis serves three purposes: [50] 

1. Quantifying the performance of individual system parts or components 

2. Characterizing the interactions between these system parts or components 

3. Determining economic feasibility of the system 

Regarding electrical energy systems within MES frameworks, the following analyses are 

primarily important: Power quality and stability assessment as well as assessments with 

regard to infrastructure expansion due to line congestion and self-sufficiency analyses using 

energy and power-based indicators.  
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3  RESEARCH OBJECTIVES AND METHODOLOGY 

As presented in Chapter 2 researching MES and the incorporated infrastructures is essential 

to determine the impact on existing grids and to possibly derive simulation-based planning 

recommendations. This requires suitable grid models of the energy carrier grids considered in 

such a MES approach. All individual grid models must correspond to the model characteristics 

defined in the overall MES framework. Therefore, it is a challenge to find a suitable level of 

detail and corresponding spatial and temporal resolutions to achieve conclusive results  for all 

energy carriers with reasonable calculation times. This is still a not fully researched topic in 

MES modelling.  

In this PhD thesis, the issue of suitable level of detail is explored from several points of view 

on both a modeling and analysis level. Specifically, this leads to two main research objectives, 

which can be further subdivided. 

3.1 Research Objectives 

This thesis deals with the development of a suitable modeling approach that allows to create 

an advantageous level of detail for electrical grid models in MES applications. Therefore, the 

first research objective (RO 1) deals with a novel network reduction method for spatial 

resolution reduction and suitable grid structures for the validation of this method. The second 

overall research block (RO 2) addresses the impact analysis of MES on electrical grids.  

RO 1: Electrical Grid Modeling Approach for MES 

Which modelling approach is advantageous for electrical grid models within MES to fulfill all 

requirements (adequate temporal and spatial resolution as well as computation times)  of MES 

modeling and for which applications can this approach be utilized? 

RO1.1 How can electrical grids be modeled for MES applications to enable high 

modeling resolution? 

RO1.2 What characteristics must be provided by test grid structures to develop and 

validate the proposed network reduction modeling approach? 

RO1.3 For which MES applications (voltage level, grid size, grid structure, etc.) is this 

novel modeling approach for electrical grid reduction suitable and offers advantages? 

RO 2: Electrical Grid Analysis in MES 

How can electrical grids be suitably analyzed in MES approaches in terms of power quality, 

infrastructure assessments and self-sufficiency? 

RO2.1 What are suitable use cases for the analysis of electrical grids in MES in terms 

of power quality, infrastructure assessments and self-sufficiency? 
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RO2.2 How do MES influence the electrical grid in terms of power quality and voltage 

stability, thermal line congestions as well as self-sufficiency? 

Within the scope of this work, electrical grid models are developed for an already existing MES 

framework. This MES framework is the multi-energy carrier simulation framework HyFlow 

([14, 51, 52]), which was developed at the Chair of Energy Network Technology. HyFlow thus 

provides the basic characteristics and requirements for the electrical grid model.  

According to the energy model characterization presented in Chapter 2, HyFlow represents an 

integrated multi-energy, technology-based bottom-up simulation framework that considers 

the energy carriers electricity, natural gas, and heat as well as their interactions. The modeling 

approach chosen in HyFlow is a generic and modular cellular approach (Chapter 4.5), which 

enables the integration of each single-energy carrier model separately into the overall 

framework. The single-energy carrier grids cover the same geographical area with different 

hierarchical levels which can be chosen individually for each energy carrier model. Since 

bottom-up models enable changing timescales, the time horizon as well as the temporal 

resolution are defined before the calculation but must be equal for each energy carrier. [52] 

3.2 Methodology 

To answer the questions summarized in Chapter 3.1, three peer-reviewed journals and two 

conference papers (Appendix A) were published in the scope of this dissertation. How these 

publications contribute to answering the research questions and how they are connected is 

illustrated in Figure 8. The purpose of this chapter is to describe the methodological approach 

used to answer the research questions. The methodological procedures of the individual 

publications can be found in Appendix A.  

 
Figure 8: Overview and connections between main publications and the defined research objectives of this 

work (icons taken from [17]) 

CIREDPaper 1

Test structures at 380/220, 
110, 20 and 0.4 kV level for 
validation

Paper 2

Modelling method for spatial 
resolution reduction using 
network reduction methods

Validated Modeling 
Method

HyFlow – Electrical System

Journal Paper Conference Contribution

20 kV

CIGRÉ Paper 3

RO1: Electrical Grid Modeling

Which modelling approach is suited for electrical grids in MES  to 
fulfill all requirements and for which applications can this approach 

be utilized?

RO2:Electrical Grid Analysis in MES

How can electrical grids be suitably analyzed in MES 
approaches in terms of voltage stability, infrastructure 

assessments and self-sufficiency?

380/220/110 kV0.4 kV

Stability assessment 
– Nodal voltages

Stability assessment 
– Nodal voltages and 
energy indicators

Stability assessment 
– Line congestions 
and grid balance

Real grid structures for 
validation

Use Cases for cellular-
based models 



Research Objectives and Methodology 

PAGE | 15 

To address RO 1, a comprehensive network reduction-based modeling approach is developed 

that allows a suitable level of detail for electrical grid models, that can also be interfaced with 

the other energy carrier grids. As the underlying cellular approach of the grid model is defined 

in the MES framework HyFlow, the electrical grid modeling approach must also correspond 

with it. It additionally, must enable a reasonable compromise between modeling accuracy and 

computation time. Therefore, a novel network reduction method specifically designed for 

cellular approaches is proposed in this work. Additionally, compared to network reduction 

methods published in literature, in many applications enhanced modeling accuracy can be 

achieved in the reduced grid. This novel network reduction method with enhanced modeling 

accuracy, in particular for reactive power, is published in Paper 2 [23]. 

TRAUPMANN, A.; KIENBERGER, T., Novel Network Reduction Method for Cellular-based 

Network Models with Enhanced Modeling Accuracy for Multi-Energy-System Approaches, 

In: International Journal of Electrical Power and Energy Systems 2022, 137, 107827, 

doi.org/10.1016/j.ijepes.2021.107827.  

As this method is developed in this thesis, conclusive validation has to be conducted. 

Therefore, test grids with customized properties are designed which are well suited for 

validating this novel network reduction method to create electrical grid models for MES 

applications. Thus, as a next step to answer RO 1 a comprehensive database of grid 

characteristics within the ENTSO – E ([53]) area is researched and used to develop these 

synthetic test grids. Publicly available data on line parameters, line lengths, grid structures, as 

well as research on generation and consumer profiles is used to create synthetic grids for the 

most common voltage levels (low-, medium-, high- and maximum-voltage). These synthetic 

grids do not include user-specific data, but they do replicate the behavior of real grids. The 

novelty behind these synthetic test grids is that they cover not only all common voltage levels, 

but also corresponding grid sizes, to representatively replicate the real behavior of ENTSO-E 

(European Network of Transmission System Operators for Electricity)  power grids. Moreover, 

synthetic grids usually do not provide georeferenced data as they do not represent real grids. 

However, as the presented synthetic grids are modeled via the NEPLAN software ([54]) 

allowing for the provision of a graphical model which is usually not the case for synthetic grids. 

Additionally, the corresponding time series data are included, making them versatile and 

especially suitable for RES integration studies. Closer information on the data used and the 

approach is published in Paper 1 [55]:  

TRAUPMANN, A.; KIENBERGER, T., Test Grids for the Integration of RES – A Contribution for the 

European Context, In: Energies 2020, 13, 5431, doi.org/10.3390/en13205431.  

Subsequently, the novel network reduction method is applied to all synthetic test grids and 

thus validated, allowing application areas and recommendations to be derived. A more 
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detailed description of the methodology as well as influencing factors for the best possible 

application are described in Paper 2. 

The second overall research objective RO 2 is answered via three individual use cases, each of 

which implements the developed electrical modeling approach in HyFlow and uses different 

analyses techniques to investigate the effects of MES on the electric grid. 

In the first use case, an anonymized grid section of a real 0.4 kV low-voltage (LV) grid, which 

is available at the Chair of Energy Network Technology, is used for the calculation purposes. 

In this use case, photovoltaic (PV) power is massively expanded. Thus, the influence of the 

flexibility of integrating of heat pumps and distributed thermal storages in the overall MES 

model on power quality and stability is analyzed. A detailed description of this use case and 

the results obtained are described in CIGRÉ [56]. 

TRAUPMANN, A.; GREIML, M.; KIENBERGER, T., Reduction Method for Planning Cross-energy 

Carrier Networks in the Cellular Approach Applicable for Stability Assessment in Low -

Voltage Networks, In: e&I Elktrotechnik und Informationstechnik, CIGRÉ 2020, 

doi.org/10.1007/s00502-020-00851-4.  

The second use case performs a similar analysis, except that the considered test grid 

represents the synthetic test grid at the 20 kV medium-voltage (MV) level from Paper 1 for 

the application of the novel network reduction method from Paper 2. In this use case, both 

PV and wind power are massively expanded. Consequently, the influence of hybrid flexibility 

options in MES (integration of heat pumps and Power-to-Gas (PtG) units) is analyzed with 

respect to power quality and stability issues. Additionally, self -sufficiency analyses are 

performed and the corresponding contribution of MES. This use case is described in detail in 

CIRED [57]. 

TRAUPMANN, A.; GREIML, M.; KIENBERGER, T., Equivalent Cellular-based Electrical Network 

Models for Voltage Regulation using Hybrid Conversion Technologies at the Medium-

Voltage Level, In: Conference Proceedings CIRED 2021, Paper 0304.  

The last use case for the analysis of electrical grids represents a comprehensive study. It 

considers Austria’s 110 kV high-voltage (HV) and 220/380 kV maximum-voltage (MaxV) grids 

to investigate hybrid conversion technologies (Gas-to-Power (GtP) and PtG units) in MES as 

re-purposing options at decommissioned coal-fired power plant (CFPP) sites. For this purpose, 

cost-optimal operating profiles are created that consider the electricity and natural gas 

markets as well as the system service market for balancing power. The impact of this 

optimized use of hybrid flexibility options on the electric grid is therefore additionally 

analyzed. Thermal line congestions are investigated, and power quality and stability analyses 

are performed. A detailed description of this use case is given in Paper 3 [58]. 
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TRAUPMANN, A.; GREIML, M.; STEINEGGER, J.; KÜHBERGER, L.; KIENBERGER, T., Analyzing Sector 

Coupling Technologies for Re-purposing Coal-Fired Power Plants in MES – Case Study for 

the ENTSO-E Grid Area, In: IET Energy System Integration, John Wiley & Sons, Inc., 2022, 

DOI: 10.1049/esi2.12087.  
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4 THEORETICAL BACKGROUND 

4.1 Electrical Grids – Structures, Grid Characteristics, Electrical 

Equipment and Parameters 

In the high-voltage three-phase transmission system, electrical energy is transported in the 

transmission and distribution grids at hierarchical voltage levels. A grid thus includes all 

electrical equipment (e.g., generators, consumers, lines, transformers) that is connected to 

the same nominal voltage. In the electrical energy supply system, a distinction is made 

between the transmission grid, the subtransmission grid and the distribution grid. The 

transmission grid transports energy efficiently and with low losses over long distances at the 

380 and 220 kV-voltage levels. The subtransmission grid transports energy trans-regionally at 

the 110 kV-voltage level and the distribution grid provides energy regionally or locally at the 

medium- and low-voltage levels (30 – 0.4 kV-voltage levels). [59] 

The grid levels start at the highest level 1 designating the maximum-voltage level, where the 

electricity generated in the power plants and neighboring countries is fed into the 

transmission grid. All odd grid levels represent transmission and distribution at the respective 

voltage level. The even grid levels denote the transformation between the voltage levels. The 

lowest grid level 7 represents the distribution at the low-voltage level to the household 

consumers. [60] An overview over the electrical system is illustrated in Figure 9 [59].  

 

Figure 9: Overview of the structure of the electrical energy system, voltage levels and grid topologies 

including the grid levels in circles (adapted from [59, 60], icons taken from [17]) 

The grid topologies (cf. Figure 9) are categorized into 3 basic structures, the radial, ring, and 

mesh structures. Modifications of these 3 basic structures can occur due to different 

distributions of load densities. What all three structures have in common is that they have 

operational disconnection points which are actuated in the event of faults, during 

maintenance or for servicing purposes and can thus disconnect a grid part from the rest of the 

grid. However, this results in at least a temporary change in topology. [59] 
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Radial Structures: In radial grids the feeder lines form a radial structure from the feed-in point 

which is usually the transformer substation connected to the upper voltage level. These 

feeders are called tap lines. These structures usually occur at lower voltage levels primarily at 

the low-voltage level for supplying households. While radial structures offer advantages 

regarding lower requirements for grid protection, in general relatively high voltage drops 

occur due to higher line losses. An example of radial structures is also illustrated in Figure 9. 

[59] 

Ring Structures: Ring structures contain openly operated ring topologies in normal operation. 

In contrast to radial grids, they are more complex and interconnected. However, they also 

require higher grid protection such as automatic disconnections of grid parts from the rest of 

the grid. Thus, only those grid sections affected by faults can be disconnected, while the 

remaining consumers continue to be provided a secure and reliable power supply. Such a ring 

structure is implemented mainly on higher voltage levels (medium- to high-voltage), but can 

also occur in the low-voltage, provided that higher load densities are present. An exemplary 

representation of these ring structures is also illustrated in Figure 9. [59] 

Mesh Structures: Meshed grids are fully formed ring structures, in which electrical nodes and 

lines are supplied from several sides and thus provide the highest supply reliability. The level 

of grid protection is also advanced for this structure, so that faults are limited to a small grid 

section. As also illustrated in Figure 9, these structures are mainly implemented at the 

maximum- and high-voltage level (380/ 220/ 110 kV), but can also occur to some extent at the 

medium-voltage level. [59] 

While these structures, represent the basic topologies, the actual design of the grids 

additionally depends on the characteristics of the area in which they are built, i.e. , whether 

the grid is in an urban, suburban, or rural area. Since load densities and line lengths vary 

depending on the area (due to the number and distances of the consumers), there are also 

different requirements for the grids and the connected equipment. [61, 62] Generally, in 

urban areas there is a high load density (> 30 MVA/km2 [62]) requiring the utilization of strong 

lines. Electrical line strength refers to the diameter and material of the lines, and thus 

ultimately to the line parameters (explained below) [61]. However, in urban grids there are 

short distances between the customers, therefore, line lengths are rather short. Thus, grids 

located in urban areas are primarily structured in ring topologies. In contrast, rural areas have 

lower load densities (< 5 MVA/km2 [62]) and larger distances between grid customers. 

Therefore, electrical lines do not have to be as strong as in urban areas, but longer line lengths 

are needed [63]. Additionally, this results in mainly radial structures in such rural areas [63]. 

Due to these characteristics urban area grids tend to have thermal line congestion issues while 

rural areas usually struggle more often with nodal voltage exceeding. [64]  



Theoretical Background 

PAGE | 20 

There is also a distinction between two different types of electrical lines: overhead lines and 

cables. While cables are primarily used in urban areas (at medium- and low-voltage) for safety 

and appearance reasons, overhead lines are mainly used at the high- and maximum-voltage 

levels due to their easier accessibility in case of faults. Overhead lines at the low- and medium-

voltage level are only utilized in rural areas to some extent. Cables at the maximum-voltage 

levels are rarely used, however cables are installed in isolated cases (mostly urban areas) at 

the high-voltage level. [61] These are economically only feasible for short distances, but offer 

certain operational advantages, as their large shunt capacities attenuate harmonics [62].  

The strength of electric lines depends on the diameter and thus the cross-section of the line 

as well as its material. Larger diameters and thus larger conductor cross-sections represent 

stronger electrical lines. For the conductor material, either copper, aluminum or aluminum 

alloys with magnesium, silicon and iron are used, whereby the alloy allows higher mechanical 

strength and is therefore mainly used in overhead lines. In line theory for modeling electrical 

lines, both diameter and material are represented by the line parameters, which also 

represent other physical influencing factors. [61] 

The line parameters are the line resistance R’, the line inductance L’, the line shunt capacitance 

C’, and the line conductance G’. The line parameters are usually represented by specific units, 

thus they are divided by the line length l. The specific line resistance R’ accounts for the real 

line losses in the conductor. Thus, conductor diameter and conductor material are included in 

the specific line resistance R’. In general, the specific line inductance L’ represents the 

magnetic field induced due to power transmission, while the specific shunt capacitance C’ 

represents the corresponding electric field. [61] Overhead lines usually have a higher specific 

line inductance L’ as a large conductor loop is created and the capacitors formed with parallel 

lines are small. In contrast, for cables the electrical lines form an additional capacitor with the 

ground, which increases the specific shunt capacitance C’. [65] The specific line conductance 

G’ describes insulation losses and losses in the dielectric including leakage and corona currents 

However, this line parameter G’ depends on a large number of variable factors, such as 

atmospheric weather conditions, conductivity properties of the surrounding material and the 

insulation as well as contamination on the lines. Therefore, no suitable modeling of these 

factors is available. As a result, the specific line conductance G’ it is usually neglected. For 

overhead lines, the specific line conductance G’ can be neglected anyway, as leakage and 

corona currents are relatively small compared to the other parameters. [66] Figure 10 

illustrates the π-electrical line equivalent circuit including the line parameters and the line 

voltages and voltage losses as well as line currents for an ohmic-inductive current I2.  
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Figure 10: π-Electrical line equivalent circuit and magnetic and magnetic and electric field of two wire lines 

(adapted from [59, 61]) 

Table 2 shows the line parameters R’, L’, C’ and usual line lengths l at the respective voltage 

levels for both overhead lines and cables. 

Table 2: Specific line parameters of electrical lines at all voltage levels [62, 66–68] 

 Line Type R’ (Ω/km) X’ (Ω/km) C’ (nF/km) Length (km) 

0.
4

 k
V

 

Overhead Line 0.29-1.87 0.29-0.40 negligible 
0.03-1.00 

Cable 0.14-0.86 0.08 negligible 

1
0-

60
 k

V
 

Overhead Line 0.06-0.31 0.28-0.42 negligible 
0.10-20.00 

Cable 0.12-0.31 0.11-0.21 216-456 

11
0 

kV
 

Overhead Line 0.06-0.41 0.18-0.40 9-14 
0.30-65.00 

Cable 0.06-0.15 0.14-0.22 112-144 

2
20

 k
V

 

Overhead Line 0.01-0.09 0.26-0.42 8.49-14.23 1.50-125.00 

38
0

 k
V

 

Overhead Line 0.01-0.17 0.25-0.39 11.64-21.25 0.20-165.00 

When modeling electrical lines, the electrical length of the line is also a factor. If a line is 

electrically short, then it can be modeled by a single π-equivalent line circuit element. If a line 

is electrically long, it can be described in approximation by a series of several π-elements. [59] 

In general, overhead lines at the low- and medium-voltage can always be modelled by 

electrically short lines. At higher voltage levels and for cables at the high- and maximum-
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voltage level, the assumption validity of an electrically short line must be verified. [62] The 

maximum length of electrically short overhead lines is about 250 km, for cables it is about 

50 km [61].  

The equivalent circuit of electrical lines corresponding to Figure 10 is a two-port, i.e., an 

electrical circuit which has two terminals or connectors each at the input and output. Thus, 

due to this structure the two-port can be described by various matrix forms which simplify 

calculations. [69] Exemplarily, the chain matrix form offers advantages when calculating 

several consecutively connected two-ports i.e., electrical lines within a grid. By multiplying the 

individual chain matrices of the consecutively connected two-port lines, all two-ports can be 

represented by one two-port element in the grid model. Thus, this matrix form for two-ports 

is suitable primarily for an accurate calculation of voltage drops and line losses. [61] In Figure 

11 voltage drops and line losses using the equivalent circuit are illustrated.  

 

Figure 11: Voltage drop and line loss calculation for the equivalent line circuit (adapted from [61]) 

4.2 Reactive Power in the Grid 

A transmission line can only transfer electrical energy if its own reactive power demand is 

provided to allow the necessary magnetic and electric fields to build up [70]. To describe this 

operating behavior (voltage behavior, power behavior, compensation, transmission capacity)  

of electrical lines, the characteristic (or surge) impedance is used, which is calculated 

according to Equation (1). As can be seen in Equation (1), the characteristic impedance is in 

general complex. [71] 

𝑍𝑊 = √
𝑅′ + 𝑗 ∙ 𝜔 ∙ 𝐿′

𝐺′ + 𝑗 ∙ 𝜔 ∙ 𝐶′
 (1) 

However, as the real component of the characteristic impedance is only relevant when 

determining the line losses, a lossless line is often assumed for studies of the operating 

behavior of real electric lines. In this case, the effective resistance R’ is negligible (R’ = 0) and 

the insulation resistance is infinitely high (Ris’ → ∞ resulting in G’ = 0). This results in an active  

characteristic impedance, which simplifies the calculations of electrical line operating 
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behavior. The calculation of the characteristic impedance of a lossless line is illustrated in 

Equation (2). [59] 

𝑍𝑊 = √
𝐿′

𝐶′
 (2) 

If the line is loaded at the end by the characteristic impedance ZW, the inductive reactive 

power due to the line inductance and the capacitive reactive power due to the shunt 

capacitance are equal. This electrical power is referred to as natural power Pnat (cf. 

Equation (3)) and thus represents an active power. The transmission of natural power entails 

a constant voltage profile (voltage at the end of the line corresponds to the nominal voltage  

UnN [72]) and thus is associated with most efficient power transmission. However, for physical 

reasons, the natural power cannot always be transmitted because the thermal, voltage and 

active power stability is exceeded. [61] 

𝑃𝑛𝑎𝑡 = 3 ∙ (
𝑈𝑛𝑁

√3
)
2

∙
1

𝑍𝑊
=
𝑈2𝑛𝑁
𝑍𝑊

 (3) 

In normal operation Pnat is rarely transmitted. Mainly in long lines it is the aim to remain in 

natural operation, as no reactive power has to be transmitted and the voltage drop can be 

kept at a minimum. [59] 

If lines are operated below the natural power, exemplarily in low-load operation or in open-

loop operation (S2 < Pnat), they behave like a capacitive load at the beginning of the line. This  

can lead to voltage increases at the end of the lines. If lines are operated above the natural 

power (S2 > Pnat), as is the case with shorter lines, they behave like an inductive load at the 

beginning of the line. This results in a larger voltage drop at the end of the line. [59, 72] 

Overhead lines are usually operated above the natural power since their rated thermal power 

Sth is higher than their natural power. In contrast, cables are usually operated below their 

natural power, as their natural power is higher than the corresponding rated thermal power 

Sth which presents as the limiting factor. [72] The rated thermal power Sth of a cable is lower 

than for an overhead line due to the higher insulation and the resulting impeded removal of 

heat [61]. Cables therefore behave like a capacitor over their entire operating range, while 

overhead lines behave like an inductor under greater loads [61]. Figure 12 shows the 

corresponding reactive power consumption Qloss of an overhead line and a cable with equal 

cross-section und thus equal active power losses Ploss dependent on the transmitted power 

[61]. This shows that the reactive power demand Q of a line depends on the transmitted 

power S2. The mathematical correlation for this demand Q is provided in Equation (4) which 

is valid for electrically short lines up to 250 km of line length [71]. 
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𝑄 = 𝑄𝐿 −𝑄𝐶 = 3 ∙ 𝜔 ∙ 𝐿 ∙ 𝐼
2 − 𝜔 ∙ 𝐶 ∙ 𝑈2 = 𝑄𝐶 ∙ [(

𝑆2
𝑃𝑛𝑎𝑡

)
2

−1] (4) 

For an average 380 kV line (cf. Table 2) with a natural power of 605 MW and a characteristic 

impedance of 240 Ω and an assumed transmitted power S2 of 1.5∙Pnat, the inductive charging 

power or reactive power demand Q of the line is about 80 Mvar/100km. [71] 

 
Figure 12: Reactive power losses Qloss for overhead lines and cables at the same voltage level and with the 

same cross-section and therefore same active power losses Ploss, (adapted from [61, 71]) 

As discussed, if Pnat cannot be transmitted, higher losses occur, which is very common in real 

grid applications. Thus, accurate modeling of losses is essential to represent the grid state and 

maintain supply security.  

4.3 Electrical Grid Analysis 

4.3.1 Load Flow Calculation 

One of the main tools for grid analysis is the load flow calculation, in which the steady-state 

voltages, currents, power flows as well as grid losses and reactive power demand are 

determined. These parameters define the operational state of the grid. Thus, the load flow 

calculation is an essential operation management and planning tool of the electrical power 

system for tasks such as monitoring the grid state and grid security. [72, 73] 

To perform a load flow calculation, the overall grid must be described using mathematical 

equations. This mathematical description is provided by the nodal equation system in matrix 

form, which correlates nodal currents I and nodal voltages U according to Ohm’s complex law. 

This nodal equation system in matrix form is shown in Equation (5). In this Equation (5), Y 

represents the nodal admittance matrix which includes the admittances connecting the 

nodes. [61] 
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(

𝐼1
𝐼2
⋮
𝐼𝑛

) =

(

 

𝑌11 𝑌12 ⋯ 𝑌1𝑛

𝑌21 𝑌22 ⋯ 𝑌2𝑛
⋮
𝑌𝑛1

⋮
𝑌𝑛2

⋱ ⋮
⋯ 𝑌𝑛𝑛)

 ∙ (

𝑈1
𝑈2
⋮
𝑈𝑛

) (5) 

However, for the formulation of the load flow problem, the load flow equations are expressed 

in terms of nodal powers rather than nodal currents as there are advantages in separating the 

known and unknown variables in the system [61]. An overview of known and unknown 

variables is illustrated in Table 3, resulting in the three different node types according to which 

the equations are ultimately defined [61, 71, 73]. 

Table 3: Classification of nodes in load flow calculations and their known and unknown variables [61, 71, 73] 

Node Type Known Variables Unknown Variables Definition 

PQ-Node P and Q U and ϑ Load Node I < 0 

PV-or PU-Node P and U Q and ϑ Generator Node I > 0 

Slack-Node U and ϑ P and Q Balance/ Reference Node  

I = 0 

The corresponding power equation system to Equation (5) is given in Equation (6). 

𝑆𝑖 = 3 ∙ 𝑈𝑖 ∙ 𝐼𝑖
∗ = 3 ∙ 𝑈𝑖 ∙∑ 𝑌𝑖𝑘

∗ ∙ 𝑈𝑘
∗

𝑛

𝑘=1

=∑3 ∙ 𝑈𝑖 ∙ 𝑌𝑖𝑘 ∙ 𝑈𝑘 ∙ 𝑒
𝑗∙(𝜗𝑖𝑘−

𝜋
2
−𝛼𝑖𝑘)

𝑛

𝑘=1

 (6) 

In Equation (6), ϑik corresponds to the respective phase angle between Ui and Uk and αik is the 

admittance angle. It is possible to split Equation (6) into a real and imaginary component, 

which is also done for the load flow calculation, as reactive power is only specified at the PQ-

nodes. The real and imaginary components are illustrated in Equations (7) and (8). [61] 

𝑃𝑖 = ∑3 ∙ 𝑈𝑖 ∙ 𝑌𝑖𝑘 ∙ 𝑈𝑘 ∙ 𝑠𝑖𝑛(𝜗𝑖𝑘 −𝛼𝑖𝑘)

𝑛

𝑘=1

 (7) 

𝑄𝑖 = −∑3 ∙ 𝑈𝑖 ∙ 𝑌𝑖𝑘 ∙ 𝑈𝑘 ∙ 𝑐𝑜𝑠(𝜗𝑖𝑘 − 𝛼𝑖𝑘)

𝑛

𝑘=1

 (8) 

In certain cases (e.g., medium- and high-voltage grid) it can be assumed that the admittance 

angle αik as well as the phase difference between the voltages due to close meshing structures 

(ϑi – ϑk) is small, so that the approximations sin(x)→x and cos(x)→1 apply (cf. Equations (9) 

and (10)). However, in general active power is strongly dependent on the phase angle  ϑik, 

while reactive power is almost independent of the phase angle ϑik, but strongly depends on 

voltage magnitude U. [61] 

𝑃𝑖 ≈ 3 ∙ 𝑈𝑖
2 ∙ 𝑌𝑖𝑖 ∙ 𝛼𝑖𝑖+ ∑ 3 ∙ 𝑈𝑖 ∙ 𝑌𝑖𝑘 ∙ 𝑈𝑘 ∙ (𝜗𝑖𝑘 − 𝛼𝑖𝑘)

𝑛

𝑘=1,𝑘≠𝑖

 (9) 
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𝑄𝑖 ≈ 3 ∙ 𝑈𝑖
2 ∙ 𝑌𝑖𝑖− ∑ 3 ∙ 𝑈𝑖 ∙ 𝑌𝑖𝑘 ∙ 𝑈𝑘

𝑛

𝑘=1,𝑘≠𝑖

 (10) 

Although there are different methods for numerically solving the system of power equations, 

the Newton-Raphson method is presented in this work as it is generally one of the most 

common and efficient methods ([71]) and has been used in this work. 

The basic procedure for this method is a linearization of the equation system at the respective 

operating point (starting value of nodal voltages), via a Taylor series approximation which is 

terminated after the first term. Then, the linearized system is solved resulting in an improved 

working point, which serve as the starting values for the next iteration. This continues until 

calculated nodal powers fall below an error limit and a sufficiently accurate solution is 

obtained. [72] The Taylor series approximation is demonstrated in Equations (11) and (12), 

therefore, each node is represented in the calculation via two equations [71]. The vector x 

represents the nodal phase angles and voltages within the grid divided by the voltages of the 

previous iteration [71].  

(
𝜕∆𝑃

𝜕𝑥
)
(𝜈)
∙ ∆𝑥(𝜈+1) +∆𝑃(𝜈) = 0 (11) 

(
𝜕∆𝑄

𝜕𝑥
)
(𝜈)
∙ ∆𝑥(𝜈+1) +∆𝑄(𝜈) = 0 (12) 

Using these Equations (11) and (12) the system of equations in matrix form for the Newton-

Raphson algorithm is obtained, as depicted in Equation (13). [71, 72] 

[

𝜕∆𝑃

𝜕𝑥
𝜕∆𝑄

𝜕𝑥

]

(𝜈)

∙ ∆𝑥(𝜈+1) = [
𝐻 𝑁
𝑀 𝐿

]
(𝜈)
∙ ∆𝑥(𝜈+1) = 𝐽(𝜈) ∙ ∆𝑥(𝜈+1) = − [

∆𝑃
∆𝑄
]
(𝜈)

 (13) 

The matrix J denotes the Jacobian or functional matrix whose entries are the change values of 

the starting vector for nodal voltages and voltage angles and must therefore be calculated for 

each iteration. The Jacobian matrix composes the sub-matrices H, M, N and L, which represent 

the derivatives of the known parameters (active and reactive power) with respect to the 

unknown parameters (voltage magnitude and voltage angle) depending on the node type. 

Slack nodes do not appear in the equation system of the load flow calculation, the parameters 

of the Slack nodes are determined via balancing of load flows and grid losses. PV nodes are 

only represented by one equation for active power. [74] 

As soon as the calculated nodal powers Pcalc and Qcalc fall below the predefined error limit ε 

(cf. Equation (14)), the iterations are terminated and the load flows and grid losses can be 

determined based on the nodal voltages and voltage angles obtained from the iteration. [72] 
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[
∆𝑃
∆𝑄
]
(𝜈)
= [

|𝑃𝑠𝑝𝑒𝑐 − 𝑃𝑐𝑎𝑙𝑐
(𝜈)|

|𝑄𝑠𝑝𝑒𝑐 −𝑄𝑐𝑎𝑙𝑐
(𝜈)|
] ≤ 휀 (14) 

After terminating the iterations and thus obtaining the complex nodal voltage results, the load 

flows, the line losses as well as the balance at the slack node still have to be determined. 

Generally, two load flows are defined over a line. Using the example of the line in Figure 10, 

one in direction i → j and one in the opposite direction j → i. Load flow i → j is the load flow 

that enters the line at Node i and thus includes the line losses that occur in the line in order to 

provide the demanded power to the consumer at the end of the line. Load flow i →  j is 

therefore the one usually obtained from load flow programs. Load flow j → i is the load flow 

that reaches Node j and is thus loss-free. It represents only the power that must be transferred 

to the consumer or is transferred to the next line (j → k). By definition, the load flow j → i 

results in a negative value obtained from the load flow calculation. Equations (15) and (16) 

describe the calculation of the complex load flow Sij over a line and the resulting line losses 

Sloss,ij. [66, 72] 

𝑆𝑖𝑗 = 𝑈𝑖
∗ ∙ (𝑈𝑖− 𝑈𝑗) ∙ (−𝑌𝑖𝑗)+𝑈𝑖

∗ ∙ 𝑈𝑖 ∙ 𝐵𝑖𝑗 (15) 

The admittance Yij contains only the series components of the line (Rij and Lij) while Bij contains 

the shunt elements (mostly only capacitive, only Cij). Ui* represents the conjugate complex 

nodal voltage at the input node, which together with the line elements (Yij and Bij) represents 

the respective current. The difference between input and output voltage Ui or Uj represents 

the voltage drop of the line.  

𝑆𝑙𝑜𝑠𝑠,𝑖𝑗 = 𝑆𝑖𝑗 +𝑆𝑗𝑖 (16) 

Total grid losses are calculated by summing up all individual line losses. The power at the slack 

node is calculated by summing all loads and generations within the grid. [72] 

4.3.2 Power Quality and Voltage Stability 

The power quality within the grid includes parameters such as voltage stability, flicker, or 

harmonics. Voltage stability is the main focus of this work. It can be defined as the ability of 

an electric grid to maintain the nodal voltages at all grid nodes within this range  [75]. Voltage 

stability also depends on a number of parameters, including voltage magnitude which is 

defined by the voltage range ([76, 77]) [78]. Violations of the admissible voltage range can 

occur due to sudden high loads, grid disturbances (e.g. line outages or power plant failures) 

or high (distributed and volatile) energy generation [79]. The admissible voltage range for the 

medium- and low-voltage grid is illustrated in Figure 13. Nodal voltage stability or static (loads 

are assumed to be constant) reactive power stability describes the ability of a power system 

to maintain balanced voltages at grid nodes after a major disturbance has occurred in the 

system, disrupting normal operating conditions [80]. A voltage collapse occurs if voltages drop 
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significantly below the lower limit of the voltage range, thus endangering grid stability [79]. If 

the voltage range is considerably exceeded electrical equipment (e.g., generators, electric 

motors, transformers, end-user devices, inverters, etc.) in the grid is damaged leading to 

reduced availability and impeding both energy generation and power transmission [79, 81]. 

 

Figure 13: Admissible voltage range in the grid (adapted from [82]) 

Both cases strongly depend on the reactive power present in the grid [70]. The cause of 

voltage instabilities and thus of exceeding the admissible voltage range is an unbalanced 

reactive power balance in the grid, i.e., between required and available reactive power [75]. 

As loads and generation units evolve and increase in the future power system, the stress on 

the grid and thus the grids become more susceptible to voltage stability issues [75, 83]. This 

increasingly high utilization of the grids can lead to operation points above the natural power 

of the lines and results in increased reactive power demand [84].To compensate for this, 

reactive power must be provided locally, as transporting reactive power puts additional stress 

on the grid [75]. A lack of reactive power has the same effect as grid loads, thus a voltage drop 

occurs, whereas a surplus of reactive power affects the grid like a generation unit and results 

in a voltage increase [85].  

The correlation between voltage and active or, in particular, reactive power transmission can 

be illustrated as follows: As a result of the transmitted active and reactive power (cf. 

Equations (17) and (18)) of a line, a correlation is established after eliminating the phase angle 

𝜗𝐿 including nodal voltage, active and reactive power (cf. Equation (19)). If this Equation (19) 

is expressed in p.u. values, Equation (20) is obtained which describes the grid characteristics 

regarding static active and reactive power stability. [86, 87] 

𝑃 =
𝑈1 ∙ 𝑈2
𝑋

∙ 𝑠𝑖𝑛𝜗𝐿 (17) 

𝑄 = −
𝑈2
2

𝑋
+
𝑈1 ∙ 𝑈2
𝑋

∙ 𝑐𝑜𝑠𝜗𝐿  (18) 
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𝑈2
2 =

𝑈1
 
− 𝑋 ∙ 𝑄 ±√

𝑈1
4

4
−𝑋2 ∙ 𝑃2 −𝑋 ∙ 𝑄 ∙ 𝑈1

2 
(19) 

𝑢 = √
1

 
− 𝑞 ±√

1

4
− 𝑝2 −𝑞 (20) 

A graphical representation of Equation (20) is illustrated in Figure 14 (a). In addition, Figure 

14 (b) shows the cross-section of Figure 14 (a) for a constant active power (constant power 

factor cos𝜑) and describes how the stability can be assessed here. 

 

 

(a) (b) 

Figure 14: (a) Grid characteristics (P(U) and Q(U)) regarding static active and reactive power stability and (b) 

Voltage behavior visualized in the QU-diagram (adapted from [83, 88]) 

As demonstrated in Figure 14 and discussed in section 4.3.1, the voltage (magnitude) within 

the grid strongly depends on the reactive power and therefore underlines the importance of 

reactive power and its balance in the grid regarding voltage drops. [88] 

4.3.3 Thermal Line Congestions 

Line overloads occur when the grid´s distribution lines are no longer capable of transmitting 

the necessary power due to exceeding thermal limits [89]. The previously mentioned higher 

utilization of the grids due to increasing energy demand and RES generation leads to an 

additional reactive power demand [84]. As a result, congestion management and 

corresponding strategies become increasingly important [90]. At the same time this results in 

a higher current load on the grid components [91]. Higher current loads on the electrical 

equipment such as electrical lines can lead to a temperature rise that damages their material 

above a certain temperature [92]. The electrical parameters of the grid components (e.g. line 

parameters for electric lines) therefore limit the maximum transmittable operating currents 
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and powers [92]. Table 4 provides an overview over maximum currents and operating 

temperatures for commonly utilized electrical lines:  

Table 4: Maximum line currents and operating temperatures of electrical lines [62, 93, 94] 

 Line Designation Line Type Ir,max (A) Tmax (°C) 

0.4 kV 
NAYY 4 x 150 SE Cable 270 70 

94-AL1/15-ST1A Overhead Line 350 80 

10-60 kV 
NA2XS2Y 1 x 240 RM/25 Cable 422 90 

184-AL1/30-ST1A Overhead Line 535 80 

110 kV N2XS(FL)2Y 1 x 300 RM/35 Cable 588 90 

305-AL/39-ST 1A Overhead Line 740 80 

220 kV 382-AL1/49-ST1A Overhead Line 840 80 

380 kV 679-AL1/86-ST1A Overhead Line 1150 80 

Consequences of these current overloads are forced load-shedding by cutting off grid 

customers or planned outages for supply reliability and security protection [89]. Current 

measures to prevent line congestions are grid expansion, utilization of protection relays as 

well as dynamic thermal rating [89]. Dynamic thermal rating of electrical lines factors in 

weather conditions such as temperature, wind speed and direction and thereby allows for a 

dynamic adaption of line capacities which is currently used at critical grid points [89, 95, 96].  

Another possibility to increase the transmission capacity of electrical (overhead) lines and thus 

avoid grid expansion is the usage of high-temperature conductors [97]. These allow up to 90% 

higher current carrying capacity compared to standard cables, but at the same time have a 

higher reactive power requirement and generate higher losses [97]. However, high-

temperature conductor cables can withstand temperatures of up to 200 °C without significant 

operational restrictions (sagging) [98]. Additionally, Re-dispatch is a measure to prevent 

congestions. For Re-dispatch, the transmission system operator (TSO) intervenes in situations 

with line congestion and gives instructions to power plant operators to change their planned 

power plant dispatch accordingly to avoid grid congestions [99]. 

4.3.4 Short-Circuit Analysis 

Primarily, a short-circuit analysis examines for different grid topologies if the potential short-

circuit powers can be controlled by the circuit breakers within the grid. It is therefore an 

important tool in operational grid management and is already determined during grid 

planning. The short-circuit power Sk,N‘‘ (cf. Equation (21)) at a certain grid node N is calculated 

from the nominal voltage UN and the initial short-circuit current Ik,N‘‘. [59] 
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𝑆𝑘,𝑁
′′ = √3 ∙ 𝑈𝑁 ∙ 𝐼𝑘,𝑁

′′ =
1 1 ∙ 𝑈𝑁

√3 ∙ 𝑍𝑁
 (21) 

The short-circuit power is a measure of the internal resistance of a grid. Therefore, the grid or 

short-circuit impedance ZN is also determined at the respective grid point. This impedance 

results from the series impedance of the electrical equipment located in the short-circuit path 

of this grid node and can thus consist of generator impedances ZG, overhead line and cable 

impedances ZO and ZK as well as transformer impedances ZT. Figure 15 (a) shows an example 

of the single-phase equivalent circuit of the short-circuit current path with equipment 

impedances. [59] 

 
 

(a) (b) 

Figure 15: Single-phase equivalent circuit of the (a) short-circuit current path with equipment impedances 

and (b) simplified equivalent circuit for short-circuit calculations (adapted from [59], icons taken from [17]) 

Equation (22) shows the corresponding calculation of the total impedance at grid node N 

where rt represents the transformation ratio between the voltage levels This consideration 

enables representing the grid simplified by a source voltage and a grid impedance (cf. Figure 

15 (b)). [59] 

𝑍𝑁 =
𝑍𝐺
𝑟𝑡
2 +

𝑍𝑂
𝑟𝑡
2 +

𝑍𝐶
𝑟𝑡
2 +𝑍𝑇+ 𝑍𝑂 =∑𝑅 + 𝑗 ∙∑𝑋 = 𝑅𝑁 + 𝑗 ∙ 𝑋𝑁 (22) 

As the short-circuit power is a function of the short-circuit impedance ZN, it is thus also a 

measure of voltage quality and the interference resistance of the grid. It can be used to assess 

grid behavior and to analyze and evaluate structural aspects within the grid. Exemplarily, 

parallel lines have significant influence on the short-circuit impedance; the more parallel lines 

(and thus the higher the meshing) in the grid, the higher the short-circuit power. Other factors 

influencing short-circuit power are the number of synchronous machines in the grid, the 

degree of meshing and the switching state, as well as line lengths and the presence of 

inductance coils for power factor correction. [62] 

4.3.5 Energy and Power-Based Indicators 

The energy and power-based indicators are a way of analyzing energy systems within a 

defined area and provide information about the efficiency regarding energy use within that 

area. These energy and power-based indicators include the degree of energy self-sufficiency 
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εESS, the degree of power self-sufficiency εPSS, and the self-consumption ratio εSCR. [100] The 

parameters necessary for the calculation of the energy and power-based indicators are 

presented exemplarily in Figure 16 and include power and energy values for consumption and 

generation (PL(t), EL, PG(t) and EG) within the respective area for the chosen time frame as well 

as the self-consumption ESC. EL represents the area under the consumption power curve PL(t), 

EG equally represents the area under the generation power curve PG(t).  

 
Figure 16: Exemplary illustration of consumption, generation, and self-consumption for the calculation of 

energy and power-based indicators 

The self-consumption is calculated from the intersection of the momentary generation and 

the corresponding consumption (cf. Equation (23)). [101] 

𝐸𝑆𝐶 = ∫𝑚𝑖𝑛{𝑃𝐿(𝑡),𝑃𝐺(𝑡)} 𝑡 (23) 

The degree of energy self-sufficiency εESS describes the ratio between generation and 

consumption and thus indicates what share of the total generation can be consumed over the 

considered period in this area (cf. Equation (24)). If the degree of energy self-sufficiency is 

high, generation and consumption are balanced completely or to a large extent over the 

considered period. However, it cannot be ensured that the generation can effectively be 

consumed, as a temporal correlation is not covered. The degree of energy self-sufficiency can 

also assume values above 100 %, as it is possible to generate excess energy. [100] 

휀𝐸𝑆𝑆 =
𝐸𝐺
𝐸𝐿
=
∫𝑃𝐺(𝑡)  𝑡

∫𝑃𝐿(𝑡)  𝑡
 (24) 

To account for this temporal component between generation and consumption, the degree 

of power self-sufficiency εPSS (0% ≤ εPSS ≤ 100%) is used which is calculated according to 

Equation (25). It represents an evaluation parameter of the direct usability of generation to 

cover local consumption. [101] This energy indicator only represents the share of the 

generated energy that is directly consumed and therefore does not have to be fed into the 

grid. [102] 
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휀𝑃𝑆𝑆 =
𝐸𝑆𝐶
𝐸𝐿

=
∫𝑚𝑖𝑛{𝑃𝐿(𝑡),𝑃𝐺(𝑡)} 𝑡

∫𝑃𝐿(𝑡)  𝑡
 (25) 

The self-consumption ratio εSCR (0% ≤  εSCR ≤  100%) describes the share of the directly 

consumed energy of the total generation in the considered period (cf. Equation  (26)) [101, 

102]. A low self-consumption ratio thus indicates that a high amount of the total generation 

in this region cannot be consumed and must therefore be fed into the grid putting additional 

stress on the grid [100]. 

휀𝑆𝐶𝑅 =
𝐸𝑆𝐶
𝐸𝐺

=
∫𝑚𝑖𝑛{𝑃𝐿(𝑡),𝑃𝐺(𝑡)} 𝑡

∫𝑃𝐺(𝑡)  𝑡
 (26) 

High values for the power self-sufficiency and the self-consumption ratio not only have 

positive local effects in terms of self-sufficiency, but indicate the impact on the grid. [101] 

4.4 Operational Optimization 

In general, optimization represents a mathematical problem that describes a system, process, 

or element [103]. The optimization is responsible for finding the best solution for this problem 

under certain conditions or constraints [104]. Finding a solution of the problem corresponds 

with the determination of the decision or optimization variables x [105].  

The problem formulation and the components of the optimization as well as their 

mathematical correlations are described in Equations (27) – (30). The main component is the 

objective function f(x), which is to be either minimized or maximized (cf. Equation (27)). The 

problem can have only one optimization variable x, or several x = [x1,x2,…,xn] which is called 

multivariable optimization. [103, 105] 

max 𝑓(𝑥1, 𝑥2,… , 𝑥𝑛) = −min(−𝑓(𝑥1, 𝑥2,… , 𝑥𝑛)) (27) 

To further specify the optimization problem, constraints are defined to limit the solution 

scope. There are equality constraints (cf. Equation (28)) and inequality constraints (cf. 

Equations (29)). [105, 106] 

ℎ(𝑥1, 𝑥2,… , 𝑥𝑛) = 𝑏𝑒𝑞 (28) 

𝑔(𝑥1, 𝑥2,… ,𝑥𝑛) ≤ 𝑏 (29) 

Since usually also the optimization variables are not permitted to take all values arbitrarily,  

usually upper ub and lower bounds lb of the variables are set (cf. Equation (30)), which restrict 

the value range of the variables. [103] 

[𝑙𝑏1, 𝑙𝑏2,… , 𝑙𝑏𝑛] ≤ 𝑥1, 𝑥2,… , 𝑥𝑛 ≤ [𝑢𝑏1, 𝑢𝑏2,… ,𝑢𝑏𝑛] (30) 

Figure 17 illustrates the structure of a numerical optimization problem as described before 

and its correlation to the appropriate energy model.  
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Figure 17: Illustration of a numerical optimization framework and the interaction between optimizer and 

model (adapted from [105]) 

How the optimization models are categorized has already been described in Chapter 2. In 

energy system optimization, a distinction is made between operational optimization and 

design optimization [107]. While operational optimization serves to define an optimal 

operation strategy of a component or a system (e.g. dispatch optimization), with design 

optimization the optimal dimensions of components or systems are determined (e.g. 

structural optimizations of grids, plant sizes of components) [107]. 

Predominantly, energy system optimizations represent linear problems which can be solved 

efficiently [107, 108]. The objective function as well as the constraints each represent linear 

functions in the case of linear optimization [105]. Objective functions of such complex energy 

systems thus usually are linear cost functions (environmental, social or economic), through 

which the influence of all components can be summarized [107–109]. Exemplarily, 

Haikarainen et al. (2014) [107] use a combination of investment and operating costs for 

structural and operational optimization of distributed energy systems. Wang et al. (2015)  

[109] use a combination of operating and environmental costs as the objective function. The 

constraints are customized specifically to the respective optimization problem. These can be, 

for example, operating ranges of plant components or start-up and powering-down behavior 

of the plants (ramp rates for start-up and powering-down behavior) but also supply contract  

conditions to be met [105, 107–109]. Often, energy system modeling also poses a MILP 

problem, where certain optimization variables can only take integer values, while others can 

have double values [110–113].  

4.4.1 Electricity Markets and Price Developments 

As the objective function for energy system optimization mostly refer to minimizing costs or 

maximizing profits, the energy markets and their design are relevant for establishing the 

objective function as well as the constraints. Figure 18 shows an overview of the electricity 

markets, since this thesis focuses on the electric energy system in the context of MES. The 

wholesale market for electric energy and the system services market for balancing energy are 

particularly significant.  
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Figure 18: Overview Electricity Markets (adapted from [114]) 

The most significant difference between the wholesale market and the system services market 

is the operating principle for price formation. While the wholesale market operates according 

to the “pay-as-cleared” principle (cf. Figure 20 (a)), the system services market is based on the 

“pay-as-bid” principle (cf. Figure 20 (b)) [115]. The price formation on the wholesale market is 

based on the merit order, illustrated in Figure 19, representing the sorted sequence of power 

generation units ranked according to their generation costs, starting with the cheapest [116]. 

 
Figure 19: Original Merit-Order (adapted from [116, 117], icons taken from [17]) 

The current market price on the pay-as-cleared market then results from the intersection of 

the amount of electricity consumption (e.g., for the next day) and the electricity generation 

costs as demonstrated in Figure 20 (a). All power plants whose electricity generation costs are 

below the market price are accepted and used to generate power. [115] 

Similarly, the current market price on the pay-as-bid market is formed. However, here the 

offers made by power plant operators are ranked according to their bids, starting again with 

the lowest offer. The intersection with the current consumption for balancing power and 

energy results in the maximum price. [115] 

Electricity
Markets

Wholesale Market System Services

Stock Market
Over the

Counter Trading
Balancing

Power Market
Balancing

Energy Market*

Futures 
Market

Spot 
Market

Spot 
Market

Forwards 
Market

Futures, 
Options

Day-Ahead-
Trades (Auctions)

Intraday-Trades 
(continuous

trade)

Forwards, 
Options

FCR-, aFRR-, 
mFRR-power

Capacity Prices,
Reserve with

Standby 
Remuneration 

aFRR- and mFRR-
energy

Energy Prices, 
Activation with

Supply 
Remuneration

*since November 2020

Day-Ahead-
Trades (Auctions)

Intraday-Trades 
(continuous

trade)

Interventions in 
Grid Operation

Redispatch

El
ec

tr
ic

it
y 

P
ri

ce
 [

€
/M

W
h

]

Demand [MWh]

Market Price

Consumption

Revenues



Theoretical Background 

PAGE | 36 

 

(a) 

 

(b) 

Figure 20: Comparison (a) pay-as-cleared and (b) pay-as-bid market principles (adapted from [115], icons 

taken from [17]) 

All power plants whose offers are below the maximum price are accepted and used. The actual 

price with which the capacity reserve or the activation is remunerated is the bid price. The 

market price is obtained by averaging all bids. As can be seen from the comparison between 

Figure 20 (a) and (b), currently higher prices tend to be obtained on the pay-as-bid market. 

[115] Future developments for the Merit-order are illustrated in Figure 21 [116, 118].  

  

(a) (b) 

Figure 21: Merit-Order and electricity price development: (a) Market integration of RES including CO2 prices 

and (b) Coal Phase-Out including CO2 prices (adapted from [116, 118], icons taken from [17]) 

However, due to the future developments in power generation structures compared to Figure 

19, i.e., the integration of RES as well as the coal phase-out and CO2 pricing, prices on the pay-

as-cleared market will also increase in the future. This is exemplified in Figure 21. [118] 
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4.5 Network Reduction Methods 

Since grid-based energy system models represent highly complex models whose calculation 

and simulation produce a high computational effort, it is essential to find a compromise 

between modeling accuracy in the energy system model and its computation time. Therefore, 

network reduction methods are applied to model grid-based energy systems. These methods 

allow to reduce the spatial accuracy of the grid model without causing much loss of 

information and, at the same time, reduce the computation time. [44, 48] 

This requires an underlying approach that also allows for such a compromise. Since the grid-

based model calculations of this work are carried out in HyFlow, a cellular approach is 

implemented as the underlying approach, and thus serves as a basis. Cellular approaches 

support spatial resolution reduction of grid infrastructures, as illustrated in Figure 22.  

  

(a) (b) 

Figure 22: Cellular Modeling Approach for the (a) unreduced real grid model and (b) aggregated grid model 

(adapted from [23], icons taken from [17]) 

This cellular approach allows for a level of detail in the energy system model that achieves a 

suitable compromise between computation time and spatial resolution for the corresponding 

application. In this process, geographic grid areas or regions are divided into energy cells (cell 

division process). All nodes located within this cell are aggregated into a common node in the 

cell center. As a result, the consumers within the cell can be modeled without loss of 

information, but only in an aggregated form. Additionally, each cell is represented only by a 

small set of parameters – the cellular residual load and the tie lines between the cells. [44, 

119] The cellular residual load Pres(t), described by Equation , is defined as the difference 

between load PL(t) and (volatile) generation PG(t) for each time step [52].  

𝑃𝑟𝑒𝑠(𝑡) = 𝑃𝐿(𝑡) − 𝑃𝐺(𝑡) (31) 

All lines that are located within the cells are eliminated, whereby their losses are also no longer 

replicated in the reduced grid model. To represent them correctly nevertheless, network 

reduction methods are used. These methods have the task to reproduce these losses as closely 

as possible, resulting in a reduced grid with equivalent behavior to the real grid. [23] The basic 

idea of network reduction is that increased attention is paid to a specific grid section (internal 
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area), which is considered in detail. The rest of the grid (external area) only has to provide the 

relevant information to the area of interest over a boundary system, but does not have to be 

mapped completely. [120] 

For the application of network reduction methods within the presented cellular approach, this 

basic idea of network reduction has to be adapted. For the cellular approach, all areas within 

the cells are reduced to an equivalent grid model and in this sense, there is no area that is 

represented in detail. The property of the grid that must be preserved is the overall electrical 

behavior, which includes load flows and line losses across the remaining lines, line losses 

within each cell, Slack-power and overall power losses. Particularly difficult to model are the 

reactive power losses in the grid.  

Static network reduction methods published in literature that can be adapted to this problem 

are the Ward reduction method ([121, 122]) and the REI (radial equivalent independent) 

reduction method ([123, 124]). Both are numerical methods and use Equation (5) as a basis. 

The elimination of the grid nodes is performed numerically by applying Gaussian Elimination 

([121]) for both methods. Thus, the lines are automatically eliminated as well. This reduces 

the system from Equation (5) to Equation (31) (b) and simultaneously also the grid model 

itself. To compensate for this elimination and thereby achieve equivalent grid behavior, 

compensation lines are calculated in these numerical methods. The calculation of these 

compensation lines differs for the two methods slightly. The index e in Equation (31) (a) 

(before reduction) designates the external system, which is to be reduced, index b describes 

the boundary system which is modified in the reduction (I’ and Y’) and thus contains the 

compensation lines. Index i denotes the internal system that is modeled in detail and not 

reduced. The individual entries of the matrices in Equation (31) represent smaller submatrices 

corresponding to the respective grid size. [46, 121] 

(

𝐼𝑒
0
𝐼𝑖

) = (

𝑌𝑒𝑒 𝑌𝑒𝑏 0

𝑌𝑏𝑒 𝑌𝑏𝑏 𝑌𝑏𝑖
0 𝑌𝑖𝑏 𝑌𝑖𝑖

)∙ (

𝑈𝑒
𝑈𝑏
𝑈𝑖

) (

0
𝐼′

𝐼𝑖

) = (

0 0 0
0 𝑌′ 𝑌𝑏𝑖
0 𝑌𝑖𝑏 𝑌𝑖𝑖

)∙ (

𝑈𝑒
𝑈𝑏
𝑈𝑖

) (32) 

(a) (b)  

However, disadvantages of these numerical methods concern the achieved modeling 

accuracies in terms of reactive power [46]. The modeling accuracy refers to the deviation of 

electrical parameters between the reduced and the unreduced original grid model [23]. Static 

grid reduction methods strongly depend on the initial operating point through which the 

losses within the reduced grid are replicated. However, the losses in the reduced grid cannot 

adapt to changing load situations in the grid model. However, since the line losses are load-

dependent (cf. Chapter 4.2), high deviations occur, which mainly affects reactive power losses. 

[23, 46, 125, 126]  
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5 RESULTS AND DISCUSSION 

This chapter summarizes the main results of the publications within this thesis and discusses 

the individual results. First Chapter 5.1, addresses the first research objective RO 1 by 

presenting the results for the developed modeling approach and its validation (Paper 2) using 

representative test grid structures (Paper 1) are presented. From these results, application 

recommendations are derived for the developed modeling approach. Then Chapter 5.2, 

addresses the second research objective RO 2 by using the presented recommendations for 

the modeling approach for calculations within the MES framework HyFlow. Electrical grids 

(real grids and test structures) are considered at all four voltage levels. They are analyzed 

within the MES framework in terms of power quality and voltage stability issues as well as 

thermal line congestions and self-sufficiency analyses (published in CIGRÉ, CIRED and Paper 3).  

5.1 Electrical Grid Modeling Approaches for MES (RO 1) 

As discussed in Chapter 2 it is one of the biggest challenges in energy system modeling for 

MES applications to find a suitable level of detail including appropriate temporal and spatial 

resolution. Many of the presented modeling aspects in Chapter 2 are more difficult to realize 

for MES models than for other energy models as there are substantial differences between 

the individual energy carrier grids. When it comes to problems like… . A cellular modeling 

approach as described in Chapter 4.5 thus offers advantages since it is a generic and modular 

approach enabling a decoupling between the energy carrier grids to a certain extent. Cellular 

approaches additionally support spatial resolution reduction. As temporal resolution must be 

similar for all the energy carrier grids considered within the MES framework (in case of HyFlow 

15-minute average values), a suitable compromise can only be achieved by a lower spatial 

resolution.  

Thus, RO 1.1 (How can electrical grids be modeled for MES applications to enable high 

modeling resolution?) is addressed with the results obtained in Paper 2. As Chapter 4.5 

discusses, due to eliminated lines, information regarding electrical line losses can no longer 

be retained when applying network reduction within the cellular approach. Thus, conventional 

network reduction methods published in literature use compensation lines to account for this 

information loss. However, this compensation does not account for the load dependency of 

the electrical line losses. Thus, the presented method for reduction of cellular-based electrical 

grid models uses compensation modules added at the cell nodes instead of compensation 

lines. These modules represent a complex impedance replicating the electrical line within one 

cell (besides those connecting two cells) by using the sum of their electrical line parameters 

(RRLC, LRLC and CRLC) and interconnecting them in an equivalent circuit. Their calculation for each 
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cell z is presented in Equations (33)-(35) where n designates the total number of affected 

electrical lines within cell z.  

𝑅𝑅𝐿𝐶,𝑧 =∑𝑅′𝑖 ∙ 𝑙 𝑖

𝑛

𝑖=1

 (33) 

𝐿𝑅𝐿𝐶,𝑧 =∑
𝑋′𝐿,𝑖 ∙ 𝑙𝑖
 ∙ 𝜋 ∙ 𝑓

𝑛

𝑖=1

 
(34) 

𝐶𝑅𝐿𝐶,𝑧 = ∑𝐶′𝑖 ∙ 𝑙 𝑖

𝑛

𝑖=1

 
(35) 

Thereby, it is essential that the chosen structure of the compensation module’s equivalent 

circuit correctly depicts the relations within an electrical line meaning that series parameters 

(RRLC, LRLC) and shunt parameters (CRLC) must be represented as such. This equivalent circuit 

structure can be achieved via different voltage potentials for the series parameters and the 

shunt parameters. Thus, CRLC has a ground connection with a 0 V potential, while RRLC and LRLC 

are connected to a fictitious potential Ufic specific for each cell determined via its residual load. 

The equivalent line circuit of the compensation module is depicted in Figure 23.  

 

Figure 23: Compensation module application and its structural equivalent circuit for one exemplary cell [23] 

This modeling approach using a novel network reduction method thus improves the 

weaknesses of the conventional numerical network reduction methods (cf. Chapter 4.5) 

regarding line loss modeling accuracy. Within this novel network reduction method, the 

compensation modules particularly enhance modeling accuracy of reactive power and 

reactive line losses as the load dependency of the electrical line losses is retained within the 

compensation module.  

As newly developed methods need to be properly validated to ensure the desired effect and 

impact of the method, appropriate grid models must be available. As real grids can rarely be 

used due to user-specific information, they are subject to data protection and thus not publicly 

available. Synthetic grid models may however fail to properly replicate grid behavior and can 

thus not be regarded as representative. Additionally, they usually only contain grid data 

without time-series data for generation and consumption, and can hence only be used for 
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static analysis. Therefore, synthetic grid models usually serve to represent a certain purpose. 

The grid models used to validate the novel network reduction method are developed in this 

work and have to replicate real grid behavior of the grids within the ENTSO-E and they need 

to be able to adopt increased RES expansion. Additionally, as the load dependency of the 

compensation module needs to be accurate consumer and generation data have to be time-

series data. Thus, to address RO 1.2 (What characteristics must be provided by test grid 

structures to develop and validate the proposed network reduction modeling approach?) four 

generic test grids at each common voltage level are developed to fit these criteria. Table 5 

provides an overview over the test grid characteristics regarding the overall grids. The load 

and generation data are either publicly available data (e.g., standard load profiles, 

measurements from the Austrian control area [127]), anonymized measured data available at 

the Chair of Energy Network Technology (e.g., load profiles at substations) or synthetically 

calculated data (e.g., synthetic load profiles [128, 129]).  

Table 5: Overview over the developed test grids representing European structures [55] 

Parameter LV MV HV MaxV 

Voltage level (kV) 0.4 20 110 220 380 
Number of feeders 14 18 6 5 5 
Number of network nodes 92 74 70 12 7 
Number of consumer units 91 64 69 12 2 
Number of generation units 39 15 18 5 5 
Transformer power (MVA) 0.63 50 800 1200 10000 
Vector group Yz5 Dy5 Yy0 Ynyn0 Yy0 

Topology Radial 
Radial, 

open rings 
Closed 
rings 

Mesh Mesh 

Number of lines 92 75 77 12 7 
Total line length (km) 5.93 730.98 1477 566.50 364.70 
Maximum feeder length (km) 0.81 95.90 319.08 - - 
Specific resistance R’ (Ω/km) 0.063-0.249 0.133 0.176 0.076 0.043 
Specific reactance X’ (Ω/km) 0.079-0.080 0.146 0.408 0.230 0.220 
Specific susceptance B’ (μS/km) 0.000 71.314 2.796 3.770 4.398 
Maximum electrical current (A) 535 422 735 840 1150 

To ensure the representativeness of the developed test grids, the short circuit power and 

current (cf. Chapter 4.3.4) are used as validation parameters for this purpose. Thus, literature 

value ranges for European grids were researched and compared to the corresponding values 

calculated (cf. Equation (21)) for the test grids. As these value ranges are generally adhered to 

or slightly deviate by less than 7 % with reasonable cause (unclear assumptions about grid 

structures, parameters, etc. for the literature values). Hence, the developed test grids can be 

regarded as representative for European grids within the ENTSO-E. Thus, the grids can also 

ensure a conclusive validation of the novel network reduction method presented above.  

Therefore, the novel network reduction method is applied to all four generic test grids for 

validation. As validation parameters relative deviations (cf. Equation (36) exemplary depicted 
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for active power) for Slack-node power and electrical tie line power flows and power losses 

between the original grid and the reduced equivalent grid model are used to assess overall 

grid behavior.  

∆𝑃𝑟𝑒𝑙,𝑛(𝑡) =
𝑃𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙,𝑛(𝑡) − 𝑃𝑟𝑒𝑑𝑢𝑐𝑒𝑑,𝑛(𝑡)

𝑃𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙,𝑛(𝑡)
 (36) 

These deviations describe the achieved modeling accuracies for each time step (15-minute 

values). To enable a comparison of these modeling accuracies across voltage levels the 

average relative deviations over the considered time and the entire grid are evaluated. The 

derived trends from this evaluation are illustrated in Figure 24. As the relative deviations 

presented in Figure 24 increase over the voltage levels for both electrical tie lines and Slack-

node power, it can be assumed that this novel reduction method cannot offer advantages for 

all applications. 

  

(a) (b) 
Figure 24: Trends in relative deviations for (a) power and power losses within the electrical tie lines and (b) 

Slack-node power at each voltage level [23] 

Therefore, these trends in modeling accuracy enable identifying influencing parameters as 

well as application recommendations for the presented novel network reduction method 

addressing RO 1.3 (For which MES applications (voltage level, grid size, grid structure, etc.) is 

this novel modeling approach for electrical grid reduction suitable and offers advantages?). 

Influencing factors regarding modeling accuracy are voltage level, cell division (and cell size) 

as well as geographical load and generation distributions within the cells.  

The voltage level presents as an influencing parameter since generated active and reactive 

line losses become higher at higher voltage levels which therefore results in a larger amount 

of power to be compensated by the compensation module. The compensation module is no 

longer fully capable to compensate the electrical line losses at higher voltage levels, in 

particular in terms of reactive power. This is due to the determination of the fictitious 

potential, which is based on the residual load within the corresponding cell. As in addition to 

the residual load, the nodal voltages depend on electrical line losses, this factor is missing 
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when determining the fictitious potential. Thus, the losses replicated in the compensation 

module are underestimated.  

Cell division and corresponding cell sizes influence modeling accuracy as they refer to the 

topology of the reduced grid model. Due to cell division grid topology is altered (cf. 

Chapter 4.5) in the reduced model, therefore, if more intertwined (ring or meshed) structures 

occur in the reduced grid, modeling accuracy decreases significantly as the compensation 

modules show interdependencies. Thus, a compensation module can replicate line losses and 

therefore adapt line power flows more accurately if a cell has minimal connections to other 

cells. However, if ring structures occur within the cells and are eliminated during cell 

aggregation, they do not influence the model or its accuracy. This structural influence is due 

to interdependent effect of the compensation module between the electrical ring lines. Thus, 

radial structures in the reduced grid model present the best results regarding modeling 

accuracy, which occur mostly at lower voltage levels (cf. Chapter 4.1). Additionally, larger cell 

sizes meaning more grid nodes aggregated into one cell also decrease modeling accuracy as 

this again results in higher electrical line losses to be compensated by the compensation 

module. Also modeling accuracy can be increased if critical lines or nodes can be defined prior 

to the cell division process. As this process is arbitrary according to the task at hand, critical 

lines (at risk for thermal line congestions) can be designated as tie lines between cells and 

critical nodes (at risk for voltage violations) can be defined as one cell.  

Regarding load and generation distribution within the cells, best modeling accuracies can be 

achieved if there is an even distribution within the cell due to the generated voltage drops or 

increases. These influence the assumed fictitious voltage potential Ufic and thus the accuracy 

of the compensation module. Table 6 presents the results for which applications this modeling 

approach (cellular approach with presented novel network reduction) is suitable.  

Table 6: Overview over the applicability of the presented novel network reduction based on validation using 

the generic test grids 

 Voltage Level 

 LV MV HV MaxV 

Radial Structure in the 

Reduced Grid 
  ~  

Significant Calculation 

Time Savings 
    

Low Grid Losses  ~   

Applicability 

Recommendation 
Very well suited Well suited 

Suited depending 

on application 
Not suited 
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The main benefits of this modeling approach are achieved for low- and medium-voltage grids 

as it offers additional advantages regarding the usage of standard load profiles. These are only 

valid to represent consumer behavior for a larger number of consumers (> 150 consumers 

[130]) which is often achieved due to the aggregation process of the cellular approach.  

Due to the obtained results from the validation of the presented modeling approach the 

network reduction method is particularly well applicable at the low- and medium-voltage 

level, where it offers various advantages. In contrast, at the high-voltage level it depends on 

the application (original grid, topology, grid expansion), if the discussed influencing 

parameters can be chosen beneficially reasonable modeling accuracies can be achieved. At 

the maximum-voltage level this method is not applicable as deviations become too high to 

properly replicate the original grid behavior. Additionally, at this voltage level grids are usually 

less expanded in terms of number of grid nodes, therefore, calculation time savings due to 

spatial resolution reduction is low.  

As this validation is limited solely to the electrical grid, the impact of MES on cellular-based 

reduced grid models has to be further analyzed.  
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5.2 Electrical Grid Analysis in MES (RO 2) 

For the impact analysis of MES expansion scenarios for RES are established and then 

implemented in real and synthetic grid structures. This work considers three use cases at 

different voltage levels and analyzes how MES can influence power quality and voltage 

stability as well as thermal line congestions and self-sufficiency within the electrical grid. To 

provide an overview over the use cases performed within this work as well as their 

characteristics and the analyses conducted for each use case, Table 7 is presented below. The 

results of the individual use cases are presented afterwards in detail.  

Table 7: Overview over the use cases within this work and their analysis 

Use Case CIGRÉ CIRED Paper3 

Type of Grid real synthetic real 

Voltage Level 0.4 kV 20 kV 110/220/380 kV 

Time frame One Day One Day One Year 

Expansion Scenario PV expansion 
PV and Wind 

expansion 

PV, Wind, EV and 

HP expansion 

Flexibility Options 
HP and Thermal 

Storages 

HP and Thermal 

Storages, PtG 

GtP, PtG and 

combined unit 

Operating Strategy 
Determined in 

HyFlow  

Determined in 

HyFlow 

Separately 

Optimized 

Operation 

Ty
pe

 o
f 

A
na

ly
si

s 

Power Quality and Stability   No issues 

Thermal Line Congestions No issues No issues  

Self-Sufficiency Analysis    

5.2.1 Use Case 1: Low-Voltage Grid (CIGRÉ) 

As briefly described in Chapter 3.2 this use case is based on an anonymized real 0.4 kV low-

voltage grid section of an Austrian grid available at the Chair of Energy Network Technology. 

In its original state only very few PV units are installed. Thus, for this use case a PV expansion 

scenario is created which is based on considerations of possible and suitable areas for 

increasing the share of PV within the grid. For this grid a reduced equivalent cell model 

according to the approach described in Chapter 5.1 is created. To assess the influence of MES 

hybrid flexibility options (HP and thermal storages) are implemented at each cell node. The 

grid section for this use case including the assumed PV expansion is illustrated in Figure 25 (a). 

The corresponding equivalent cell model is presented in Figure 25 (b). This cell model includes 

the compensation modules calculated according to Equations (33)-(35).  
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(a) (b) 

Figure 25: Cell division in use case 1 including the PV expansion scenario for (a) the original 0.4 kV low-

voltage grid section and (b) the reduced equivalent cell model (adapted from [56]) 

The red marked cell in Figure 25 represents the cell to be analyzed in this use case as the 

massive PV expansion in this cell leads to a violation of the upper voltage limit (cf. Figure 13). 

The voltage profile for the corresponding red marked cell node within the reduced grid is 

presented in Figure 26 (a).  

  

(a) (b) 

Figure 26: (a) Voltage profile for the PV expansion in the reduced grid with and without hybrid flexibilit ies 

and (b) residual loads and charging state of the thermal storage of the marked cell (adapted from [56]) 

Figure 26 (b) additionally illustrates the operation of the HP unit and the thermal storage unit, 

which is determined within HyFlow. The HP units operate in a cell-serving way. Thus, they only 

operate if there is a heat demand or if there is surplus energy available from the installed PV 

unit at the corresponding cell node to balance the power within the cell [14]. As can be seen 

in Figure 26 the implementation of the hybrid flexibility options results in a relatively even 

voltage profile around the nominal voltage, thus, creating high voltage stability in the grid. 

Only at the beginning of the generation period of the PV unit the nodal voltage drops below 

nominal voltage as the HP requires additional electricity to operate. At this point there is 

already a heat demand, but not enough energy generated in the PV unit, thus electricity must 

be taken from the grid. Then again, at the end of the PV unit´s generation period the nodal 

voltage rises slightly as the thermal storage unit is already fully loaded while the PV unit still 
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generates electricity. Therefore, the surplus energy that cannot directly be used at the 

consumer is fed into grid leading to a slight increase of the nodal voltage.  

Thermal line congestions are not an issue for this use case as high line loading due to 

consumption are actually reduced by the PV expansion to a certain extent.  

5.2.2 Use Case 2: Medium-Voltage Grid (CIRED) 

The second use case, as briefly outlined in Chapter 3.2, performs a similar analysis on a 20 kV 

medium-voltage synthetic test grid (as presented in Paper 1, cf. Chapter 5.1). As in use case 1 

RES expansion in the grid´s original state is relatively low. Therefore, an expansion scenario 

for PV and wind power is established. For this scenario each commercial consumer unit is 

equipped with a corresponding PV system. Additionally, existing wind sites are expanded, and 

new ones (with appropriate conditions regarding surroundings) are added. The grid used for 

this use case is presented in Figure 27 including the expansion of wind and PV as well as the 

reduced equivalent cell model.  

 
 

 
(a) (b) 

Figure 27: Cell division in use case 2 including the PV and wind expansion scenario for (a) the original 20 kV 

medium-voltage test grid and (b) the reduced equivalent cell model (adapted from [57]) 

To perform an impact analysis of how grid-based MES can contribute to a stable energy 

distribution within the electrical grid, hybrid flexibility options are integrated into the system. 

In this use case, the flexibility options are HP units as well as PtG units. These flexibility options 

are allocated accordingly to the RES expansion: each commercial consumer requiring heat 

receives a HP unit and an oversized thermal storage unit to ensure maximum stability support, 

while PtG units are implemented in cells where only wind is expanded. Regarding the 

operation of the flexibility options, HyFlow uses a rule-based approach ([14]), similarly, to use 

case 1. While the HP units operate in a cell-serving way and thus minimize the residual load of 

the cell, the PtG units operate in a system-serving way. System-serving elements operate if 

consumption and generation within the overall system is unbalanced and thus minimize the 

residual load of the entire system [14]. Additionally, to ensure also maximum stability support 

Expansion of wind powerExpansion of photovoltaic power Expansion of wind and photovoltaic power
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from the PtG unit, it is assumed that the produced natural gas is fed into the natural gas grid 

where storing it is considered to be unlimitedly.  

For the analysis, the red marked cells in Figure 27 are considered. However, the results are 

exemplarily presented in Figure 28 for only Cell VIII (as designated in Figure 27) where wind is 

expanded.  

As can be seen in Figure 28, the high RES generation results in upper voltage limit violations. 

Due to the hybrid conversion in the PtG unit, electrical demand increases and manages to 

lower nodal voltages keeping them within upper and lower limits of the voltage band. The 

voltage profile obtained from hybrid conversion is not as smooth as the one obtained in use 

case 1 (cf. Figure 26) which is due to the operating strategy chosen in HyFlow. While cell-

serving elements enable very even voltage profiles within one cell, system-serving elements 

can bring the voltages within the allowable range, however, contribute to smoothed voltages 

only to a certain extent as they are directed at the entire system. 

 

Figure 28:Power profile of Cell VIII after integrating hybrid flexibility options and a comparison between 

nodal voltages before and after hybrid conversion (adapted from [57]) 

Thus, the corresponding hybrid conversion for the entire system at the Slack -node is 

presented in Figure 29 which illustrates the influence of the HP and PtG units implemented in 

the grid.  
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Figure 29:Residual loads and hybrid conversion within the entire system (adapted from [57]) 

Additionally, this use case includes a self-sufficiency analysis, therefore Figure 30 presents the 

energy and power-based indicators before and after hybrid flexibilities are implemented into 

the grid. As can be seen in Figure 30 (a), the degree of energy self-sufficiency εESS is extremely 

high due to massive wind expansion within Cell VIII, therefore a large amount of energy cannot 

be used within the cell. Thus, an enormous amount of energy must be fed into grid putting 

additional stress on electrical distribution lines. After hybrid conversion the degree of energy 

self-sufficiency is almost 78 % as the PtG unit causes higher consumption within the cell 

relieving the grid.  

  

(a) (b) 

Figure 30: Energy and power-based indicators for the self-sufficiency analysis (a) before and (b) after 

implementing hybrid flexibility options for Cell VIII (adapted from [57]) 

The power self-sufficiency εPSS before hybrid conversion is 100 %, meaning all the demand can 

be covered directly by generated power within the cell. Therefore, only the surplus energy is 

fed into the grid. This indicator decreases to 67.50 % after hybrid conversion due to the PtG 

consumption. As a result, there are some temporal discrepancies so that some of the 

generated power cannot be used directly within the cell as there is not enough consumption. 

The self-consumption ratio εSCR increases from about 6 % to almost 87 % therefore most of 

the generated energy can be directly consumed representing an almost self-sufficient cell.  

Both the power self-sufficiency and the self-consumption ratio can be significantly increased 
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by implementing a power storage within the cell. Higher energy and power-based indicators 

are also achieved if the hybrid flexibility elements are operated in a cell-serving way.  

5.2.3 Use Case 3: High- and Maximum-Voltage Grid (Paper 3) 

For the last use case, the entire Austrian 110 kV high- and 220/380 kV maximum-voltage levels 

are considered in a comprehensive study. This use case investigates sector coupling 

technologies as re-purposing options for decommissioned coal-fired power plants (CFPP). The 

expansion scenarios within this use case rely on national and European studies and expansion 

plans ([131–134]) for HP, EV, PV, and wind power. Thus, they represent a 2030- and 2040-

scenario which is compared to the status-quo (2020). The real geo-referenced Austrian 

electricity and natural gas grids utilized in this use case are depicted in Figure 31. As the 

application recommendations for the cellular reduced grid models presented in Chapter 5.1 

state, application of this method to the voltage levels within this use case is not advantageous. 

Therefore, each electrical grid node represents a single cell in HyFlow, thus, no network 

reduction is necessary as no lines are eliminated in the process.  

 

Figure 31: Incorporated and geo-referenced Austrian electricity and natural gas grids for use case 3 [58] 

Re-purposing refers to dedicating existing plant equipment at the decommissioned CFPP sites 

to sustainable utilization, thus, supporting the coal phase-out by retaining valuable assets, as 

well as jobs [135, 136]. The re-purposing options chosen for investigation within this use case 

are Gas-to-Power (GtP) units, Power-to-Gas (PtG) units as well as combined PtG-GtP units. 

Therefore, they represent the hybrid flexibility options whose influence is to be researched in 

the electrical grid analysis. In this use case, the chosen operating strategy is not defined within 

HyFlow, but uses a profit-optimal operational optimization developed for this use case. This 

operational optimization represents a multi-variable MILP problem. It includes operational 

expenditures (OpEx), arbitrage transaction on the energy markets (electricity and natural gas) 

as well as stock market trading for balancing power in the objective function. Additionally, it 

considers price developments for each scenario for the spot market prices of electricity and 
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natural gas as well as for balancing power reserve and balancing energy activation prices. The 

constraints include start-up and power-down ramp rates, district heating supply contracts of 

the original CFPP which the re-purposing technology has to adhere to as well as lower and 

upper bounds for each variable. The CFPP sites considered in this use case represent the 

decommissioned Austrian sites Mellach and Dürnrohr and the still operating gas power plant 

Simmering. To set up the optimization problem, extensive research on publicly available data 

on the sites and the previous power plants as well as on sector coupling technologies and their 

characteristics and energy market price developments was conducted. An exemplary 

operating profile for the combined PtG-GtP unit for the 2030 scenario at the Mellach site is 

illustrated in Figure 32. As can be seen in Figure 32 the operational optimization consists of six 

variables where x1 designates normal operation with participation in arbitrage transactions on 

the energy markets, x2 designates positive and negative Frequency Control Reserve (FCR), x3 

and x4 designate positive and negative automated Frequency Restoration Reserve (aFRR) and 

x5 and x6 describe positive and negative manual Frequency Restoration Reserve (mFRR).  

 

Figure 32: Cost-optimal operation profiles for combined PtG-GtP unit at the Mellach site in 2030 [58] 

As discussed in Chapter 4.4.1 prices on the pay-as-bid markets (balancing power) are usually 

higher than on the pay-as-cleared markets (electricity). Therefore, the main contribution for 

the operation profile comes from the most expensive balancing power product (in this case 

negative aFRR (x3)). Normal operation with participation on the energy markets (x1) only 

serves to fulfill the heat supply contracts of the previous CFPP site. Due to the assumed price 

developments for natural gas and electricity, natural gas prices rise higher than the electricity 

prices in the future. Thus, PtG integration becomes more feasible so that the combined PtG-

GtP unit operates mostly as a PtG unit (2038.5 full load hours for the PtG and 142.6 full load 

hours for the GtP).  

The obtained profiles are then used to calculate the plant's revenues for participation in the 

energy markets (x1) and the optimal combination of bid balancing power (x2-x6). In addition, 

the revenues for the activation of the balancing energy are also factored in. A techno-

economic analysis is conducted afterwards for these re-purposing technologies at each site 

and for each scenario. This analysis shows that particularly high revenues are generated for 
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the combination plant. The capital expenditures (CapEx) are included in this analysis using a 

Return-On-Investment (ROI) calculation, which shows that a GtP unit alone is the most 

profitable, although the highest revenues are generated from the combined PtG-GtP unit. This 

is a result of the combined unit´s significantly higher CapEx. More detailed results on this 

analysis can be found in Paper 3.  

As this use case considers a very large grid with approximately 400 grid nodes and a long 

calculation time frame of one year, the grid analysis results are presented in an aggregated 

form. As power quality and voltage stability is not an issue for this use case, the grid analysis 

focuses on thermal line congestions due to expansion and determines the impact of the cost -

optimal hybrid flexibility options at the decommissioned CFPP sites. Figure 33 presents the 

exemplary results for the GtP unit implemented at all CFPP sites for the 2030 scenario.  

 
Figure 33: Hybrid load flow calculation results from HyFlow: Location of average highest and most frequent 

line congestions for the 2030 GtP scenario for the Austrian transmission (TG) and distribution grids (DG) [58] 

Since the hybrid flexibility options are implemented at fixed locations within the grid and are 

operated at optimal profits, their impact on limiting renewably induced line congestion is 

small. Thus, also the number of congested lines within the grid is independent of the use of 

any of the hybrid flexibility option and does not change compared to unused CFPP sites (no 

hybrid flexibility options). What is achieved by the sector coupling technologies, however, is a 

reduction in the time steps in which overloaded lines occur. The greatest potential can be seen 

in the PtG units, as they can compensate for negative residual loads, i.e., overloads due to 

excess RES feed-in. The GtP units, on the other hand, tend to increase the overload duration. 

This suggests that PtG units in particular show significant potential to act as temporal flexibility 

options within the grid. As can be seen in Figure 33, congestions occur mainly in areas with 

high consumption, i.e., cities or also in areas with particularly concentrated RES expansion 

potential (cf. [137]). Since the flexibility options can only influence congestions locally in their 

surroundings, they could have greater impact if they were also placed at the corresponding 
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congestion centers in the grid. Nevertheless, sector coupling technologies offer a high re-

purposing potential for the CFPP sites, as these sites represent optimal grid nodes for hybrid 

technologies due to the existing infrastructures and assets.  
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6 CONCLUSION AND OUTLOOK 

This thesis focuses on modeling and analysis aspects of electrical grids within MES approaches 

and thereby addresses not fully solved research within this field. It becomes evident that MES 

considerations for future energy system research need to include grid structures as they 

present one of the limiting factors of energy transition. However, one of the greatest 

challenges in MES modeling is providing a suitable temporal and spatial resolution as time 

frames vary immensely between the different energy carriers.  

Therefore, they require a generic and modular approach, that enables combining all 

considered energy carrier models. This work proposes a comprehensive novel network 

reduction method to provide conclusive and efficient electrical grid models as one solution for 

this challenge. This novel network reduction method uses the underlying methodology of a 

cellular approach and instead of compensation lines defined compensation modules applied 

to the remaining grid nodes in the reduced equivalent grid model. It thereby, enhances 

modeling accuracy significantly compared to network reduction methods from literature, in 

particular for reactive power within the grid and provides major advantages. Therefore, the 

appropriate design for modeling electrical grids within the cellular approach is to calculate 

compensation elements applied at the grid nodes to accurately replicate electrical line 

losses in the reduced model (RO 1.1). As the validation process showed, there are minimal 

deviations between the original grid and the reduced equivalent cell model, in particular, at 

the low- and medium-voltage level. However, loss replication using the compensation 

modules lacks accuracy at higher voltage levels and should be enhanced in future works 

exemplarily by an improved determination of the fictitious potential. Additionally, further 

validation using real grid applications should be performed as so far validation at higher 

voltage levels was performed based on synthetic test grids due to the limited openly available 

grid structures for such purposes. However, as these customized synthetic test grids have 

proven to replicate real grid behavior due to a short-circuit power and current comparison to 

literature values, it can be assumed that a conclusive validation process was performed. Thus, 

the necessary characteristics of test grid structures are accurate representation of real grid 

behavior (RO 1.2).  

However, the advantages provided by utilizing the presented novel network reduction 

method show certain limitations. They can only be achieved for designated application 

purposes and if the derived and provided application recommendations are adhered to. Most 

benefits can be achieved for expanded low- and medium-voltage grids with even load and 

generation distribution within the defined cells that can be turned into a radial structure 

within the reduced cell model (RO 1.3). For higher voltage levels (110/220/380 kV) however, 

the method tends to fail in fully replicating grid losses due to a larger amount of losses that 
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has to be compensated and more intertwined grid structures. For the validated synthetic test 

grids at that voltage level, time savings due to reduction were smaller as the grid was less 

expanded. Nevertheless, depending on the geographical coverage (e.g., national, 

international, etc.) also these grids can assume larger grid sizes for which computational time 

savings can become significant. Therefore, further developments of this method at higher 

voltage levels could be beneficial to widen the scope of advantageous applications for this 

method.  

As this method was developed to be used within MES approaches, this thesis provides three 

different use cases which utilized the application recommendations deduced for the proposed 

novel cellular-based network reduction and performs hybrid load flow calculations within 

HyFlow. Each use case presents a different voltage level and introduces an expansion scenario 

of RES and modern loads (HP, EV, and PtG) into the grid. To provide more flexibility to these 

assumed scenarios hybrid flexibility options are added. Each use case aims at analyzing the 

influence of MES on the electrical grid. Thus, these use cases are suitable for impact analyses 

of MES on electrical grids as they present future expansion scenarios causing issues within the 

electrical grid and then present hybrid flexibility options as countermeasures. The electrical 

grid analysis within MES approaches needs to include power quality and voltage stability 

analyses as well as thermal line congestion analysis. Preferably, to fully exploit the 

advantages of MES also self-sufficiency studies are performed (RO 2.1). As the presented use 

cases are usually complex even for the rather simple problems, there are only certain aspects 

that were included. Thus, further and more comprehensive use case analyses of applying this 

method to perform hybrid load flow calculations have to be performed.  

As a result of the analysis, MES provide solutions and many benefits for the challenges the 

electrical grid faces during energy transition. They contribute to enhancing temporal flexibility 

as well as improving power quality and voltage stability. Additionally, they may provide 

support against line congestions. However, to exploit their full potential they have to be 

allocated in load or generation centers within the grid. They also contribute to self -sufficiency 

within defined areas as improved utilization of the decentrally and fluctuating generated 

energy. Thus, grid relieve can be achieved as less energy has to be transmitted or distributed 

over electrical lines. Generally, MES provide additional flexibilities for the electrical grid and 

manage to avid nodal voltage violations as well as line congestions if these sector coupling 

technologies are allocated properly. Additionally, MES can improve self-sufficiency 

significantly, e.g., on cell-level or system-level, if the operating strategy is chosen 

accordingly (RO 2.2). However, as HyFlow is still under further development at the Chair of 

Energy Network Technology, loop-flows transitioning through Austria as part of the European 

transmission grid are not included in the use cases. Taking these flows into consideration may 



Conclusion and Outlook 

PAGE | 56 

lead to different results. Additionally, to provide more information on MES and how these 

approaches cause interactions between the energy grids, the other energy carrier models 

must be analyzed accordingly as well. Thus, use cases that incorporate analysis of heat and 

natural gas grids should be researched as well to obtain conclusive and comprehensive results. 

Additionally, different operating strategies should be investigated, that are developed for 

other specific objectives such as CO2 emissions reduction or grid support.  
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Abstract: A long-term sustainable energy transition can only be achieved by technological
advancements and new approaches for efficiently integrating renewable energies into the overall
energy system. Significantly increasing the share of renewable energy sources (RES) within the overall
energy system requires appropriate network models of current transmission and distribution grids,
which, as limiting factors of energy infrastructures, confine this share due to capacity constraints.
However, especially regarding electrical network models, data (e.g., geographical data, load and
generation profiles, etc.) is rarely available since it usually includes user-specific information and is,
therefore, subject to data protection. Synthetically obtained electrical networks, on the other hand,
may not be representative and may fail to replicate real grid structures due to the heterogeneous
properties of currently operated networks. To account for this heterogeneity, this paper offers a
contribution for the European electrical energy system and presents the development of four synthetic
test networks at different voltage levels which are representative and include non-confidential
time-series data. The test network development is based on an extensive literature research on a
multitude of different network parameters for grids within the ENTSO-E (European Network of
Transmission System Operators for Electricity) interconnected system in Europe. These parameters
are then used to design the networks in NEPLAN®. Then, these networks are provided with load
and generation profiles for enabling time-series calculations. To validate the representativeness of
the test networks, a short-circuit analysis is conducted and the obtained results are compared to
short-circuit parameters common for Austrian and German literature values as well as for value
ranges for European ENTSO-E grids. The analysis shows that the presented test networks replicate
European electrical network behavior accurately and can, therefore, be utilized for various application
purposes to assess technological impacts on European ENTSO-E grids.

Keywords: transmission grids; distributions grids; test networks; voltage levels

1. Introduction

In order to facilitate long-term sustainable energy generation, significant changes within the
energy system have to be accomplished to enable infrastructures that are mainly or even entirely based
on renewable energy sources (RES). Solutions to successfully achieve the transition to a sustainable
energy future aim at efficiently integrating renewable energies into the grid or using available energy
within the overall energy system more efficiently. For many of these solutions, more research is needed,
especially regarding infrastructural impacts as well as grid bottlenecks, in order to enable an efficient
implementation [1–3].

One of these solutions is the multi-energy system (MES), which enables the use of energy across
energy carriers, thus facilitating a more efficient use as well as a better integration of renewable energy
sources. These systems require major changes in the structure and operation of current energy networks
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which transport and distribute grid-bound energy individually to customers. Thus, present-day electrical
networks are operated as independent network structures without utilizing possible connections and
synergies to other energy carrier networks. Since the integration of RES into current structures burdens
mainly electrical networks, intersectoral load shifts into other energy carrier networks could reduce or
even avoid excessive strains. Energy exchange between different energy carrier networks, therefore, may
stabilize electrical networks as well as the entire energy system. This enables a more flexible reaction to
volatile, decentralized and unpredictable generation of RES. Thus, it is easier to preserve the balance
between energy generation and energy consumption at all times within the grid. Significant advantages
regarding primary energy use due to utilizing cascaded energy chains and exergetic potentials can,
additionally, be achieved. However, in order to ensure the above mentioned benefits of multi-energy
systems, efficient planning within the entire energy system is required. Therefore, a hybrid load flow
modelling framework, HyFlow [4], was developed at the Chair of Energy Network Technology at the
Montanuniversitaet Leoben, which aims at evaluating the influence of hybrid networks within the
Austrian energy system and their potential contribution for decarbonizing the energy sector [4].

For developing and improving innovative tools, such as HyFlow, appropriate test networks
including an extensive data basis of all network components are of great importance. These test
networks aim at reproducing the behavior of a real network [5] and can either be used to investigate
the effects of different new technologies on the network structures (impact studies on grids) or to
test algorithms and program structures. Additionally, test networks also allow one to consistently
compare different algorithms. Since transmission and distribution network data of a country is usually
not publicly available to be used as test cases due to data protection regulations, only a few real
networks are available for research purposes. Therefore, generic test networks have been continuously
created and published in literature to provide test cases to the research community. For developing
test networks, there are four different approaches [6]:

1. Feeder anonymization: removing private and/or sensitive data from real networks resulting in
real test networks.

2. Cluster and Combine: using clustering techniques to group together a number of real networks
and then assemble the pieces to a synthetic test network.

3. Manual design: focusses on specific network features resulting in a very complex process for
creating the synthetic test network.

4. Planning tools: tools that are designed to create realistic networks by considering technical and
economic criteria.

The most important criterion for obtaining conclusive results from test networks, e.g., regarding
RES integration, is representativeness which refers to the ability of a test network to reproduce the
characteristics of a real network [6]. Usually it is not explicitly clear for every available test network
in the literature whether this feature is fully achieved. Additionally, only very few European test
networks are available in the literature and even fewer offer appropriate data for the included network
elements. The presented networks, therefore, provide a basis for European test networks within the
ENTSO-E (European Network of Transmission System Operators for Electricity) interconnected system
for the integration of renewable energy sources and can be extended or adapted for other or more
detailed applications. This paper, thus, offers a contribution to the research community regarding
European structures by addressing the following research questions:

• Which qualities do the test networks available in the literature offer (in general and specifically for
European structures)?

• What are the gaps in these test networks, especially regarding RES integration, and how can
comprehensive test networks be obtained without these gaps?

The first research question refers to identifying the qualities (available voltage levels, number of
feeders, available load and generation data, grid representation, network size, adaption to other
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application purposes) regarding the representation of the overall energy system, especially for
integrating RES in European grids. The second research question, then, assesses which of the available
test networks in the literature have gaps regarding the necessary qualities for RES integration, which will
reveal the need for further test networks. Subsequently, this paper develops test networks which fill
these gaps. Thus, the paper is divided in the following sections.

In Section 1.1, currently available test networks or test feeders are comprehensively reviewed to
provide an overview. Section 1.2 then addresses these research questions and shows the limitations of
the available networks, which will lead to the conclusion why specific test networks for the integration
of RES in European infrastructures are required. This section is followed by Section 2, which presents
the development of the generic test networks for each voltage level common in the European ENTSO-E
interconnected system and addresses the used methodology of manual design. Section 3 then shows
the results obtained from performing a short-circuit analysis, where the maximum short-circuit
power and the maximum short-circuit current are determined for each test network to validate their
representativeness. In Section 4, these results are discussed in detail. Additionally, Section 4 reviews
the test network limitations from the literature addressed in Section 1.2 to show the improvements
achieved for the developed test networks and their remaining limitations. Section 5 then summarizes
the presented work and provides an outlook.

1.1. State of Research in Test Networks

In the following, current publicly available test feeders, which are usually comprised of only one
feeder, as well as test networks, which are comprised of several feeders and therefore more closely
replicate real grids, and their design approaches are presented. This section shows the characteristics
of different test networks and enables the need for test networks to be derived, specifically representing
European structures for networks within the ENTSO-E interconnected grid, such as Austrian grids,
in detail.

1.1.1. IEEE (Institute of Electrical and Electronics Engineers) Test Feeders

The first set of test feeders was published in 1991 [7]. These first four test feeders are models of real
radial distribution networks in the United States [5]. Over the years, more test feeders were added to
include different features within the networks [5]. All of the added networks are also representative for
the US; only in recent years have low-voltage networks and one network based on European electrical
energy system structures been published [5]. A total of 11 test feeders can be found on the IEEE PES
(IEEE Power and Energy Society) website [8] and are summarized in Table 1. The table shows total line
lengths, voltage levels as well as application purposes for each test feeder.

Table 1. Overview over the IEEE (Institute of Electrical and Electronics Engineers) test feeders
currently available.

ID Total line Length (km) Primary Voltage (kV) Application Purpose

13 Node [7] 2.49 [8] 4.16 [8] Testing power-flow convergence problems for highly unbalanced
systems [6–8]

123 Node [7] 11.96 [8] 4.16 [8] Analysis of voltage drop problems, implementation of voltage
management with voltage regulators [6–8]

34 Node [7] 93.91 [8] 24.9 [8] Testing power-flow convergence problems due to long line lengths and
unbalanced feeders [6–8]

37 Node [7] 5.50 [8] 4.8 [8] Testing algorithms for uncommon configurations [6–8]

4 Node [7] 1.30 [6] 12.47 [7]
Analysis of available three-phase transformer connections, of step-up
(24.9kV) or step-down (4.16 kV) operations and balanced/unbalanced

loads [6,7]
NEV [8,9] 1.82 [6] 12.47 [6] Load modeling studies [6,10–12] and harmonic analysis [6,13]

8500 Node [14] 170.00 [8] 12.47 [6] Testing of algorithms on realistic large-scale reference systems [6,8,14]
CTF [15] 81.67 [8] 12.47/ 24.90 [6] Software testing issues [6], often for smart grid analysis [6,16]

342 Node [17] 15.20 [6] 13.2 [17]
Evaluation of algorithms in non-radial distribution networks [6,17],

distributed energy resources (DER) studies [18], communication
planning analysis [19]

European
LV [8] 1.43 [8] 0.416 [8] Studies of low-voltage feeders common in Europe and their mid- to

long-term dynamic behavior [8]
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The IEEE 13 node test feeder presents a highly loaded 4.16 kV network including one substation
regulator as well as overhead and underground lines, shunt capacitor banks, in-line transformers and
unbalanced spot or distributed loads [7].

The IEEE 123 node test feeder operates at a nominal primary voltage of 4.16 kV, which is not
common, but provides voltage drop problems. Therefore, the application of voltage regulators and
shunt capacitors can be tested. Additionally, due to spot loads and a multitude of switches within the
test feeder, optimal configuration procedures as well as load allocations can be studied [7].

The IEEE 34 node test feeder represents a real feeder in Arizona with long and highly loaded lines
and three in-line regulators, of which two are used to maintain a smooth voltage profile, and the third
is used to reduce the voltage to 4.16 kV for a short section of the feeder [7].

Similarly, the IEEE 37 node test feeder represents a real feeder located in California with a nominal
voltage of 4.8 kV. Electrical lines all represent underground lines and spot loads with highly unbalanced
loadings occur in this test feeder [7].

For testing all possible three-phase transformer connections with the possibility for step-up
(secondary voltage of 24.9 kV) as well as step-down (secondary voltage of 4.16 kV) operations, the IEEE
four node test feeder can be used. The load can either be balanced or unbalanced [7].

The purpose of the neutral-to-earth voltage test case (NEV) is solving the neutral-to-earth voltage
problem [8], also called stray voltage, which is a result of electrical current flowing through a neutral
conductor. In addition to other test feeders, which are capable of modelling NEV problems, this test
feeder is for distribution system analysis including all aspects of steady-state frequency-domain analysis
in distribution networks [8]. Therefore, this test feeder can be used for load modeling studies [6,10–12].
Since NEV problems basically represent third order harmonics as well as fundamental frequency
voltage, which requires a solution of the system at two different frequencies [8,20], the test network
can also be used for harmonic analysis [6,13].

The IEEE 8500 node test feeder is based principally on a real network in the USA and contains
common features of North American networks such as a high number of voltage regulators (load tap
changer at the substation and multiple feeder regulators and switched capacitor banks), per-phase
capacitor control, low-voltage secondaries, as well as centered-tapped transformers. This network
enables testing of the application of algorithms, e.g., for distribution system analysis on large systems.
Therefore, it is used primarily for power flow solutions but also for distribution automations (voltage and
var control simulations) as well as annual load shape simulations for evaluating energy efficiency
options, renewable energy generation and electric vehicle impacts [14].

The CTF (comprehensive distribution test feeder) includes most of the available configurations
as well as electrical equipment and, therefore, represents a detailed network [15]. The components
within the feeder include overhead lines, underground cables, transformer connections, center tapped
transformers, step voltage regulators, switches, induction machines, distributed and spot loads as
well as switched capacitor banks and center tapped loads and transformer substations [15]. Therefore,
the model can be used to test the models of all distribution components as well as their convergence
qualities [15]. Due to the included switching devices a wide range of network configuration possibilities
can be created [6]. Outside of software testing issues, the results obtained from this network can be
unrealistic [6].

The IEEE 342 node low-voltage network test feeder represents a moderately sized, unbalanced and
highly meshed urban system. This 120/208 V network is fed by primary feeders from the 13.2 kV-voltage
level. Additionally, to facilitating the assessment of non-radial, highly meshed systems, it is also
possible to test systems with numerous parallel transformers and parallel low-voltage lines [17].

Since the above presented IEEE test feeders are based on North American network infrastructures,
which differ from European grids regarding the distribution system configuration, the EuropeanLV
(Low-Voltage) test feeder focuses on European grid infrastructures [8]. Additionally, this circuit
introduces quasi-static time series power flow solutions, which are provided for this feeder using
the electric power distribution system simulator OpenDSS (EPRI (Electric Power Research Institute),
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Palo Alto, CA, USA) [21] and the power distribution analysis tool GridLAB-D (U.S. Department
of Energy (DOE) at Pacific Northwest National Laboratory (PNNL), Washington, DC, USA) [22].
On the IEEE PES Resources online site [8], the load profiles used in the feeder with a one-minute time
resolution over 24 h are provided as well [8]. This feeder can be used for distributed energy resources
(DER) studies in low-voltage networks with European distribution system configurations [23].

1.1.2. PNNL (Pacific Northwest National Laboratory) Taxonomy Feeders

A big barrier for smart grid technology integration into present-day grids is the lack of adequate
assessment possibilities of their impact on electrical infrastructures [24]. Besides others, this refers to
the lack of distribution test feeders for such purposes. Therefore, the PNNL (Pacific Northwest National
Laboratory) collected 575 distribution feeder models in the US and analyzed regional differences in
feeder design and operation. Since nominal voltage level, climate region, and load composition are
not sufficient characteristics for the feeders in the US, graph theory was used to identify designs that
additionally characterize the feeders, such as overhead circuit length, feeder ratings and connected
apparent power profile type (residential, commercial, industrial, agricultural). In total, 35 statistical and
electrical properties were studied. Based on this analysis and the utilization of hierarchical clustering
algorithms, a taxonomy of 24 prototypical feeder models was created that is representative of a class of
distribution feeders found in each of the climate regions in the US. These feeders were then modelled
in GridLAB-D and, since utility specific information was removed from the feeders, unrestrictedly
distributed [24]. Further, more detailed information about the creation and description of the PNNL
taxonomy feeders can be found in the report [24], and a short summary of the test feeders can be found
in Table 2.

Table 2. Overview over the PNNL (Pacific Northwest National Laboratory) taxonomy feeders currently
available [24].

Climate Region Feeder ID Primary Voltage (kV) Feeder Description

Region 1: Temperate
climate

R1-12.47-1 12.50 Moderately populated suburban and rural area

R1-12.47-2 12.47 Moderately populated suburban and lightly
populated rural area

R1-12.47-3 12.47 Moderately populated urban area
R1-12.47-4 12.47 Heavily populated suburban area
R1-25.00-1 24.90 Lightly populated rural areas

Region 2: Cold climate

R2-12.47-1 12.47 Lightly populated urban area
R2-12.47-2 12.47 Moderately populated suburban area
R2-12.47-3 12.47 Lightly populated suburban area
R2-25.00-1 24.90 Moderately populated suburban area
R2-35.00-1 34.50 Lightly populated rural area

Region 3: Hot and arid
climate

R3-12.47-1 12.47 Heavily populated urban area
R3-12.47-2 12.47 Moderately populated urban area
R3-12.47-3 12.47 Heavily populated suburban area

Region 4: Hot and cold
climate

R4-12.47-1 13.80 Heavily populated urban (with primary feeder
extension) into lightly populated rural area

R4-12.47-2 12.50 Lightly populated suburban area with moderately
populated urban area

R4-25.00-1 24.90 Lightly populated rural area

Region 5: Hot and
humid climate

R5-12.47-1 13.80 Heavily populated suburban area and moderate
urban center

R5-12.47-2 12.47 Moderate suburban with a heavy urban area
R5-12.47-3 13.80 Moderately populated rural area
R5-12.47-4 12.47 Moderately populated suburban and urban area

R5-12.47-5 12.47 Moderately populated suburban are with lightly
populated urban area

R5-25.00-1 22.90 Heavily populated suburban with a moderately
populated urban area

R5-35.00-1 34.50 Moderately populated suburban with a lightly
populated urban area

All regions: General
feeder GC-12.47-1 12.47 Load supply through a single large transformer or a

group of smaller units
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The loads within these test feeders are either residential (single- or multi-family households),
commercial (light, moderate or heavy), industrial (light, moderate or heavy) or agricultural (light,
moderate or heavy). The feeders consist of a maximum of 2000 network nodes and a minimum
of 52 network nodes. The general feeder (GC-12.47-1) can exist in any of the five climate regions.
Therefore, the feeder consists of only 27 network nodes [24].

The application purpose of the PNNL-taxonomy feeders is the analysis of new technologies for
distribution systems, especially, for DER studies [25,26] and reliability analysis [26–28], since they
assume that the solution method for power flow calculations is valid [6,29].

1.1.3. EPRI (Electric Power Research Institute) Representative Feeders

The test feeders published by the EPRI (Electric Power Research Institute) are obtained from
real networks and, therefore, include bus relative coordinates as well as time-series data in order to
offer more realistic test cases for the US-continental area [6]. The first three feeders (feeder J1 [30],
feeder K1 [31] and feeder M1 [32]) are focused on distributed photovoltaic (PV) monitoring and feeder
analysis in order to assess the impact of different levels of distributed photovoltaic penetration [6].
The application purposes of the last three feeders (feeder Ckt5, feeder Ckt7 and feeder Ckt24) are
investigations of smart grid issues [33]. Table 3 shows a short summary of the EPRI test feeders:

Table 3. Overview over the EPRI (Electric Power Research Institute) test feeders currently
available [30–33].

Feeder ID Total line Length (km) Primary Voltage (kV) Feeder Description

Feeder J1 [30] 93.32 12.00
1.7 MW load of customer-owned

photovoltaic (PV) systems and there are
problems with overvoltage

Feeder K1 [31] 45.05 13.00 1 MW load of customer-owned PV systems

Feeder M1 [32] 20.92 12.47
Secondary voltage network with detailed

modelling of reactive power compensation
and power factor setting

Feeder Ckt5 [33] 77.23 12.47 Large-scale electric power distribution grid
with 96% residential load

Feeder Ckt7 [33] 12.87 12.50 Large-scale electric power distribution grid
with 39% residential load

Feeder Ckt24 [33] 119.07 34.50 Large-scale electric power distribution grid
with 87% residential load

Feeder J1 is located in the northeastern US and supplies the nearest town as well as surrounding
rural areas and farms [30]. Since voltage violations are caused by very fast ramp rates of the PV,
voltage regulators are not capable of operating quickly enough to compensate or mitigate these
effects [30]. Therefore, this feeder aims at finding solutions for areas exceeding the voltage limits [6].

Feeder K1 is located in the southeastern US and supplies commercial units and residential
customers [31]. Within this feeder there are no dedicated voltage regulators; voltage regulation is
provided by a load tap changer (LTC) at the substation [31]. Consequently, this feeder enables grid
calculations for analyzing grids with high PV penetrations and without voltage regulators [6].

Feeder M1 contains a substation transformer to a secondary lower voltage level, which is modelled
in detail including the installed radio controlled capacitor banks for reactive power compensation [32].
These capacitor banks manage to maintain a set power factor at the low-voltage level [32]. The intention
of this feeder is to study capacitor bank management strategies for setting a suitable power factor [6].

Feeder Ckt5, Ckt7 and Ckt24 are test feeders for power flows in smart grids and mainly aim
to study Volt/VAr control strategies in grids with high PV penetration to compensate overvoltage
problems [6,33–36].
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1.1.4. PG&E (Pacific Gas and Electric Company) Prototypical Feeder Models

The PG&E (Pacific Gas and Electric Company), the largest energy supplier in the US, provides
12 prototypical feeder models, which are obtained from a k-means cluster analysis of 2700 primary
distribution feeders of PG&E’s supply area [37]. The k-means cluster analysis forms a previously
known number of k group from a large set of similar objects [6]. The resulting 12 feeder models are
statistically representative of the entire supply area of PG&E [37]. The PG&E prototypical feeders
represent different network structures, various sizes (ranging from approximately 100 to 200 network
nodes) as well as a mix of different consumers [6]. The feeder models are available in GridLAB-D [37].
The application purpose of these feeders are studies regarding the impact of DER within different
scenarios [6]. The six feeder models with primary medium-voltage are described more in detail
in [38], and their characteristics can be found in Table 4 [38]. Additionally, the PG&E prototypical
feeder models provide detailed low-voltage secondary networks, which connect the customers to
the transformer terminals at the substations, making these test feeders distinctive from other test
feeders [38].

Table 4. Overview of the six medium-voltage PG&E (Pacific Gas and Electric Company) prototypical
feeder models [38].

Feeder ID Total Line Length (km) Primary Voltage (kV)

Feeder B 9.65 4.16
Feeder L 9.65 12
Feeder M 114.24 12
Feeder N 43.44 20.78
Feeder S 80.45 12
Feeder W 297.56 12

1.1.5. Benchmark Models

A benchmark model is an electrical network model that maintains the important technical
characteristics of real grids, but is less complex than the actual network, in order to permit efficient
modelling and simulation of network operation [39].

North-American Low-Voltage Distribution Benchmark Network

This North-American low-voltage distribution benchmark test feeder was developed by the
CIGRÉ (Conseil International des Grands Réseaux Électriques) Task Force C6.04.02, originally, for the
evaluation of methods and techniques for efficient network integration of DER [40]. Therefore,
this test feeder aims at reproducing the characteristics and behavior of real low-voltage networks [6].
The topology of this feeder is comprised of three subnetworks, each subnetwork designed to supply
different load types (residential, light industrial and light commercial) [40]. The primary voltage of this
feeder is 12.47 kV (60 Hz), and the total line length is 0.59 km [40]. The application purpose is network
management analysis, such as power management, to effectively decouple real and reactive power
flows to increase system stability [41,42] or transient time-domain simulation studies for protection
strategies [43].

European Low-Voltage Distribution Benchmark Network

Due to the increasing penetration of DER in the low-voltage grid (PV-units, CHP (combined heat
and power)-micro turbines, small wind turbines and possibly fuel cells), future grid operation has
to change compared to present-day networks. Since microgrids present possible options to operate
efficiently for such conditions, this feeder model represents a low-voltage microgrid test network
for European grids. For the creation of this test feeder, it was important to preserve the technical
characteristics of real networks while simplifying the complexity of real networks. This allows for
efficient modelling and simulation of operation within microgrids while simultaneously providing
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conclusive results. Therefore, the focus was primarily on infrastructural and technical network
parameters, not on connected network elements or applied control concepts. In order to obtain a
benchmark model, a simple low-voltage microgrid test network is used and expanded. This low-voltage
test network has a primary voltage of 0.4 kV supplied from the 20 kV-medium-voltage level. It represents
a suburban area with single- and multi-residential consumers as well as apartment buildings. The total
line length corresponds with 0.54 km and as line types, underground cables as well as overhead lines
are used. For all consumers a power factor of 0.85 is assumed, and aggregated daily load curves are
provided for this test network by Papathanassiou et al. (2005) [39]. The benchmark model is expanded
by two circuit breakers for possible sectionalizing, a flywheel storage/batteries, a microturbine, a wind
turbine, two PV-units as well as a fuel cell. These elements can be specified with suitable models
individually for application studies. Therefore, this test network model is suitable for steady state and
transient simulations for microgrids [39].

This low-voltage test network was first developed within the EU project “Microgrids” [44] and
later adopted by the CIGRÉ Task Force C6.04.02 [39]. The CIGRÉ Task Force also provides an extended
multi-feeder version with three individual low-voltage microgrids [39,45]. The first subnetwork is
the 0.4 kV line-to-line residential test feeder described above [39,45]. The second subnetwork is a
0.4 kV line-to-line industrial test feeder with only one consumer and a total line length of 0.20 km [45].
The third subnetwork is a 0.4 kV line-to-line commercial test feeder with 15 consumers and a total line
length of 0.57 km [45]. This extended multi-feeder version is used for dynamic simulations such as
frequency response analysis [46].

European Medium-Voltage Distribution Benchmark Network

CIGRÉ Task Force C6.04.02 developed this medium-voltage test network in order to study various
aspects of integrating DER into the medium-voltage network. This test feeder model is capable of
retaining the characteristics of a real network since it is based on a German medium-voltage distribution
grid within a rural area supplying a small town as well as the surrounding rural area. The nominal
voltage of the network is 20 kV supplied by a transformer substation from the 110 kV-high-voltage
level. For the test network model, the German reference model is separated into two subnetworks
connected over the common substation. In this configuration, the distribution benchmark test network
represents a radial network structure. Additionally, there is the possibility to couple the two feeders
within the model using a medium-voltage direct current coupler (MVDC). This optional configuration
enables also a closed ring network structure. The total line length of the benchmark test network is
15 km comprised mostly of cables, with some overhead line sections. In order to facilitate an adaption
of the benchmark model to regionally varying parameters, the original values of the German reference
grid were transferred into the per unit system. The loads within the test network are either industrial
or residential consumers. There are various application purposes regarding distributed generation
(DG) integration for this benchmark test network that include studying the impact of DG units on
power flows, voltage profiles and transmission capability, as well as investigating distributed energy
management systems (DEMS), small signal stability, system protection and power quality issues
(harmonics, flicker, frequency and voltage variations). Additionally, the impact of MVDC coupling on
power flows and voltage profiles can be assessed [47].

Additionally, to this basic medium-voltage distribution benchmark network, there are two
extended versions of this benchmark network. First, there is a medium-voltage distribution network
with PV and wind DER, including nine supplementary distributed energy resources (PV and wind
generation units) [45]. Second, there is a medium-voltage distribution network with all DER [45].
This network includes an additional 15 DER, including PV units, wind turbines, batteries, residential
fuel cells, CHP diesel units and CHP fuel cells [45].
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European High-Voltage Transmission Benchmark Network

The CIGRÉ Task Force C6.04.02 also published a high-voltage level transmission benchmark
network model, which consists of two different voltage levels, namely the 380 kV-voltage level and
the 220 kV-voltage level. The network topology represents a closed ring structure. The total line
length within this benchmark network is 2100 km, where 600 km of electrical line length belong to
the 380 kV-voltage level and 1500 km belong to the 220 kV-voltage level. There are no consumer
units at the 380 kV-voltage level, only at the 220 kV-level. Two transformers connect the two voltage
levels. Just like the other above presented CIGRÉ test networks this benchmark model facilitates the
analysis and validation of new methods and techniques aiming at enabling the economic, robust and
environmentally responsible integration of DER into the European grids [45].

1.1.6. Agent-Based Distribution Test Feeders

Agent-based test feeders refer to the characteristic that the distribution feeder components are
modeled as interacting agents, acting based on individually specified objectives or purposes due
to financial and/or physical constraints [48]. Agent-based modelling usually addresses different
application purposes, where a system is investigated on its ability to adapt to changing boundary
conditions. However, with grid modelling for smart grid applications, this modelling approach may be
supported by this technique for analyzing impacts of smart grid technologies on distribution feeders
as well as performance evaluations of smart-grid market design.

The agent-based distribution test feeder presented by Jahangiri et al. (2012) [48] is based on
a real feeder in Iowa and includes detailed information about feeder equipment (fuses, switches,
overhead and underground lines, as well as transformers) and residential and commercial customers.
The customers are virtually equipped with various smart-grid enabled technologies (rooftop PV-units,
price-responsive demands such as plug-in electric vehicles (PEV) and intelligently controlled air
conditioning). For the PV generation, effects of cloud-passing are also considered as well as realistic
travel pattern data for PEV load models. The application purpose of this test feeder, therefore, is the
evaluation of the impacts of smart-grid market designs as well as the development of smart-grid
features (demand response, dynamic-price retail contracting, distributed generation and energy storage
systems) on distribution feeders. The primary voltage of the feeder is 13.2 kV. The exact geographic
coordinates of the components as well as electrical data for the test feeder model are available in
GridLAB-D, offering the possibility to simulate a time period with user-defined time steps [48].

This test feeder is mainly used in smart-grid studies, such as in [49], where future requirements
for supporting flexible, intelligent and active power grid management is studied, and planning process
analysis, such as in [50,51], where innovative distribution grid operation concepts including RES,
demand side management (DSM) and storages are investigated [6].

1.1.7. Test Feeder for DG Protection Analysis

This test feeder model allows for the comparison of different DG protection analysis tools,
which have to be able to calculate fault currents, voltage and other values for different fault types and
resistance values [52]. This test feeder is based on an actual feeder with a 1.65 MW wind turbine [52].
Therefore, the model consists of two different generation sources—the substation from the higher
voltage level and the distributed generation source [52]. The model operates at a 12.47 kV-voltage level
with a substation source of 34.5 kV of nominal voltage [52]. The total line length of the test feeder
is 47.52 km [52]. This feeder is used, for example, in symmetrical component calculations for single
line-to-ground fault (SLGF) currents and the related over voltages for a distribution circuit with solar
photovoltaic inverter-based generation [53].
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1.1.8. European Representative Synthetic Distribution Test Networks

For these test networks, two categories can be defined: first, large-scale networks modelling
the network from a high-voltage/medium-voltage substation to the low-voltage level including all
electrical components (consumers, feeders, substation) at the medium- and low-voltage level; second,
feeder type networks, which feature common topologies of medium-and low-voltage levels. There are
three large-scale and six feeder type test networks openly available in MATLAB®/MATPOWER format,
and they are all three-phased and balanced. The data for these test networks were collected over online
questionnaires and distributed to the participating 79 European DSOs (distribution system operators),
which were published in a report [54]. This database covers 74.8% of the connected customers in the
European Union. Based on this data, 36 indicators were developed, providing information about
structural differences as well as similarities among distribution grids throughout Europe. This analysis
provides three categories, each of which includes a set of indicators, namely network structure, network
design and characteristics of distributed generation. The indicators for network structure include
parameters such as number of customers, amount of distributed energy, areas of supply as well as
circuit length and capacities of substations. The network design indicators include typical parameters
of substations and feeders used for sizing and designing distribution installations. The category of
distributed generation characteristics includes installed capacities per consumer as well as percentage
of distributed generation connected at each voltage level [54,55].

The voltage levels occurring in these test networks range from the high-voltage level (HV: 132 kV)
over the medium-voltage level (MV: 1–36 kV) to the low-voltage level (LV: <1 kV). Table 5 provides an
overview of the available networks, both large-scale as well as feeder types [54,55].

Table 5. Overview of the available European Synthetic Distribution Test Networks [54,55].

Category Degree of
Urbanization Description Voltage

Level (kV)
No.

Feeders
Degree of

Cabling (%)
Total Line

Length (km)

Large-scale
test

networks

Urban Fed from the 132 kV level 20/0.4 5
LV: 86 LV: 53.87

MV: 100 MV: 31.20

Semi-urban Fed from the 132 kV level 20/0.4 10
LV: 42 LV: 114.96
MV: 74 MV: 50.40

Rural Fed from the 132 kV level 20/0.4 6
LV: 4 LV: 211.46

MV: 15 MV: 131.12

Feeder type
networks

Urban
2 substations 20 4 100 17.80

1 substation, 1 switching
station 20 3 100 13.16

Short feeders 0.4 3 100 0.25

Semi-urban
Substation ring 20 2 74 14.05

Long feeders 0.4 1 100 1.15

Rural Openly operated ring
structure 20 8 15 81.03

The application of these networks aims at supporting research on future distribution grids,
and, therefore, they have already been used in several studies [55]. The large-scale distribution
networks are used in optimal power flow studies [56] as well as data-driven approaches to reconstruct
medium- and low-voltage grid topologies from smart meter data [57]. The feeder type networks have
been used to investigate the impact of electric vehicle recharging strategies in combination with high
PV-penetration on the grid [58]. These test networks have also been used for single-phase real-time
simulations testing the impact of distributed generation [59] as well as performance studies of power
line communications [60] and quantitative assessing impacts of different PV sizing and deployment
rates on grid congestion and voltage unbalance [61].

1.1.9. European Non-Synthetic Low-Voltage Test Network

This test network represents a non-synthetic comprehensive low-voltage distribution test network,
which represents the grid of a real European town. The data of this network is extracted directly
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from the GIS system. The primary phase-to-phase voltage is 0.416 kV with a frequency of 50 Hz.
There are 30 substations and 10,290 network nodes, resulting in a total line length of the grid lines of
45.94 km. For the loads, time series data with an hourly resolution over a 20-day period are available
with the test network. The application purposes of this test feeder are developing and testing different
kinds of software as well as distribution system optimization studies and state estimation techniques.
The datasets for this test network are publicly available [62,63].

There are further test networks available, which address specific networks, e.g., for North England
grids, which represent synthetic low-voltage residential feeders obtained from different clustering
algorithms [64] or for Western Australian medium- and low-voltage distribution feeders using a
taxonomy approach that combines cluster analysis with discriminant analysis [65].

1.2. Limitations of the Presented Test Networks

This section summarizes the findings about the presented test networks and test feeders and
draws conclusions from the available datasets in order to show the limitations of these networks.

From the literature review presented above, it can be concluded that much work has been done
for North American test feeders, but, in comparison, few studies are available for European networks.
Figure 1 shows the splitting of the presented test networks into European and North American
test networks.
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Figure 1. Splitting of the presented test networks into European and North American systems.

While many networks for the North American electrical system are available, they only include
medium-voltage distribution grids ranging from 4.16 kV to 34.5 kV. For the European test networks,
there are fewer systems available, but they cover most voltage levels present in European grids. Two of
the presented European low-voltage networks use a voltage of 0.416 kV, which may represent previous
UK networks. Today´s European low-voltage grids are usually operated at a nominal voltage of 0.4 kV.
Additionally, a test network for the 110 kV-voltage level common in European structures, e.g., also in
Austrian or German structures, is not available.

The described sets of test networks are only restrictedly applicable to reproduce real grids due to
various limitations, some of which are common in the test networks covered by the literature review.
The parameters limiting the use of these networks for some applications are described below.

1.2.1. Lack of Representativeness

The most important characteristic of a test network is the ability to reproduce actual network
behavior. The representativeness depends on many different parameters which may vary in different
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countries or even regions (e.g., due to geographical differences) and can possibly not be depicted.
Other parameters such as technical system parameters (e.g., three- or single-phase systems, feeder
lengths, load densities, electrical line types (overhead or underground), network topologies or
equipment types) may influence the representativeness of a test network [6].

1.2.2. Lack of Time-Series Data

Temporally resolved load and generation profiles for consumer and (renewable) generation
units are indispensable for analyzing future grid operation such as time constraints for certain
network components (e.g., batteries, electric vehicles, etc.) and flexibility options, such as demand
response [6]. Only some of the presented test networks also include time-series data for consumer and
generation units.

1.2.3. Design and Data Specific for a Single Issue

If a test network has been designed and modelled to address a specific technical or economical
problem, it may be unsuitable for other applications, since information for other issues may not be
available (e.g., test feeder for DG protection) [6]. Therefore, it may not be possible to utilize one test
network for multiple research questions.

1.2.4. Network Sizes

The size of the test network is an important parameter for studying real grids and obtaining
conclusive and reliable results [6]. Most European test systems from the literature represent
medium-sized grids, which may not be large enough to verify the performance of algorithms
and the assessment of their computational effort for larger networks across voltage levels [6].

1.2.5. Missing Geographical Coordinates

Electrical calculations do not require geographical data of the network and its components [6].
However, for certain applications (e.g., expansion planning or potential reconfiguration strategies
due to faults), the coordinates, which provide a graphical representation and a layout of the grid,
are beneficial [6]. Most available test networks provide listed data without any information about grid
layouts (except for grid connections between network nodes). Only very few of the presented test
networks include geographical coordinates or at least a graphical network model for such purposes.

1.2.6. Isolated Test Feeders

This limitation refers mainly to the North American test networks, since they usually represent a
single, isolated feeder. For these networks, interactions between the feeders sharing the same substation
transformer cannot be assessed [6].

Due to these limitations as well as missing voltage levels in the existing test networks, it is
necessary to develop comprehensive test networks with appropriate network sizes for the European
ENTSO-E interconnected grids at each common voltage level. While this is possible for the 110 kV- and
the 380/220 kV-voltage level, the lower voltage level test grids (20 kV and 0.4 kV) offer a contribution to
the various real networks existing in Europe. Additionally, it is necessary to provide appropriate data
to replicate load and generation characteristics and perform time-series calculations. Furthermore,
a graphical representation of the test network as well as the possibility to adapt the networks to
different applications are advantageous when using test networks for research purposes.

2. Methodology

This section presents the approach that was used to develop the test networks. Subsequently, each
network is described individually in detail. The presented test networks in this work are developed
for the 0.4 kV low-voltage level, the 20 kV medium-voltage level, the 110 kV high-voltage level as well
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as the 380/220 kV maximum-voltage level. In Austria, for example, there are various medium-voltage
levels ranging from 1 to 36 kV. However, for now there is only a 20 kV-voltage level developed in
this work. Each network is modelled using the network planning and network simulation software
NEPLAN [66].

The approach for test network development in this work was based on detailed literature research
in order to identify the specific properties regarding European ENTSO-E electrical infrastructures,
of which the Austrian structures are a part, without including sensitive user-specific information.
A flowchart of the development process for the presented networks can be found in Figure 2.
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First, extensive literature research was conducted on European networks and their corresponding
parameters. The literature values considered in this research for representing European network
structures included system sizes (number of nodes), network topologies (radial, ring and meshed
structures), electrical line types (overhead lines or cables), electrical line parameters (R’, L’, C’, length)
as well as generation and consumer units corresponding to the voltage level regarding their type and
power range. Each parameter either represented an average value for European electrical networks
(e.g., specific electrical line parameters R’, L’, C’) or a typical range within which the values were
chosen (e.g., electrical line lengths, generation and consumer power). Literature references for these
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parameters were taken from a variety of sources, some of which complemented each other and some
of which overlapped [67–71]. Therefore, the network parameters of the presented test networks
described below represented a summary of the parameters found in the literature [67–71]. Second,
the test networks were developed in NEPLAN for different network structures regarding topology,
network size and switching states. This offered a graphical representation of the network. Third,
based on this NEPLAN model of each voltage level, the network dimensioning could be conducted.
This included the definition of a rated apparent power as well as common transformer loadings for
the substation transformer. Then, static power values (momentary power values for one time step)
for the consumer and generation units were randomly chosen within the power ranges derived from
the literature research. They represented maximum total values of the sum of load and generation
profiles connected and aggregated in one network node. The researched static values were only used
for an initial dimensioning of each network, thus assessing correct line and transformer loadings as
well as voltage stability. Therefore, if the previously defined transformer loadings were not exceeded
due to the chosen static consumer and generation power values, the grid could be operated in normal
operation without transformer congestions over time. Then, line loadings and voltage limit stability
were checked. If lines were congested, stronger lines were utilized (e.g., first line at the beginning of a
feeder). If voltage limit exceeding occurred at certain network nodes, either generation (upper voltage
limit exceeding) or consumer (lower voltage limit exceeding) powers were reduced. If errors no
longer occurred, time-series based calculations using load and generation profiles could be conducted.
Regarding the time series-based calculations, corresponding load and generation profiles from Austrian
grids were chosen. Figure 3 provides an overview over the test networks created in this work; they
are described more in detail individually within the corresponding section. Generally, each network
represented a balanced three-phase system.
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2.1. Low-Voltage Level (0.4 kV)

The low-voltage test network is comprised of 92 network nodes with 91 connected consumer
units as well as 39 connected generation units. The network topology represents a radial structure with
14 feeders including urban as well as suburban network structures. In the urban network structures
there are shorter line lengths (0.02–0.18 km), but higher load densities, since each consumer unit
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consists of several residential units. In the suburban network structures there are larger line lengths
(0.15–0.5 km) and lower load densities, since each consumer unit represents only one residential
unit. Residential units within the grid were either defined by synthetic load profiles (created using a
load profile generator [72,73]) or standard load profiles. Which profile was used was defined by the
simultaneity curves [74]. These enabled a realistic network design at the low-voltage level. Simultaneity
factors take into account that the predefined static maximum load values of consumers do not occur
at the same time, so that the network is not burdened with the sum of the maximum loads of all
consumers in normal operation. Depending on the predefined static maximum power, the number
of residential units per connection point is calculated using the given installed power of a single
residential unit. The corresponding simultaneity factor can be taken from the diagram provided in [74].
This allowed realistic static values to be obtained for network dimensioning. As a result, depending on
the number of residential units within one connection point, it was then decided whether standard
load profiles or synthetic load profiles were utilized. In the LV test grid, there were 207 households
that were represented by different synthetic profiles or the standard load profile H0 (if the number
of residential units in one grid connection point was high enough), which are explained in Table 6.
Additionally, there was a total of 17 commercial businesses represented by standard load profiles (4 G0,
4 G1, 1 G2, 1G3, 2 G4, 4 G5 and 1 G6) as well as a total of 6 agricultural businesses also represented by
standard load profiles (2 L0, 2 L1 and 2 L0). The 39 generation units exclusively represented private
PV-systems, which were defined by a synthetic generation profile created using a solar energy model
developed at the Chair of Energy Network Technology, which is based on irradiation data and rooftop
areas at the corresponding residential units. A more detailed itemization of the used synthetic and
standard load and generation profiles can be found in Table 6.

Table 6. Load and generation profiles used at the low-voltage test network.

Profile Description Profile Type

CHR01 1 Couple both at work Synthetic load profile
CHR03 1 Family with one child, both at work Synthetic load profile
CHR051 1 Family with 3 children, both at work Synthetic load profile
CHR07 1 Single person with work Synthetic load profile
CHR25 1 Single woman under 30 years with work Synthetic load profile
CHR27 1 Family with 2 children, both at work Synthetic load profile
CHR33 1 Couple under 30 years with work Synthetic load profile
CHR52 1 Student flat sharing Synthetic load profile
CHR54 1 Retired couple Synthetic load profile

H0 Household Standard load profile
G0 General commercial business Standard load profile
G1 Commercial business on weekdays 8 am to 8 pm Standard load profile
G2 Commercial businesses with predominant consumption in the evening hours Standard load profile
G3 Commercial businesses with continuous operation Standard load profile
G4 Shop/Hairdresser Standard load profile
G5 Bakery with baking room Standard load profile
G6 Commercial businesses with operation on weekends Standard load profile
L0 General agricultural businesses Standard load profile
L1 Agricultural businesses with dairy/secondary livestock farms Standard load profile
L2 Other agricultural businesses Standard load profile

PV profile Private PV-systems in different sizes Synthetic load profile
1 Load profile generator [72,73].

Within the low-voltage test network, there were 92 electrical lines with a total electrical line length
of 5.931 km and single line lengths ranging from 0.02 to 0.45 km. Regarding the electrical line types
within the test network, three different cable types were applied. Since the first line section supplying
each feeder had to enable transmission of high loads and normal operation did not provide closed ring
structures to partially supply consumer units at the end of the feeder, a stronger line type (NYY 4 × 300)
was selected for some feeders. The remaining line sections within the test network corresponded
with a cable type with average specific line parameters (NAYY 4 × 185 for urban structures and
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NAYY 4 × 150 SE for suburban structures) for European grids at the low-voltage level. Table 7 shows
the used cable types and their electrical line parameters.

Table 7. Electrical line data, 0.4 kV.

Line Designation Type R’ (Ohm/km) X’ (Ohm/km) B’ (µS/km) Ir,max (A)

NYY 4 × 300 Cable 0.063 0.079 - 535
NAYY 4 × 185 Cable 0.167 0.080 - 313

NAYY 4 × 150 SE Cable 0.249 0.080 - 270

The transformer in the local substation was a three-phase transformer with a rated apparent power
of 630 kVA feeding the low-voltage network from the 10 kV-medium-voltage level. The vector group
chosen for the substation transformer was Yz5, which is common for smaller distribution transformers,
since unbalanced loads can occur, especially on the lower-voltage side, and balancing is achieved due
to the neutral point. Table 8 shows the parameters of the transformer used.

Table 8. Transformer data, 10 kV/0.4 kV.

Un (kV) Ur (kV) Ir,max (A)

Higher voltage side 10 10 36.4
Lower voltage side 0.4 0.4 909.3

Figure 4 shows the described low-voltage test network developed in NEPLAN.
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2.2. Medium-Voltage Level (20 kV)

The medium-voltage test network represented a public power distribution grid comprised of
74 network nodes with 64 consumer units and 15 generation units. Consumer units were represented by
the load profiles of 7 different local substations available at Chair of Energy Network Technology, as well
as commercial standard load profiles with higher annual energy consumption, since, for example,
large feeding water pumps may also be directly connected at the medium-voltage level (standard
load profiles G2, G3 and G6; cf. Table 6). The generation units either represented wind power units,
solar power plants, biomass plants, geothermal power plants or run-of-river power stations. The data
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for these generation units, except for the wind data, originated from measurements of the Austrian
control area operated by the APG (Austrian Power Grid), publicly available at the APG homepage [75].
These data were then scaled down to represent a generation unit at this voltage level, since the
original data represent a cumulative generation profile of each generation type for Austria. The wind
data represent measured data from parts of Austria. Since the measured wind data from APG were
aggregated data for all wind plants in Austria, fast start-up rates were no longer displayed within the
profile due to this aggregation. Therefore, this data would no longer represent the real strain wind
generation puts on the grid, since there are no fast load changes due to the flattened profile of the
aggregated wind power plants. To represent real grid burdens, the measured data were used for only a
couple of wind power units within the test networks.

The network topology of the medium-voltage grid is a radial structure with 2 permanently closed
rings during regular operation and 11 open ring lines, which do not transmit power during normal
operation. These electrical lines can be closed in the event of a fault and, thus, ensure that consumers
affected by the fault are supplied via a different current path. This network topology is, therefore,
referred to as an open ring structure, which is common for European medium-voltage structures.
The medium-voltage test network, therefore, consists of 18 feeders.

Within the medium-voltage test network there are 86 electrical lines, of which 11 are operated
in an open mode; therefore, 75 electrical lines transmit power in normal operation. This results in a
total line length of 730.98 km with line lengths ranging from 1 km to 20 km. The chosen line type
represented a cable that corresponded with the average specific electrical line parameters at this voltage
level, which are shown in Table 9.

Table 9. Electrical line data 20 kV.

Line Designation Type R’ (Ohm/km) X’ (Ohm/km) B’ (µS/km) Ir,max (A)

E-A2XHCJ2Y 1/240
RM/25 HD60 Cable 0.1329 0.1462 71.3140 422

The transformer in the transformer substation is a three-phase transformer with a rated apparent
power of 50 MVA feeding the medium-voltage network from the 110 kV-high-voltage level using a
Dy5 vector group, which is common for large distribution transformers in Europe. The neutral point is
fully loadable, thus avoiding additional losses and neutral point shifts, which is advantageous in high
current environments. Table 10 shows the parameters of the transformer used.

Table 10. Transformer data, 110 kV/20 kV.

Un (kV) Ur (kV) Ir,max (A)

Higher voltage side 110 110 262.4
Lower voltage side 20 20 1443.4

Figure 5 shows the described medium-voltage test network for European grids designed
in NEPLAN.



Energies 2020, 13, 5431 18 of 29

Energies 2020, 13, x FOR PEER REVIEW 17 of 29 

 

therefore, referred to as an open ring structure, which is common for European medium-voltage 
structures. The medium-voltage test network, therefore, consists of 18 feeders. 

Within the medium-voltage test network there are 86 electrical lines, of which 11 are operated 
in an open mode; therefore, 75 electrical lines transmit power in normal operation. This results in a 
total line length of 730.98 km with line lengths ranging from 1 km to 20 km. The chosen line type 
represented a cable that corresponded with the average specific electrical line parameters at this 
voltage level, which are shown in Table 9. 

Table 9. Electrical line data 20 kV. 

Line Designation Type R’ (Ohm/km) X’ (Ohm/km) B’ (μS/km) Ir,max (A) 
E-A2XHCJ2Y 1/240 RM/25 HD60 Cable 0.1329 0.1462 71.3140 422 

The transformer in the transformer substation is a three-phase transformer with a rated apparent 
power of 50 MVA feeding the medium-voltage network from the 110 kV-high-voltage level using a 
Dy5 vector group, which is common for large distribution transformers in Europe. The neutral point 
is fully loadable, thus avoiding additional losses and neutral point shifts, which is advantageous in 
high current environments. Table 10 shows the parameters of the transformer used. 

Table 10. Transformer data, 110 kV/20 kV. 

 Un (kV) Ur (kV) Ir,max (A) 
Higher voltage side 110 110 262.4 
Lower voltage side 20 20 1443.4 

Figure 5 shows the described medium-voltage test network for European grids designed in 
NEPLAN. 

 
Figure 5. Medium-voltage test network. 

2.3. High-Voltage Level (110 kV) 

The high-voltage test grid consists of 70 network nodes with 69 consumer units and 18 
generation units. The consumer units are defined by the load profiles of 27 different transformer 
substations available at the Chair of Energy Network Technology that supply the subordinate 

Figure 5. Medium-voltage test network.

2.3. High-Voltage Level (110 kV)

The high-voltage test grid consists of 70 network nodes with 69 consumer units and 18 generation
units. The consumer units are defined by the load profiles of 27 different transformer substations
available at the Chair of Energy Network Technology that supply the subordinate medium-voltage
levels. The generation units represent wind power units, gas and coal power plants, as well as
run-of-river power stations and discharging of storage units. The data for these generation units,
except for wind power data, were also collected from measurements of the Austrian control area
operated by the APG, publicly available at the APG homepage [75], and then scaled down to represent
a generation unit at the high-voltage level. The wind data represent measured profiles in parts of
Austria, as described within Section 2.2.

The network topology of the high-voltage test grid consists of 6 feeders and represents a closed
ring structure including some redundant, open electrical lines, which can also be closed in case of a
fault. Closed ring structures at this voltage level enable the transmission of larger loads and increase
the security of the supply.

Within the high-voltage test grid there are 89 electrical lines, of which 12 lines are operated in
an open mode during normal operation; therefore, the remaining 77 lines transmit power in normal
operation with a total line length of 1477 km that includes electrical line lengths ranging from 8 km
to 30 km. The electrical line type chosen for this test network was an overhead line with average
specific line parameters. In this test grid, no underground cables were considered. Table 11 shows the
characteristics of the chosen overhead line type.

Table 11. Electrical line data, 110 kV.

Line Designation Type R’ (Ohm/km) X’ (Ohm/km) B’ (µS/km) Ir,max (A)

3 × 304-Al/St 1A Overhead line 0.176 0.408 2.796 735

The transformer in the transformer substation is a three-phase transformer with a rated apparent
power of 800 MVA feeding the high-voltage network from the 220 kV-maximum-voltage level.
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The chosen vector group for this transformer was Yy0, which is common in European transportation
grids. Table 12 shows the parameters of the transformer used.

Table 12. Transformer data, 220 kV/110 kV.

Un (kV) Ur (kV) Ir,max (A)

Higher voltage side 220 220 1215.5
Lower voltage side 110 110 4198.9

Figure 6 shows the described European high-voltage test network designed in NEPLAN.
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2.4. Maximum-Voltage Level (380/220 kV)

The maximum-voltage test network consists of 19 network nodes, of which 7 belong to the 380 kV
voltage level and the other 12 belong to the 220 kV voltage level. There are 2 consumer units within
the 380 kV voltage level, which represent substations feeding the 110 kV voltage level. Within the
220 kV voltage level network there are 12 consumer units also representing substations feeding the
110 kV voltage level network. In total there are 10 generation units, 5 at the 380 kV voltage level and
5 at the 220 kV voltage level. The data for the consumer units represent the sum of a different number
of load profiles of transformer substations feeding the medium-voltage level from the 110 kV voltage
level available at the Chair of Energy Network Technology. The generation units represent wind
power generation, gas or coal power plants, run-of-river power stations as well as pumped-storage
plants. The data for the generation units were also taken from the APG homepage [75]. The wind data
represent measured wind data from parts of Austria, as well as at the medium- and high-voltage level.

The network topology for the maximum-voltage grid represents a meshed structure with only
very few open ring structures. This enables the transmission of greater loads and the power supply
from large power stations.

The maximum-voltage level consists of 24 electrical lines, of which 5 lines are operated in an
open mode during normal operation. Of the remaining 19 lines, 7 lines belong to the 380 kV-level
and 12 lines belong to the 220 kV-level. The total line length of the entire 380 kV- and 220 kV-voltage
level is 931.2 km, with 364.7 km at the 380 kV-voltage level and 566.5 km at the 220 kV-voltage level.
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The electrical line lengths range from a minimum of 10 km to a maximum of 75 km. The electrical
line type chosen for this test network was an overhead line with average specific line parameters for
the corresponding voltage level. Again at this voltage level, no underground cables occur, which is
common for European electrical structures. Tables 13 and 14 show the characteristics of the chosen
overhead line types.

Table 13. Electrical line data, 220 kV.

Line Designation Type R’ (Ohm/km) X’ (Ohm/km) B’ (µS/km) Ir,max (A)

382-AL1/49-ST1A Overhead line 0.076 0.230 3.770 840

Table 14. Electrical line data, 380 kV.

Line Designation Type R’ (Ohm/km) X’ (Ohm/km) B’ (µS/km) Ir,max (A)

679-AL1/86-ST1A Overhead line 0.043 0.220 4.398 1150

Since there are two voltage levels within this test network, there are also transformer stations that
connect the two voltage levels. There are 5 transformer stations connecting the 380 kV-level with the
220 kV-level. Each transformer station represents a three-phase transformer with a rated apparent
power of 1200 MVA using a YNyn0 vector group. This vector group is commonly used for large dome
transformers. Table 15 shows the parameters for each transformer substation.

Table 15. Transformer data, 380 kV/220 kV.

Un (kV) Ur (kV) Ir,max (A)

Higher voltage side 380 380 1823.2
Lower voltage side 220 220 3149.2

Additionally, there is one transformer at the 380 kV-level representing the Slack-node, which either
represents the exchange of power at the same voltage level or the exchange of power with a higher
voltage level. For Austrian grids this also represents the exchange with another control zone of the
surrounding country. In this test network, the Slack-node-transformer represented the exchange of
power with another 380 kV-voltage level grid and was responsible for isolating the two networks.
The rated apparent power of this transformer was 10 GVA, and the chosen vector group was
Yy0, which are common in European transportation grids. Table 16 shows the parameters for the
Slack-node transformer.

Table 16. Transformer data, 380 kV/380 kV.

Un (kV) Ur (kV) Ir,max (A)

Higher voltage side 380 380 15,193.4
Lower voltage side 380 380 15,193.4

Figure 7 shows the described maximum-voltage test network created in NEPLAN. This test
network was based on the actual Austrian maximum-voltage level grid, which can be found on the
Austrian Power Grid (APG) homepage [76]. This test network consisted of 5 feeders.



Energies 2020, 13, 5431 21 of 29

Energies 2020, 13, x FOR PEER REVIEW 20 of 29 

 

Table 14. Electrical line data, 380 kV. 

Line Designation Type R’ (Ohm/km) X’ (Ohm/km) B’ (μS/km) Ir,max (A) 
679-AL1/86-ST1A Overhead line 0.043 0.220 4.398 1150 

Since there are two voltage levels within this test network, there are also transformer stations 
that connect the two voltage levels. There are 5 transformer stations connecting the 380 kV-level with 
the 220 kV-level. Each transformer station represents a three-phase transformer with a rated apparent 
power of 1200 MVA using a YNyn0 vector group. This vector group is commonly used for large dome 
transformers. Table 15 shows the parameters for each transformer substation. 

Table 15. Transformer data, 380 kV/220 kV. 

 Un (kV) Ur (kV) Ir,max (A) 
Higher voltage side 380 380 1823.2 
Lower voltage side 220 220 3149.2 

Additionally, there is one transformer at the 380 kV-level representing the Slack-node, which 
either represents the exchange of power at the same voltage level or the exchange of power with a 
higher voltage level. For Austrian grids this also represents the exchange with another control zone 
of the surrounding country. In this test network, the Slack-node-transformer represented the 
exchange of power with another 380 kV-voltage level grid and was responsible for isolating the two 
networks. The rated apparent power of this transformer was 10 GVA, and the chosen vector group 
was Yy0, which are common in European transportation grids. Table 16 shows the parameters for 
the Slack-node transformer. 

Table 16. Transformer data, 380 kV/380 kV. 

 Un (kV) Ur (kV) Ir,max (A) 
Higher voltage side 380 380 15,193.4 
Lower voltage side 380 380 15,193.4 

Figure 7 shows the described maximum-voltage test network created in NEPLAN. This test 
network was based on the actual Austrian maximum-voltage level grid, which can be found on the 
Austrian Power Grid (APG) homepage [76]. This test network consisted of 5 feeders. 

 
Figure 7. Maximum-voltage test network (including the 380 kV- and the 220 kV-voltage levels). Figure 7. Maximum-voltage test network (including the 380 kV- and the 220 kV-voltage levels).

Table 17 offers an overview of the presented test networks developed in this work, including the
network specific parameters.

Table 17. Overview over the developed test networks representing European structures.

Parameter Low-Voltage Medium-Voltage High-Voltage Maximum-Voltage

Voltage level (kV) 0.4 20 110 220 380
Number of feeders 14 18 6 5 5

Number of network nodes 92 74 70 12 7
Number of consumer units 91 64 69 12 2
Number of generation units 39 15 18 5 5
Transformer power (MVA) 0.63 50 800 1200 10,000

Vector group Yz5 Dy5 Yy0 YNyn0 Yy0
Topology Radial Radial, open rings Closed rings Mesh Mesh

Number of lines 92 75 77 12 7
Total line length (km) 5.93 730.98 1477 566.50 364.70

Maximum feeder length (km) 0.81 95.90 319.08 - -
Specific line resistance R’ (Ohm/km) 0.063–0.249 0.133 0.176 0.076 0.043
Specific line reactance X’ (Ohm/km) 0.079–0.080 0.146 0.408 0.230 0.220
Specific line susceptance B’ (µS/km) 0.000 71.314 2.796 3.770 4.398
Maximum electrical line current (A) 535 422 735 840 1150

3. Results

This section presents the results obtained from performing a short-circuit analysis on each of
the presented networks and comparing these results with literature data. This provides support in
validating the representativeness of the networks. The short-circuit power value is a measure of voltage
quality and interference resistance of a power system and, thus, the behavior of a network. As a
result, the short-circuit power can be influenced by various factors, such as the number of synchronous
machines within the network, the degree of meshing (including switching states) or inductance coils
for power factor correction. Structural aspects of the network can be assessed via the short-circuit
current, since this is mainly influenced by the number of parallel branches and, thus, directly depends
on the short-circuit impedance. Therefore, this analysis showed how well the generic test networks
presented replicated real network behavior [68].

For that purpose, literature values for German grids, which are very similar to Austrian grids,
as well as value ranges for European grids at each voltage level were found. Therefore, Table 18 shows
the researched literature value ranges for European grids regarding short-circuit power as well as
short-circuit current. The value ranges presented in Table 18 are also depicted in Figure 8.
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Table 18. Researched short-circuit power and current ranges for European grids.

Voltage Level

Short-Circuit Power Short-Circuit Current

SK” Range (GVA) Ik” Range (kA)

From To From To

Low-Voltage 0.4 kV 1.22·10−3 [77,78] 41.12·10−3 [78] 1.76 [78] 59.35 [78]
Medium-Voltage 20 kV 0.10 [46] 0.80 [79] 2.89 [46] 23.09 [79]

High-Voltage 110 kV 4 [80] 8 [68] 21 [80] 42 [68]

Maximum-Voltage 220 kV 5 [46] 24 [68] 13.12 [46] 63 [68]
380 kV 5 [80] 60 [80] 7.5 [80] 90 [80]
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Table 19 compares the calculated values of the short-circuit power for each voltage level with
those found in the literature for German grids. Both are graphically depicted in Figure 8. Additionally,
Table 19 shows the relative and absolute deviations between the literature values and the calculated
values. The deviations were calculated according to Equations (1) and (2). A positive (absolute and
relative) deviation suggests that the literature value is higher than the calculated value.

∆S′′k,abs = S′′k,literature − S′′k,calculated (1)

∆S′′k,rel =
S′′k,literature − S′′k,calculated

S′′k,literature

(2)

Table 19. Short-circuit power for each voltage level.

Voltage Level
Short-Circuit Power Deviations

Sk” Literature
(GVA)

Sk” Calculated
(GVA)

Absolute
(GVA)

Relative
(%)

Low-Voltage 0.4 kV 15.39·10−3 [78] 16.42·10−3 −0.0011 −6.75
Medium-Voltage 20 kV 0.50 [68,81] 0.49 0.0003 0.07

High-Voltage 110 kV 7 [80] 7.08 −0.0754 −1.08

Maximum-Voltage 220 kV 24 [68,80] 25.32 −1.3169 −5.49
380 kV 53 [68,80] 53.39 −0.3863 −0.73
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In order to fully validate the developed generic test networks presented in this paper,
the short-circuit currents were also taken into account. Therefore, Table 20 compares the calculated
values of the short-circuit current for each voltage level with those found in the literature for German
grids. Both values are graphically depicted in Figure 9. Additionally, Table 20 shows the relative and
absolute deviations between the literature values and the calculated values for the short-circuit current.
The deviations were also accordingly calculated as presented in Equations (1) and (2).

Table 20. Short-circuit currents for each voltage level.

Voltage Level
Short-Circuit Current Deviations

Ik” Literature
(kA)

Ik” Calculated
(kA)

Absolute
(kA)

Relative
(%)

Low-Voltage 0.4 kV 22.21 [78] 23.70 −1.488 −6.70
Medium-Voltage 20 kV 14.43 [68,81] 14.24 0.006 0.04

High-Voltage 110 kV 36.74 [80] 37.14 −0.396 −1.08

Maximum-Voltage 220 kV 63 [68,80] 66.44 −3.440 −5.46
380 kV 80 [68,80] 81.11 −1.112 −1.39
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4. Discussion

Within this section, first the results regarding the comparison of the short-circuit parameters
presented in Section 3 are addressed. Second, the previously mentioned limitations (Section 1.2) are
discussed for the presented test networks. This will show how most of the limitations for the presented
test networks within the literature review can be compensated in the presented test networks, but also
reveals their limitations.

4.1. Short-Circuit Results

Tables 19 and 20 as well as Figures 8 and 9 show that, in general, the presented generic test
networks can be used to represent the behavior of real European networks. The reference values from
the literature in Section 3 represent German grids, and the value ranges from the literature represent
European grids. Since German and Austrian grids are substantially similar and no literature data
was available for Austrian grids, these values were used as reference values in this work. However,
this may lead to slight deviations for the short-circuit parameters, as can be seen in Figures 8 and 9.
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Individually, there are some test networks that offer better replication of real network behavior than
others, which will be discussed in the following.

The low-voltage test network shows a −6.75% relative deviation between the German literature
value and the calculated value for short-circuit power. The relative deviation of the short-circuit
current corresponds with −6.70%, therefore suggesting that the low-voltage test network may not
be sufficiently representative for all applications, since both the short-circuit power as well as the
short-circuit current are higher than the literature values. A higher short-circuit power, however,
would suggest better voltage quality as well as greater interference resistance within the power system.
Therefore, the real behavior of the grid would not be replicated properly. One parameter influencing
the short-circuit values is the network structure, which for low-voltage networks mainly refers to
whether they supply urban, suburban or rural areas. This network supplies mainly urban and only
partially suburban as well as rural areas. Since there is no indication of the network structure for
the German literature values, this may also be a cause for higher deviations. Another parameter on
which the short-circuit values are dependent is the apparent power of the substation transformer
feeding the network. If the rated apparent power of a substation transformer is smaller, short-circuit
values are smaller as well. Since, however, there is no detailed information on the grids used for
obtaining the corresponding literature values, these factors may be causes for the deviation. At the
Chair of Energy Network Technology, a similar test network with primarily rural structures fed from
the 10 kV-voltage level with 50 kVA rated apparent power (cf. the presented low-voltage network
fed from the 20 kV-voltage level with 630 kVA rated apparent power) was developed and tested and
produced short-circuit values which approximated the corresponding literature values more closely.
However, the presented value range for low-voltage short-circuit power in European grids, which is
between 1.2 and 41 MVA, matches the calculated values. Since the corresponding calculated value
for the low-voltage grid is 16.42 MVA, the presented low-voltage test grid may replicate real network
behavior of European grids sufficiently accurately.

The 20 kV medium-voltage test network shows a relative deviation of 0.07% for the short-circuit
power and 0.04% for the short-circuit current. Therefore, the calculated values closely approximate
German grids and, thus, also European grids. This suggests that although there is a large variety
of medium-voltage grids regarding voltage levels as well as system sizes and network structures,
the presented networks replicate European as well as German grids well. Therefore, they offer a
valuable contribution to the research community in representing the diversity of medium-voltage
grids. Since short-circuit current deviations are small (0.04%), the structure of real grids regarding
parallel feeders within a medium-voltage grid is replicated especially well in this test network.

The higher voltage levels (110 kV, 220 kV and 380 kV) also show small relative deviations in
short-circuit power of −1.08%, −5.49% and −0.73%. The relative deviations for short-circuit currents are
similar, with values of−1.08%,−5.46% and−1.39%. Additional deviations at these voltage levels may be
caused due to the lack of reactive power compensation elements (e.g., inductance coils for power factor
correction). These components are important elements for energy transmission at higher voltage levels
and, therefore, also influence the replication of the network behavior. Additionally, the short-circuit
power at this voltage level is influenced by switching states and, thus, the resulting degree of meshing.
With high degrees of meshing and fewer openly operated electrical lines, the short-circuit power
increases. Since there is no detailed information on the literature values, it is possible deviations
partially also occur due to different researched switching states.

4.2. Limitations of the Presented Test Networks

Since most test networks from the literature review may not be large enough for some applications,
the presented generic test networks represent common network sizes for Austrian grids typical for
a network of a single voltage level fed from the higher voltage level via a transformer. For the
lower voltage levels (low-, medium- and partially high-voltage), common network sizes are derived
from previous experiences with real grids at the Chair of Energy Network Technology. For higher



Energies 2020, 13, 5431 25 of 29

voltage levels (partially high- and maximum-voltage) the common network sizes are publicly available.
Additionally, appropriate network sizes also depend on the application purpose; smaller sizes may
also be sufficient to assess several research questions.

Regarding the lack of time-series data, the presented test networks include Austrian load and
generation data as well as standard load profiles, which can be exchanged for different profiles for
different time periods or different consumer and generation units.

The representativeness of the proposed generic test networks for European structures can be
assessed from the short-circuit validation. Since the presented test networks are specifically aimed at
representing European ENTSO-E structures, the mentioned parameters were researched and chosen
accordingly, which is affirmed by the validation process using short-circuit parameters.

Although the presented test networks do not include geographical coordinates, since they are
generically obtained from literature research, they are designed in NEPLAN and, therefore, offer a
graphical representation of the network and the included components.

Another limitation addressed in Section 1.2 is that most designs and data are specific for one
single issue. The test networks presented in this work are designed for replicating European network
structures and their behavior, especially, for load flow calculations. If, however, other issues are
addressed, these networks may be extended as required. Additionally, the fact, that these test networks
are available in NEPLAN means that network parameters as well as network equipment can easily be
changed or modified.

Many of the presented (mainly the North American) test feeders are limited in their use due the
fact that they only represent isolated feeders and, therefore, are not capable of replicating the behavior
of an entire network. On the contrary, each of the developed networks replicates one voltage level
with corresponding network sizes. Therefore, each network represents more than one feeder.

5. Conclusions

This paper presents generic test networks for the European electrical distribution and transmission
system. The aim is to closely replicate the network behavior of real grids at each voltage level. Since in
the literature only very few representative test networks are available for European grids, new test
networks with specific parameters for the European ENTSO-E interconnected system are developed,
thereby ensuring a replication as accurately as possible. Since data for grids are usually sensitive
due to the included consumer data and are, therefore, not disclosed by distribution and transmission
system operators, only the openly available data in the literature were used to design the test networks.
The researched parameters include network topologies, load densities, power ranges, types and
number of consumer as well as generation units, electrical line data (line length ranges and electrical
line parameters) as well as network sizes. Thus, four test networks of each voltage level common in
Europe (0.4 kV, 20 kV, 110 kV, 220/380 kV) were developed.

In order to validate the presented test networks regarding their representativeness of European
grids, a short-circuit analysis was performed on each test network. The results obtained from this
analysis (short-circuit power and current) were then compared to literature values common in Germany
and Europe. This analysis showed that the created test networks can replicate European network
behavior closely. Additionally, these test networks have very few limitations and can be used for
various application purposes.
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A B S T R A C T   

Sustainable electricity supply can be achieved by expanding renewable energy sources (RES), which due to their 
volatile nature present challenges for the power grids. Modern electricity grids must be able to coordinate and 
balance these unpredictable generation patterns. One option for grid-friendly RES integration is multi-energy 
systems (MES) which enable energy use across energy carriers and, thus, relieve electrical grids. Therefore, 
long-term simulations of MES are indispensable and require appropriate models. Since MES have high systemic 
complexity due to high temporal resolution, spatial coverage, and hierarchical depth, modeling requires massive 
computational effort, impeding the investigations. Models with reduced complexity (spatial resolution reduction) 
and, thus, reduced computational effort can be created using a cellular approach. In particular, for electrical 
grids, reduction of complexity requires network reduction methods that create equal grid models regarding 
electrical behavior. Since most (numerical) network reduction methods (e.g., REI, WARD method) fail to 
replicate all required parameters, this work presents a novel network reduction method enhancing modeling 
accuracy, primarily regarding reactive power. The introduced method is based on a detailed parameter analysis 
to identify parameters responsible for deviations between original grid and reduced cell model. The validation of 
this method uses test networks at different voltage levels to reveal influencing variables that enhance modeling 
accuracy. This allows to derive trends for modelling accuracy of individual electrical parameters. The introduced 
method facilitates developing cell models for time-series-based calculations with maximum modeling accuracy 
and reasonable calculation effort. Additionally, this paper presents advantageous application purposes of this 
method.   

1. Introduction 

To reduce the negative impacts caused by climate change, future 
energy generation has to be based mainly or even entirely on renewable 
energy sources (RES). Since RES are usually decentralized, volatile, and, 
therefore, not always predictable, efficiently integrating them into 
existing energy systems presents a challenge. The mentioned charac-
teristics of RES put great stress on electrical grid infrastructures and, 
thereby, may compromise a secure and stable energy supply. Therefore, 
transitioning into a low-carbon and stable future energy system requires 
innovative approaches and supportive tools for efficient design and 
operational management as well as for strategic decision-making. [1–5] 
One of these approaches is multi-energy systems (MES) which utilize 
synergies between the individual energy carrier networks to improve 
overall system efficiency and stability [6]. MES approaches, however, 
require the development of adequate network models for each energy 

carrier considered, to perform spatially and temporally highly resolved 
and yet time-efficient and precise calculations across energy carriers and 
hierarchical system levels. [7–9] Therefore, the multi-energy system 
modeling framework HyFlow [9,10] was developed at the Chair of En-
ergy Network Technology. Since the developed network models are 
integrated in HyFlow, all energy carrier models have to correspond with 
the frame conditions and model characterization [11–14] of HyFlow: 
The models have to correspond with the chosen modelling approach 
(cellular approach) and they have to represent bottom-up models (allow 
different resolutions regarding time scales and geographical areas, cf. 
Fig. 1). 

Depending on network complexity and temporal resolution, the level 
of aggregation for each network model has to be defined to ensure that 
the computational effort for the calculation is kept at a minimum. If the 
temporal resolution is high, the spatial resolution has to be corre-
spondingly lower and vice versa, to ensure minimal computational 
effort. Thus, a compromise between computational time and level of 
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detail can be achieved using spatial resolution reduction (reducing size 
and complexity of the network model), which is supported by a cellular 
approach. This approach partitions the real grid into energy cells to be 
represented by only a small set of parameters. However, concerning 
electrical grids, the applied spatial resolution reduction within the 
cellular approach combines and eliminates network nodes as well as 
electrical lines, which changes the network’s behavior. To obtain a 
smaller and less complex electrical model for the calculation with the 
same electrical behavior as the original grid, specific methods are 
necessary to compensate for this deviation. Therefore, this paper is 
focused on a methodical approach for the development of electrical 
network models corresponding to the requirements mentioned above. 
This leads to the following research questions:  

• Which electrical parameters of the reduced grid show deviations to 
their original values due to applying a cellular modeling approach on 
the corresponding electrical grid?  

• Why do these deviations (for time series-based calculations) occur, 
and how can they be compensated in cellular network models?  

• What is the obtained modeling accuracy in the compensated cellular 
network model? 

Section 2 reviews currently applied network reduction methods that 
can be used for a cellular approach. This review concludes that the 
achieved modeling accuracy with these methods has to be enhanced to 
obtain conclusive results, especially regarding reactive power. There-
fore, Section 3 first presents the applied cellular modeling approach 
(Subsection 3.1) and then introduces a novel network reduction method 
specifically applicable to the cellular approach (Subsection 3.2). Addi-
tionally, Subsection 3.3 provides the test grids used to determine the 
modeling accuracy obtained in the reduced network model. Section 4.1 
then presents results about modeling accuracy and deviations of the 
proposed network reduction method. Subsection 4.2 discusses the 
modeling accuracy of the presented network reduction method for 

different voltage levels and provides trends over the voltage levels. 
Additionally, this section shows which of the investigated parameters 
influences modeling accuracy most and offers improvement recom-
mendations to enhance the modeling accuracy of this method. Subsec-
tion 5 provides conclusions regarding application purposes for which 
this novel reduction method is suitable. 

Due to the overall subject and the methodology used, this work is 
relevant to the International Journal of Electric Power and Energy 
Systems, especially regarding Green Power and Energy Technologies 
and Systems. 

2. Related works – State of research in network reduction 
methods 

Todaýs transmission and distribution grids are usually extended and 
highly interconnected networks. Therefore, TSOs cannot operate their 
grids individually without neglecting the influence of the interconnected 
grids on their control area [15]. As a result, appropriate models of 
electrical grids which consider the overall interconnected energy system 
usually exceed national borders as well as observation areas of single 
transmission system operator (TSO). [16,17] Analyzing such networks, 
especially over a long period with fine temporal resolution (e.g., 15-min-
ute values for one year), is computationally burdening as well as time- 
intensive and, therefore, requires preliminary simplifications (e.g., 
network reduction). [17] Thus, network reduction or equivalencing of 
expanded grids or larger grid sections has, thus, become increasingly 
important. Those reduced network models (network equivalents) are 
smaller and less complex and replace the power system or a part of the 
power system. The results obtained by using network equivalents can 
then be transferred onto the original, unreduced, expanded grid 
(referred to as ‘original grid’ in the following). [18,19] The common 
characteristics of reduced network models are:  

• Reliable and accurate representation of the effects of the reduced 
network section on the remaining network [20]  

• Mathematically well-conditioned (compliance with problem-solving 
mechanisms such as convergence and arithmetic precision problems, 
predefined accuracy limits, and computational efficiency) [20]  

• Wide range of applications (which may feature inter-company data 
exchange) [20] 

The calculations performed with cellular network models can either 
be static (single point in time calculations) or, more commonly, time- 
series-based calculations, which represent a sequencing of different 
static operating states. Dynamic analyses of faults such as short circuits 

Nomenclature 

RES Renewable Energy Sources 
MES Multi-Energy Systems 
REI Radial Equivalent Independent 
TSO Transmission System Operator 
ZPBN Zero Power Balance Network 
AMV Arithmetic Mean Value  

Fig. 1. Description of the HyFlow-Modeling Framework and the models implemented in HyFlow.  
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are not considered in this paper. There are two different kinds of 
network reduction methods available in the literature. Their application 
depends on the type of analysis they are used for. [16] A summary of 
how network reduction methods are categorized is shown in Fig. 2. The 
corresponding network reduction method calculates the equivalent 
network parameters, which compensate for the deleted grid elements, 
according to the application requirements. [19] Due to the objective of 
this paper, only static or steady-state network reduction methods for 
engineering applications are considered. 

A static network reduction performs the compensation for one single 
operating point. The operating point is defined by the load and gener-
ation present in the grid at a certain point in time and represents one 
temporally independent network state. Therefore, the reduced network 
model represents only this operating point of the original grid correctly. 
Dynamic network reduction additionally enables retaining dynamic 
properties of the reduced grid elements and, thus, allows investigating 
transient phenomena, e.g., in case of fault. [21,22] The application 
purpose of the reduced network model determines the network reduc-
tion method used. Therefore, for each designated utilization, only spe-
cific network reduction methods are applicable [19]. For creating 
reduced network models in the cellular approach, the REI method, as 
well as the WARD method, are appropriate. 

In general, all static network reduction methods must define system 
boundaries for the so-called internal system (I), the external system (E), 
and the boundary system (B) [16]. The internal system contains the 
network nodes located within the area of interest, e.g., the internal 
network of a control zone. The external system comprises all the 

network nodes, which are eliminated during the reduction and replaced 
by the network equivalent, while the boundary system connects the 
internal and the external system. [19] Fig. 3 shows exemplary system 
boundaries when applying a network reduction method: While the in-
ternal system is represented by a model of the original grid, the external 
system is represented by a model of the network equivalent after the 
reduction (Step 3 in Fig. 3). [20] 

In real-time simulations, for example, an internal network (e.g., 
control zone of a TSO) has to be monitored closely in detail. On the 
contrary, there is no need to closely observe connected grids or grid 
sections (external network) as they are only minimally impacted by 
faults within the internal system. Therefore, they can be replaced by 
reduced network models as long as their electrical behavior is preserved. 
[16] 

Steps 1 and 3 from Fig. 3 are the same for both the REI and WARD 
method. The implementation of the second process step, however, 
slightly varies. The methods use different approaches for depicting the 
nodal admittance matrix of the original grid. The REI method [19,23] 
uses a ZPBN (zero power balance network), a fictitious temporary 
network model, to preserve the power losses of the original grid. This 
network links the external busses to the equivalent REI-bus (bus to 
which the REI equivalent is attached) and is included in the nodal 
admittance matrix of the original grid. The WARD method [24,25] 
creates a passive network model for the external system by converting 
power injections of the external system to either constant currents 
(WARD injection method) or shunt-admittances (WARD admittance 
method), thus, also changing the nodal admittance matrix. This process 

Fig. 2. Categorization of the types of network reduction and the corresponding methods.  

Fig. 3. Exemplary process steps for REI and WARD method for defined system boundaries of the external system, the boundary system, and the internal system for 
network reduction (own representation according to [19]). 
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for eliminating network nodes is mathematically implemented by 
applying a numerical solution method, the Gaussian Elimination. 
Gaussian Elimination gradually removes network nodes from the 
network by performing a triangular reduction of the nodal admittance 
matrix. [24] Therefore, the original grid is mathematically described by 
a set of equations formulated for each network node [15]. Equation (1) 
shows the general nodal equation system in matrix notation, where I is 
the complex nodal injection current vector (induced by load or gener-
ation in that node), while U is the complex nodal voltage vector and Y is 
the nodal admittance matrix. [16] 
Y ∙U = I (1) 

The nodal admittance matrix Y contains information about network 
topology and line as well as transformer parameters. It describes which 
network nodes are connected via which electrical line or transformer. 
The specific parameters of the corresponding connection element are 
stored into this matrix in the form of an admittance. For the reduction, 
the nodal admittance matrix Y is partitioned into external (e), boundary 
(b), and internal (i) nodes, according to the selected system boundaries 
(Fig. 3). The internal nodes are only connected to the boundary busses 
and are, therefore, not relevant or influenced in the reduction process, 
which is shown in Fig. 4. [20] 

After the reduction using Gaussian Elimination, a reduced matrix Y 
(consisting of Y’, Ybi, Yib, and Yii) and the additional injected currents I’ 
are obtained, which the REI-equivalent then provides. The values in the 
matrix Y’ include equivalent line parameters for the connecting tie lines 
(compensation lines), which adapt line power flows and losses to match 
those in the original grid. The additional boundary bus current in-
jections I’ are added to the actual injections at the boundary busses. [20] 
These two parameters (Y’, I’) calculated using Gaussian Elimination 
compensate for the eliminated grid elements. 

The main disadvantage of network reduction methods which use 
numerical methods for reducing grids or grid sections, as the WARD and 
REI methods, is the achieved modeling accuracy [20]. The modeling 
accuracy of a reduced network model refers to the deviation of electrical 
parameters between the original values and the reduced values. This 
deviation should be as minimal as possible, which can only be achieved 
using compensation (network reduction). 

Since both methods (REI and WARD) are static reduction methods, 
they strongly depend on the initial operating point. The initial operating 
point, thus, defines the network losses of the reduced network section. 
Therefore, the losses for other operating states cannot be preserved after 
reduction leading to inaccuracies in the reduced network model. Addi-
tionally, since it can no longer be distinguished between PV- and PQ- 
node types for generators after the reduction, the reactive power sup-
port from the external network cannot be modeled accurately in the 
reduced network model. These circumstances lead to improperly pre-
served (mainly) reactive network behavior of the external system when 
these state-of-the-art numerical reduction methods are applied. There-
fore, their performance varies with the extent to which the operating 
point changes. In addition, the presented numerical methods may lead 
to convergence problems when solving the reduced system using clas-
sical numerical methods (e.g., Newton-Raphson). [20,26,27] 

Creating reduced equivalent network models within the cellular 
approach using numerical reduction methods, therefore, leads to 
partially inadmissible deviations and distorted electrical behavior 
within the cell model, as analyzed in Traupmann et al. (2019) [28]. The 
results of this study ([28]) obtained from applying these numerical 
network reduction methods (REI and WARD method) for cellular-based 
applications show that reactive power cannot be preserved and active 
power deviated significantly, as well, showing that they cannot provide 
sufficient modeling accuracy. [28] 

A similar study to this work presenting a new static equivalent model 
for distribution grids with the specific purpose to model high levels of PV 
penetration is conducted in Samadi et al. (2015) [29]. An even more 
comparable study in terms of reduction areas is described in Shi et al. 
(2015) [30]: The presented network reduction method preserves the 
original grid structure in the best possible way, since it aggregates on a 
zonal basis, similar to the cellular approach of this work. The difference 
to the study in Shi et al. (2015) [30] is the compensation used, which 
correspond to the calculation of equivalent lines between the zones. 
Promising results have already been obtained, however, the computa-
tional effort for the equivalent line calculation is high. [30] Addition-
ally, Ploussard et al. (2018) [31] also present a novel network reduction 
method focusing on inter-area lines for transmission expansion planning 
including costs, which is not the aim of the models presented in the 
proposed work [31]. More recent studies focus on enhanced selection of 
the network nodes for network reduction, such as in Huang et al. (2020) 
[32], where parameters from graph theory are used for improved node 
selection. 

Thus, a new method is introduced in this paper, which deals spe-
cifically with creating reduced equivalent cellular network models for 
time-series-based calculations to enhance modeling accuracy. Addi-
tionally, this novel reduction method no longer depends on the initial 
operating state and enables an adaption to changing load and generation 
situations. Despite this ability to adapt to operating states, the calcula-
tion of this method must be performed only once for a defined cell di-
vision. Cell division for one application purpose remains unchanged. 
Thus, the reduced cell model can be used for different load and gener-
ation profiles. Due to the one-time calculation and the significantly 
decreased complexity of the reduced cell models, the calculation effort is 
minimized. 

3. Problem formulation and methodology 

3.1. Cellular modeling approach 

This approach supports spatial resolution reduction of grid in-
frastructures and, thus, defines the level of detail for the network model. 
Thereby, it allows for a reasonable compromise between modeling ac-
curacy and computational effort and, thus, time-efficient calculations 
specific for each application. Within this approach, each energy carrier 
network is divided into energy cells. An energy cell represents the lowest 
system level at which energy generation and consumption are balanced. 
The energy balancing is performed using time-resolved energy quanti-
ties (e.g., 15-minute values) present in each cell. [33,34] For this 

Fig. 4. Exemplary reduction of the nodal admittance matrix arranged according to the predefined system boundaries (own representation according to [20]).  
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purpose, the residual load Pres(t) represented in Equation (2), which is 
defined as the difference between load (PLoad(t)) and generation (Pgen(t)) 
for each time step, is calculated. [9] 
Pres(t) = Pload(t) − Pgen(t) (2) 

A positive residual load indicates that the consumed power for this 
time step is higher than the generated power, while a negative residual 
load suggests a generation surplus. [9] The residual load of each cell 
enables identifying the most efficient energy compensation possible 
using corresponding grid elements (e.g., storage or flexibility options). 
The residual load also assists in locating infrastructural improvement 
potential [34] or possible expansion measures [33] as well as beneficial 
cross-sector coupling points [9]. Applying the cellular approach requires 
two consecutive process steps, as visualized in Fig. 5. 

First, each energy carrier network is partitioned into energy cells 
according to geographical and topological aspects (Fig. 5 a). Each en-
ergy cell represents a set of network nodes as well as generators, con-
sumers, and storage units connected to them. The size of these energy 
cells corresponds to the application purpose. It can vary between state- 
or region-sized, or even single-household cells. In the second step, all 
network nodes and their connected elements are aggregated into one 
fictitious node in the cell center (Fig. 5 b). In this step, due to the ag-
gregation, the network is simplified and reduced in its complexity. Thus, 
each cell can now be represented by only a small set of parameters. As a 
result, only the connecting lines between the cells and the aggregated 
amount of energy generation and consumption within the cells are 

retained. [33,34] 
During the aggregation process, the network structure of each energy 

carrier network is altered as a result of grid elements being eliminated. 
This modifies the behavior of the overall network model in a way that it 
is no longer equal to the original one. However, cellular network models 
must replicate or approximate the real grid as closely as possible. 
Otherwise, they cannot be utilized for planning and design purposes. 
Consequently, the changed behavior of the network model must be 
compensated for by using appropriate compensation methods, such as 
network reduction. 

As mentioned before, all integrated energy carrier models must 
comply with the frame conditions of HyFlow, e.g., the chosen cellular 
modeling approach. However, network reduction is only necessary for 
electrical grids since they show significant deviations when modeled 
within this approach. Therefore, the presented novel network reduction 
method is only applicable for electrical grids. 

3.2. Novel network reduction method for Cellular-Based network models 

The novel network reduction method presented in this work uses 
tailor-made compensation elements to enhance reactive power accuracy 
to match the behavior of the real grid and overcome the disadvantages of 
numerical reduction methods. However, contrary to the numerical 
methods presented, these compensation elements do not change the 
entries within the nodal admittance matrix but rather represent ancil-
lary nodal power added to the residual load at each cell node. This 

Fig. 5. Exemplary process steps of the cellular approach: (a) cell division of the original grid; (b) aggregation into energy cells.  

Fig. 6. Single line π–equivalent circuit of electrical transmission lines.  
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additional nodal power calculation is based on a detailed analysis of the 
information losses (cf. Fig. 5) during the cellular aggregation process to 
determine which electrical parameters are modified. During the aggre-
gation process, grid elements such as network nodes and electrical lines 
are modified or disappear. Therefore, the loss of information originates 
from these elements. Original network nodes are aggregated into the 
fictitious cell node. As a result, their nodal parameters (power injections 
and consumptions) are retained. Only information of the eliminated 
lines within the cells cannot be preserved. Thus, the deviation between 
the original grid and the reduced network model results from this 
elimination. 

Each electrical line within a network model can be fully described 
and mathematically modeled using the general π-equivalent circuit in 
Fig. 6. In this single line equivalent circuit diagram, the physical effects 
occurring during energy transmission are accounted for through 
concentrated line parameters divided by the individual line length 
(specific line parameters). They also define active and reactive line 
losses of each electrical line. For low-voltage electrical lines (overhead 
lines and cables) which are, usually dominated by inductance L’, the line 
capacitance C’ is negligible. [35,36] 

In general, the load flow over an electrical line, as shown in Fig. 6, 
consists of three shares. These shares are graphically depicted in Fig. 7, 
showing the power flow diagram for active power, which is equal to the 
reactive power diagram in principle. 

The first share depends on the load at the consecutively connected 

network nodes. Therefore, the active power flow over Line 1 → 2 in-
cludes the power demand at the network nodes 2, 3, and 4 (PLoad,2, 
PLoad,3, PLoad,4). The second share consists of the line losses within the 
considered electrical line (Ploss,12). Thus, at the beginning of Line 1 → 2, 
the active power flow includes the active power losses (Ploss,12) that 
occur during energy transmission over the corresponding line to enable 
the correct supply to the consumer at the end of that electrical line. The 
third share describes the electrical line losses of all the consecutively 
connected lines. Therefore, the active power flow over Line 1 → 2 also 
includes the active power losses of Line 2 → 3 (Ploss,23) and Line 3 → 4 
(Ploss,34). 

During the aggregation into cells, nodal loads (first share) and line 
losses of electrical lines that connect two cells (second share) can be 
retained since they do not depend on the eliminated electrical lines. The 
third share is lost in the aggregation process and causes load flows 
within the compensation lines (cf. Fig. 5) as well as Slack-node power 
and overall network losses to deviate from the original grid unless they 
are compensated for (Fig. 8). 

The missing active and reactive power flow over Line 1 → 2 from 
Fig. 8 (b) corresponds with the sum of the line losses of Line 2 → 3 and 
Line 2 → 4 from Fig. 8 (a). As mentioned before, the main concern is 
reactive power accuracy since reactive power losses are usually much 
higher than active power losses and, therefore, lead to more significant 
deviations in load flows. This increase in modeling accuracy of reactive 
power quantities within the cell models is crucial for adequately 

Fig. 7. Exemplary power flow diagram for active power flow over a feeder.  

Fig. 8. Comparison of load flows (4) of the original grid and (b)after network aggregation within the cellular approach for static calculation: (a) original grid; (b) 
reduced network model without compensation. 
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assessing electrical grids regarding voltage stability and line loading 
capacities. 

Therefore, to minimize the deviation between the original (Fig. 8 a) 
and the reduced grid (Fig. 8 b), the line losses of the eliminated lines 
within the cells must be replicated in the aggregated cell model. Addi-
tionally, since line losses depend on the corresponding load flows and, 
therefore, the operating point, this load dependency must be recreated 
to be used for time-series calculations. Since load flow calculations, e.g., 
with the Newton-Raphson-method, use iterations that are terminated as 
soon as the deviation between known and calculated nodal power falls 
below a specific error limit, compensation can only be achieved if cor-
responding ancillary nodal powers are calculated for each cell and added 
to the residual loads of the corresponding cell node. Within the reduced 
network model, these ancillary nodal powers are represented by 
compensation elements that are attached to the fictitious cell nodes. 
These compensation elements replicate load-dependent active and 

reactive line losses of the eliminated lines within each cell. Therefore, 
the parameterization of the compensation element is based on the sum 
of the electrical line parameters (cf. RRLC, LRLC, and CRLC parameters in 
Fig. 9) of all eliminated lines within one cell. These line parameters are 
independent of the loads and, therefore, adapt to changing operating 
states. The initial concept of the compensation element published in 
Vopava et al. (2020) [33] was a series circuit consisting of a resistance 
RRLC, an inductance LRLC, and a capacitance CRLC with a ground 
connection which can be seen as a variable complex resistance [33]. 
However, since also with this initial concept, deviations between orig-
inal grid and cell model were too significant, it had to be further 
developed, which is now included in the presented novel method: Since 
the resistance R and the inductance L of an electrical line represent series 
elements, not shunt elements, the voltage drop and the corresponding 
current at the RRLC and LRLC would become very large due to the ground 
connection, unless the high-resistance capacitance CRLC limits the 

Fig. 9. Application of the compensation module and its structural equivalent circuit for one cell.  

Fig. 10. Calculation scheme in MATLAB© to determine the deviations between the original grid and the reduced network model.  
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current. As a result, this element would not be applicable for low-voltage 
grids since the electrical lines at this voltage level have negligible line 
capacitances C. Therefore, in this novel approach, this series connection 
of the compensation element (compensation module) is divided so that 
the CRLC element still has a ground connection, corresponding to the 
π-equivalent circuit in Fig. 6, while RRLC and LRLC are connected to a 
fictitious potential Ufic. This leads to a voltage drop at the RRLC and LRLC 
corresponding to the voltage drop over an electrical line at the respec-
tive voltage level. The fictitious potential Ufic is different for each cell 
depending on the compensation line connecting two cells and the re-
sidual load of the cell. Using the sample network from Fig. 5, the 
application of the compensation module and its structural equivalent 
circuit and its parameters are shown in Fig. 9. 

The following Equations (3) to (5) provide the calculation for each 
parameter of the module, where i represents the control variable for the 
eliminated lines within one cell, n represents the total number of elim-
inated lines within one cell, and z designates the cell. 

RRLC,z =
∑

n

i=1

R’i∙li (3)  

LRLC,z =
∑

n

i=1

X’L,i∙li

2∙π∙f
(4)  

CRLC,z =
∑

n

i=1

C’i∙li (5) 

One advantage of this novel method is that the compensation module 
requires only a small data basis, which does not depend on a previously 
completed load flow calculation to determine the electrical line losses of 
each eliminated line for each operating state. Instead, only the network 
parameters defined during grid planning and design are used. Equation 
(6) shows the calculation of the compensation module apparent power 
(ancillary nodal power), exemplary according to Fig. 9. The voltages 
used in the calculation of Equation (6) represent the results of the first 
voltage approximation (iteration) during a load flow calculation. This, 
therefore, requires no additional effort, as it is built-in within the ordi-
nary load flow calculation (cf. step 4 Fig. 10). However, since the 
compensation module’s apparent power has not been calculated in this 
first approximation step, a start value problem occurs. As a result, the 
nodal voltages are incorrectly approximated during this first iteration 
and, thus, the apparent power of the compensation module is under- or 
overestimated. For this purpose, an intermediate step (cf. step 3 Fig. 10) 
was integrated in the MATLAB© calculation scheme (cf. Fig. 10) before 
the load flow calculation. This step includes the solution of the start 
value problem and enables a more accurate approximation of this first 
nodal voltage iteration. This step is discussed more in detail in the 
description of the MATLAB© calculation scheme. 

S RLC =
ΔU 12∙ΔU 12

*
(

RRLC + j∙XL,RLC

)* +
ΔU 2∙ΔU 2

*
(

j∙XC,RLC

)* (6) 

The power imported or exported at the Slack-node is also adjusted by 
implementing the compensation modules since they introduce addi-
tional nodal power in the network model, which is balanced at the Slack- 
node. The total network losses in the reduced model (PLosses,red, QLosses,red) 
have to be recalculated after aggregation. The losses of the lines present 
in the cell model (PLosses, QLosses) are determined within the load flow 
calculation and the power of the compensation modules represent the 
losses of the eliminated lines due to its load dependency. However, since 
the modules are included into the load flow calculation as additional 
nodal power instead of elements that generate losses within the grid (e. 
g., electrical lines) they have to be added to the line losses of the present 
lines within the cell model (PLosses, QLosses). This allocation is shown in 
Equations (7) and (8). 

PLosses,red,t = PLosses,t +
∑

z

k=1

PRLC,k,t = PLosses,t +
∑

z

k=1

Re

(

S RLC,k,t

)

(7)  

QLosses,red,t = QLosses,t +
∑

z

k=1

QRLC,k,t = QLosses,t +
∑

z

k=1

Im

(

S RLC,k,t

)

(8) 

This compensation enables network reduction, which achieves the 
maximum possible accuracy for static and time-series-based analyses for 
each operating point or point in time. 

Fig. 10 shows the calculation and validation scheme used in the 
paper conducted in MATLAB©. To start the calculation process, grid 
data of the original grid must be available. This data includes nodal data, 
such as active and reactive power of load and generation units (PLoad, 
QLoad, PGen, QGen) as well as node type and node number. It also includes 
line data, such as specific ohmic resistances R’ of each line, specific in-
ductances L’, specific capacitances C’, line lengths l, and the numbers of 
the nodes connected by the lines. This grid data is then, in the first step, 
converted into the aggregated data for the cell model according to the 
chosen cell division. 

Step 2 then uses the aggregated data to parameterize the compen-
sation module of the cellular-based network model. This step is con-
ducted accordingly to Fig. 9, as well as Equations (3) to (5). 

The next step represents the solution of the start value problem, 
which conducts an adjustment of the starting value of the nodal voltages 
(step 3). This step is necessary since calculating the apparent power of 
the compensation module requires a first approximation of the nodal 
voltages within the reduced cell model to determine the fictitious po-
tential. Since the compensation module uses this fictitious potential to 
properly account for the serial line elements (R and L), this voltage 
potential corresponds with the voltage drop over an electrical line of the 
according voltage level. Thus, with a better approximation of the nodal 
voltages and, therefore, the determination of the fictitious potential, a 
more accurate compensation of the module can be achieved. This can be 
accomplished if nodal voltages are adjusted before the first nodal 
voltage approximation within the Newton-Raphson-iteration. Thus, this 
voltage adjustment (step 3) uses an estimation of common line loadings 
at the respective voltage level and maximum electrical line currents Imax 
for the corresponding electrical line type of the compensation line. Then, 
the compensation module is calculated accordingly to the approach 
shown in Fig. 9 and Equation (6) to approximate the losses within one 
cell. Without voltage adjustment, the miscalculation of the compensa-
tion modules occurs due to the distribution of loads within each cell and 
can, thus, be attributed to the load dependency of line losses. For 
calculating the apparent power of the compensation module (Equation 
(6)), each electrical line within one cell is assigned the same voltage 
drop or voltage increase, that of the compensation line within the cell 
model. If, however, smaller loads are connected at the end of a feeder, 
the voltage drop over that electrical line is much smaller than the 
voltage drop over the compensation line connecting two cells, e.g., at the 
beginning of a feeder. This would lead to an overestimation of the 
compensation module power. This is especially important at higher 
voltage levels due to higher absolute voltage drops or voltage increases 
based on higher loads and generation powers. After this adjustment 
(step 3) and the approximation of the nodal voltages (as part of step 4) 
within the cellular network model, the compensation module power 
calculation (also part of step 4) can be conducted according to Equation 
(6). 

In step 4, a load flow calculation using the Newton-Raphson method 
of the cellular-based model can be performed. In this step, the load flow 
data of the reduced and compensated cellular network model can be 
determined using the compensation module’s active and reactive power 
demand. The load flow data includes nodal voltages, active and reactive 
load flows, active and reactive line losses, active ad reactive overall 
network losses, and active and reactive Slack-node power. 

To validate the load flow results obtained from the reduced and 
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compensated cell model, a load flow calculation of the original grid is 
conducted to create the reference values (step 5). The load flow results of 
the reduced cellular-based model are then compared to these reference 
values, and the deviations are calculated (step 6). The relative de-
viations, according to Equation (11), are then displayed using box plots 
(step 7). Additionally, calculation time savings can be determined by 
using the reduced cellular model (step 8). Steps 5 to 8 are just included 
in the calculation scheme to facilitate the validation process and can, 
therefore, be discarded for other applications. 

As can be seen in Fig. 10, when using this reduction method, the 
parameterization of the compensation module as well as the start value 
adjustment has to be done just once, then it can be used for different load 
and generation profiles over an arbitrary time frame as long as the cell 
division stays the same. If, however, cell division changes, the 
compensation module parameters must be recalculated for the different 
cell settings. 

3.3. Test grids for validation of the novel network reduction method for 
Cellular-Based network models 

To ensure the applicability regarding the accuracy of the developed 
grid reduction method, a validation using synthetically developed test 
grids at different voltage levels is conducted. The test grids are based on 
literature values. Therefore, they do not include consumer-specific data 
but still replicate real-life network behavior. These grids and their pa-
rameters are described in detail in [37]. The time frame for the load and 
generation profiles investigated in this work is 24 h temporally resolved 
in 15-minute time steps using data suitable for the grids. The test grids 
were developed in NEPLAN© and are depicted in the following figures 
(Figs. 11–18). Each test grid is described in the following regarding their 
cell division used for validating the proposed network reduction 
method. Cell division for all test grids is chosen according to 
geographical aspects and is specific for this application purpose. 

Fig. 11. Low-voltage test grid and the corresponding cell division.  

Fig. 12. Reduced network model of the low-voltage test grid.  
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However, during the process of developing this method, guidelines for 
defining cell division to achieve maximum modeling accuracy have also 
been developed that will be presented in Subsection 4.2. Therefore, the 
chosen cell division also adheres to these division guidelines. Since these 
guidelines cannot be fulfilled at the maximum-voltage level due to the 
highly meshed structure, an attempt was made to find the best possible 
division for this grid to approximates these guidelines as closely as 

possible. To describe by which percentage the original grid is reduced in 
the cellular network model, a reduction factor is introduced (Equation 
(9)). The reduction factors calculate the percentage of the reduced 
network nodes of the original grid and, therefore, also describe the 
decreased complexity of the reduced cell model compared to the original 
grid. 

Fig. 13. Medium-voltage test grid and the corresponding cell division.  

Fig. 14. Reduced network model of the medium-voltage test grid.  
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reductionfactor =

(

1−
numberoffictitiouscellnodesinreducedcellmodel

numberofnetworknodesinoriginalnetwork

)

∙100

(9)  

3.3.1. Low-voltage level (0.4 kV) 
The low-voltage test grid comprises 92 network nodes with 14 

feeders [37]. Fig. 11 shows the low-voltage test grid topology and the 
corresponding cell division for the network reduction process. Each 
feeder is represented by one cell. Therefore, the grid is divided into 15 
cells since the first cell is defined as the Slack-node, including the 
transformer, which is not separately marked in the figure. 

Fig. 12 shows the reduced low-voltage grid, which only consists of 15 
network nodes. Therefore, the grid́s number of network nodes is reduced 
by 83.7 % compared to the original grid. Due to the aggregation process, 

only 14 electrical compensation lines remain, and each cell has a con-
sumer unit as well as a generation unit. 

3.3.2. Medium-voltage level (20 kV) 
The medium-voltage test grid comprises 74 network nodes with 18 

feeders [37], which is shown, including the corresponding cell division 
for network reduction in Fig. 13. Due to open connections within the test 
grid, which are included in the ring structures of the grid, a division into 
16 separate cells is achieved, where the first cell is defined as the Slack- 
node including the transformer, which is not separately depicted. 

Fig. 14 shows the reduced medium-voltage grid, which only consists 
of 16 network nodes. Therefore, the grid́s number of network nodes is 
reduced by 78.4 % compared to the original grid. Due to the aggregation 
process, only 15 electrical compensation lines remain. 

Fig. 15. High-voltage test grid and the corresponding cell division.  

Fig. 16. Reduced network model of the high-voltage test grid.  
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3.3.3. High-voltage level (110 kV) 
The high-voltage test grid consists of 70 network nodes with six 

feeders connected via switched-off electrical lines forming an open ring 
structure [37]. Fig. 15 shows the high-voltage test grid and the corre-
sponding cell division for network reduction. Since there are six feeders 
within the grid, it is possible to represent each feeder by one cell. 
Therefore, the grid is divided into seven cells since the first cell is defined 

as the Slack-node, including the transformer, which is not separately 
shown in the figure below. 

Fig. 16 shows the reduced high-voltage grid, which only consists of 7 
network nodes. Therefore, the grid́s number of network nodes is reduced 
by 90.0 % compared to the original grid. Due to the aggregation process, 
only six electrical compensation lines remain. 

Fig. 17. Maximum-voltage test grid (including the 380 kV- and the 220 kV-voltage level) and the corresponding cell division.  

Fig. 18. Reduced network model of the maximum-voltage test grid (including the 380 kV- and 220 kV-voltage levels).  
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3.3.4. Maximum-voltage level (380 kV/ 220 kV) 
The maximum-voltage test grid consists of 19 network nodes, of 

which seven belong to the 380 kV voltage level, and the other 12 belong 
to the 220 kV voltage level [37]. Fig. 17 shows the maximum-voltage 
test grid and the corresponding cell division for network reduction. 
Since the network structure at this voltage level is a complex meshed 
grid, selecting a suitable cell division is challenging. For all voltage 
levels previously analyzed, it was possible to divide the cells in such a 
way that individual feeders are represented separately by one cell, 
ensuring that the reduced cellular network model is created in a radial 
structure. Due to the high degree of meshing, this division is not possible 
for the maximum-voltage level. Instead, the cell division process at this 
voltage level leads to a meshed structure in the reduced network model 
as well. Thus, the grid is divided into six cells. The 380 kV-voltage level 
is represented by two cells, while the 220 kV-voltage level is represented 
by four cells. The 380 kV-level cells include the first cell, which is 
defined as the Slack-node, including the transformer, which is not 
separately shown in the figure below. 

Fig. 18 shows the reduced maximum-voltage grid, which has been 
reduced to six network nodes. Therefore, the grid́s number of network 
nodes is reduced by 68.4 % compared to the original grid. Due to the 
cellular-based aggregation process, six electrical lines remain, and all 
five transformer substations connecting the 380 kV-voltage level with 
the 220 kV-voltage level. 

4. Analysis of results 

In this section, the presented test grids are used to validate the 
modeling accuracy for the presented novel network reduction method 
within the cellular approach. The modeling accuracy at each voltage 
level can be analyzed by calculating the deviation between the original 
grid and the reduced network model. This analysis shows the obtained 
deviations and thus, for which voltage levels this novel method presents 
as a practical application (low deviations) and for which the method 
does not provide benefits (high deviations). 

4.1. Results 

Deviations are calculated for active and reactive power flows (Pline, 
Qline) as well as active and reactive power losses (Ploss,line, Qloss,line) within 
the compensation lines and active and reactive Slack-node power (PSlack, 
QSlack) as well as active and reactive overall network losses (PLosses, 
QLosses). Equations (10) and (11) show an exemplary calculation for 
absolute and relative deviation of active power flows (ΔPabs, ΔPrel) for 
one compensation line n and a single time step t. All other deviations are 
calculated accordingly, as depicted in Equations (10) and (11). 
ΔPabs,n(t) = Poriginal,n(t)−Preduced,n(t) (10)  

ΔPrel,n(t) =
Poriginal,n(t) − Preduced,n(t)

Poriginal,n(t)
(11) 

If the examined electrical parameter of the reduced cell model is 
higher than the corresponding value in the original grid, this results in a 
negative deviation. In this case, the cell model overestimates the 
respective parameter for that time step and vice versa. As can be seen in 
Equations (10) and (11), the deviations are calculated for each time step. 
To simplify the illustrations and ensure better comparability of the 
resulting deviations, box plots are used in the following analysis. These 
plots enable a condensed representation of the deviations occurring over 
the entire considered period. Thus, they show the 25 %- and 75 
%-quartiles of the deviations over the period within the box edges and 
the 5 %- and 95 %-quantiles within the whiskers of the box plot. Addi-
tionally, the median value can be found in the plot depicted as the blue 
line within each box. The plotted circles outside the quantiles represent 
outliers. Outliers of the deviations represent time steps within the 
considered period when the load flow over the corresponding compen-
sation line is very low (e.g., inversion of load flow due to higher gen-
eration). In these cases, the absolute deviation is about the same as for 
other time steps, but the relative deviation becomes high due to the 
small reference value of the original grid. 

To ensure better comparability between the grids, only relative de-
viations are considered for creating the box plots. In the comprehensive 
work, all electrical parameters mentioned above (Pline, Qline, Ploss,line, 
Qloss,line, PSlack, QSlack, PLosses, QLosses) are considered. However, in this 
chapter, only deviations of Slack-node power and overall network losses 
are analyzed. 

For a better explanation of the results, arithmetic mean values (AMV) 
of the deviations over the examined period are also presented in this 
paper. This ensures better comparability and increased understanding of 
the obtained deviations. However, for application purposes such as MES, 
the deviations from each time step have to be considered. 

The deviation of overall network losses represents the sum of the 
deviations of individual line losses, including the line losses of the 
eliminated lines within the cells, which are taken into account via the 
calculation of the compensation modules (Equations (7) and (8)). The 
deviation of Slack-node power includes the deviation of electrical power 
flows within the individual compensation lines and overall network 
losses. Therefore, the difference between the deviations in Slack-node 
power and the deviations between overall network losses represents 
the sum of deviations of electrical load flows. The analysis of the de-
viations of the electrical parameters in individual compensation lines 
can be found in Appendix A. However, overall considerations of the 
trends of the deviations across all examined voltage levels are made in 
Section 4.2. 

4.1.1. Low-voltage level (0.4 kV) 
In Fig. 19 the box plot shows the relative deviation between the 

original grid and reduced cell model for active and reactive Slack-node 
power over the considered period at the low-voltage level. Median 
values of active and reactive Slack-node power depicted in Fig. 19 are 
0.05 % for active Slack-node power PSlack and 0.10 % for reactive Slack- 
node power QSlack. Arithmetic mean values of relative deviations for 

Fig. 19. Deviation of Slack-node power for the low-voltage test grid.  

Fig. 20. Deviation of overall network losses for the low-voltage test grid.  
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Slack-node power show a minimal deviation of 0.08 % for active power 
PSlack and 0.11 % for reactive power QSlack. These relative arithmetic 
mean value deviations correspond with an absolute of 48.20 W of active 
power deviation and 26.18 var of reactive power deviation. Since me-
dian values and arithmetic mean values are close to each other, the 

distribution of the deviations over the considered period at the low- 
voltage level corresponds with a normal distribution. Therefore, there 
are very few outliers within the considered time frame. 

In Fig. 20, the box plot depicts the relative deviation of active and 
reactive overall network losses (PLosses, QLosses) over the considered 

(a) (b)

Fig. 21. Arithmetic mean values over the considered period of the deviations of (a) Slack-node power and (b) overall network losses for the low-voltage test grid.  

Fig. 22. Deviation of Slack-node power for the medium-voltage test grid.  

Fig. 23. Deviation of overall network losses for the medium-voltage test grid.  
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period. The relative deviations of these electrical parameters in Fig. 20 
seem high compared to those of the Slack-node powers, while absolute 
arithmetic mean value deviations of overall network losses (47.83 W 
and 23.42 var) are actually smaller than those of Slack-node powers 
(48.20 W and 26.18 var). This results from the fact that the reference 
values (original grid values) for the overall network losses are small 
(arithmetic mean values of 81.00 W active and 46.00 var reactive overall 
network losses) at the low-voltage level. 

This can be seen in Fig. 21, where the arithmetic mean values over 
the examined period for the absolute and relative deviations of Slack- 
node power and overall network losses are presented. 

This illustrates that absolute deviations for Slack-node powers and 
overall network losses are similar while their relative deviations vary 
due to their different reference values. Therefore, although relative 
deviations in overall network losses appear high, they are minimal. The 
arithmetic mean values are 67.95 % for active and 58.44 % for reactive 
overall network losses, respectively, while the median values are 71.87 
% for active and 60.96 % for reactive overall network losses. Again, 
median values and arithmetic mean values are similar. Therefore, only a 
few outliers occur over the examined period. 

4.1.2. Medium-voltage level (20 kV) 
Applying the presented novel network reduction method for cellular- 

based network models on the previously described medium-voltage test 
grid (Fig. 14) produces the following results. Fig. 22 shows the de-
viations for active and reactive Slack-node power over the considered 
period. Since the active Slack-node power deviations show some more 
significant outliers, better visibility of the box plots can be achieved by 
zooming closer into the plot, as has been done in Fig. 22. 

Fig. 22 shows that the median values of the relative deviations are 
−1.94 % for active Slack-node power PSlack and −3.57 % for reactive 
Slack-node power QSlack, respectively. Corresponding arithmetic mean 
values are −7.48 % for active and −3.75 % for reactive Slack-node 
power. Since the median and arithmetic mean values are close to each 
other for relative reactive Slack-node power deviation, the distribution 
of these deviation values can be considered a normal distribution. The 
median and arithmetic mean values for relative active Slack-node power 
deviation are further apart, indicating a skew distribution with many 
outliers, which can also be seen in the box plot in Fig. 22. Arithmetic 
mean values for absolute deviations are −125.06 kW for active and 
−492.70 kvar for reactive Slack-node power. Fig. 23 shows relative 
deviations for overall network losses of the medium-voltage test grid. 

Median values illustrated in Fig. 23 are –23.51 % for active overall 
network losses PLosses and −2.24 % for reactive overall network losses 
QLosses, respectively. In comparison, the arithmetic mean values are 
−26.39 % for active and −2.38 % for reactive overall network losses. 
Since median and arithmetic mean values for the relative deviations of 
both active and reactive losses are close to each other, both follow a 
normal distribution. Therefore, it is indicated that the main deviation 
results from (active) power flows within individual electrical compen-
sation lines. Corresponding absolute arithmetic mean value deviations 
for overall network losses are −125.08 kW for active power losses and 
−492.72 kvar for reactive power losses. 

4.1.3. High-voltage level (110 kV) 
Fig. 24 shows the modeling accuracy of Slack-node power for 

applying the presented network reduction method at the high-voltage 
test grid. Since there is one significant outlier for relative active Slack- 
node power deviation, better visibility can again be achieved using an 
additional zoomed-in plot. 

The median value for the relative deviation of active Slack-node 
power is 2.92 %, while the median value for the relative deviation of 
reactive Slack-node power is 6.75 %. The arithmetic mean value for the 
relative active Slack-node power deviation shows a value of 31.59 % 
(1955.34 kW absolute deviation) and 7.15 % (3517.54 kvar) for relative 
reactive Slack-node power. This illustrates that while the median value 
for active Slack-node power shows only a small relative deviation from 
the original grid, the comparison to the corresponding arithmetic mean 
value shows that there are many outliers with high deviation values in 
the active Slack-node power distribution. This corresponds with a skew 
distribution of the relative active Slack-node power deviation distribu-
tion. Contrary to this, reactive Slack-node power median and arithmetic 
mean values are close to each other, suggesting a normally distributed 
profile of the relative reactive Slack-node power deviation. Hence, 

Fig. 24. Deviation of Slack-node power for the high-voltage test grid.  

Fig. 25. Deviation of overall network losses for the high-voltage test grid.  
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reactive Slack-node power shows very few outliers. 
Fig. 25 illustrates relative overall network loss deviation over the 

considered period. As can be seen in this figure for both relative devi-
ation profiles, there are very few outliers. This indicates a normally 
distributed profile and, therefore, median and arithmetic mean values 
close to each other. Relative active overall network loss deviation shows 
a median value of 48.97 % and an arithmetic mean value of 47.25 % 
(1955.08 kW absolute deviation) over the considered time frame. 
Relative reactive overall network loss deviation shows a median value of 
8.13 % and an arithmetic mean value of 8.56 % (3517.28 kvar absolute 
deviation). 

4.1.4. Maximum-voltage level (380 kV/ 220 kV) 
For the maximum-voltage level test grid, the results of applying the 

presented network reduction method can be found in Fig. 26 and Fig. 27. 
Fig. 26 displays the relative Slack-node power deviation. For better 
visibility of the median values, a zoomed-in plot is added to the figure. 
Median values are −167.48 % for relative active Slack-node power de-
viation and −35.55 % for relative reactive Slack-node power deviation. 
However, arithmetic mean values are − 174.31 % for relative active 
Slack-node power deviation and 36.41 % for relative reactive Slack-node 
power deviation. The corresponding absolute arithmetic mean value 
deviations for active and reactive Slack-node power are 2051.55 MW 
and 45.96 Mvar. Comparing the median and the arithmetic mean values 

concludes that relative active Slack-node power deviations are normally 
distributed with only a few outliers, while the relative reactive Slack- 
node power deviation distribution is skew with many more significant 
outliers. Deviations at this voltage level are higher compared to the 
other voltage levels investigated in this work. The reason for this will be 
discussed in the next chapter. 

Fig. 27 displays the relative overall network loss deviation. A 
zoomed-in plot is added to the figure for better visibility of the boxes and 
the median values. 

The median value of relative active overall network losses is 90.23 
%, while the arithmetic mean value is 89.94 % (14.64 MW absolute 
deviation). For the relative reactive overall network losses over the 
considered period, the median corresponds with a value of −72.70 %, 
and the arithmetic mean with a value of −72.00 % (131.17 Mvar ab-
solute deviations). In both cases, median values and arithmetic mean 
values are close to each other, indicating a normally distributed profile 
of the relative overall network deviation profiles. 

4.2. Discussion 

4.2.1. Trends in modeling accuracy 
In this section, the previously presented relative deviations obtained 

at each voltage level are analyzed, and general trends in modeling ac-
curacy are derived to compare results across voltage levels. This shows 

Fig. 26. Deviation of Slack-node power for the maximum-voltage test grid.  

Fig. 27. Deviation of overall network losses for the maximum-voltage test grid.  
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that the presented novel reduction method is better suited for certain 
voltage levels due to their specific characteristics. 

These trends are depicted in Fig. 28. Fig. 28 (a) shows the arithmetic 
mean values of relative deviations of all compensation lines and trans-
former units within each of the test grids. Fig. 28 (b) shows the arith-
metic mean values of relative deviations of the corresponding active and 
reactive Slack-node power. For calculating these values, e.g., the arith-
metic mean values for relative deviation of active and reactive power 
flows over the considered period, and the corresponding line losses of 
each compensation line within each test grid are averaged (Equation 
(12)). These values depicted in Fig. 28 represent the arithmetic mean 
values for each electrical parameter separately over the entire period 
and grid (e.g., over all the compensation lines of one voltage level grid). 
In Equation (12), the parameter t represents a single time step within the 
considered period, and n represents the one electrical connection 
element between cells at one voltage level. T presents the total number 
of time steps and N the total number of electrical compensation lines. 

(ΔPrel)AMV =

∑N

n=1

(
∑T

t=1
ΔPrel,n(t)

T

)

N
(12) 

These arithmetic mean values, according to Equation (12), are used 
in order to ensure the comparability of results and to derive trends for 
each voltage level. For other considerations regarding the application of 
this method, the results from the box plots over the entire considered 
period in Section 4.1 have to be taken into account. However, the trends 
in the obtained deviation for the presented novel method applied to the 
test grids can be taken from Fig. 28. 

Table 1 shows the calculated arithmetic mean values depicted in 
Fig. 28 (a) for each test grid considered in this work regarding the 
compensation lines to better assess the trends. 

For each considered parameter, the arithmetic mean value relative 
deviations increase from the low-voltage level to the maximum-voltage 
level. In general, deviations increase at higher voltage levels due to 
higher network losses that must be balanced. As shown in Fig. 28 and 
Table 1, the relative arithmetic mean value deviations increase sub-
stantially at the maximum-voltage level. This high increase results from 
the existing network topologies of each test grid which will be discussed 
more in detail in the next section. While it is possible to choose a cell 
division to create a radial structure in the reduced cell model at the low-, 
medium- and high-voltage level, it is not possible to do so at the 
maximum-voltage level due to its highly meshed structure. The reduced 
cell model, therefore, also has a meshed structure. Due to the mechanism 
of the compensation module, mutual influences of the compensation 
modules occur, increasing the deviations between the original grid and 
the reduced cell model. 

The reason why reactive power flow deviations are higher at the 110 
kV-voltage level compared to the low- and medium-voltage grid is due to 
larger cell sizes which have to be chosen to create a radial structure for 
the reduced network model at this voltage level. Cell size influences 
modeling accuracy, especially for reactive power flows since more 
electrical lines are eliminated within each cell. Therefore, more signif-
icant amounts of power have to be compensated. These higher de-
viations occur because information about the geographical load and 
generation distribution within the cells has a more significant impact at 
higher voltage levels. To account for this geographical distribution in the 
compensation module, the voltage adjustment step is conducted before 
the load flow calculation. However, despite the nodal voltage start value 
adjustment, this still leads to an incorrect calculation of the nodal 
voltages (step 3 in Fig. 10) and, therefore, a miscalculation of the 
compensation modules causing higher deviations at this voltage level. 
Since it is assumed in the calculation scheme of Fig. 10 that voltage 
drops over the eliminated lines within the cells are all the same, different 
magnitudes of loads and generations within the cells (and thus, varying 
voltage drops over the lines to be eliminated within the cell of the 
original grid) cause more significant deviation. Therefore, if the voltage 
drops over electrical lines within the cells are close to each other, which 
is mainly the case for low- and medium-voltage grids, modeling accu-
racy is higher. 

At the medium-voltage level, deviations increase due to larger active 
and reactive losses compared to the low-voltage grid. However, the 
reduced model offers a good approximation of the original grid at this 
voltage level with deviations below 5 %. 

The values in Table 2 for Slack-node power within the overall 
network at each voltage level (except for the low-voltage level) show 
that active power deviates more than reactive power. This is because 
starting from the medium-voltage level up, electrical line capacitance C’ 

shows an increasing influence on reactive power and reactive losses 

(a) (b)

Fig. 28. Trends in relative deviations for electrical compensation lines (a) and Slack-node power (b) at each voltage level.  

Table 1 
Arithmetic mean values for each voltage level – electrical compensation lines.  

Voltage 
level 

Active 
Power Flow 
[%] 

Reactive 
Power Flow 
[%] 

Active Power 
Losses 
[%] 

Reactive Power 
Losses 
[%] 

0.4 kV  0.03  0.10  0.06  0.06 
20 kV  1.54  4.08  3.96  0.12 
110 kV  3.17  53.89  3.44  3.57 
380/220 

kV  
77.45  232.46  120.73  499.79  

Table 2 
Arithmetic mean values for each voltage level – Slack-node power.  

Voltage level Active Slack-power 
[%] 

Reactive Slack-power 
[%] 

0.4 kV  0.09  0.12 
20 kV  7.48  3.75 
110 kV  31.59  7.15 
380/220 kV  174.31  36.41  
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within the grid. For the compensation module (Fig. 9), the influence of 
shunt elements (such as C’) can be simulated more accurately than serial 
elements (such as R’ and L’), leading to a closer approximation for 
reactive power. This is also an effect of the load and generation distri-
bution within the cells since they affect the calculation of the compen-
sation module power. Thus, in the calculation scheme, voltage drops are 
assumed to be equal for each eliminated line causing deviation for the 
series elements’ share of the compensation module (RRLC and LRLC), 
while nodal voltages can be approximated closely (shunt element share 
of the compensation module) due to the solution of the start value 
problem corresponding to Fig. 10. Since at the low-voltage level, there is 
no capacitive influence from electrical lines and line losses are minimal, 
both, active and reactive Slack-node power deviation, are in the same 
range. 

4.2.2. Identified influencing parameters on modeling accuracy and 
improvement recommendations 

Modeling accuracy can be enhanced using compensation methods 
specifically applicable to the application purpose. However, there are 
other influencing parameters on modeling accuracy that such methods 
cannot compensate. Therefore, this section addresses the influence of 
network parameters and provides guidelines for achieving maximal 
approximation between the original grid and the aggregated cellular- 
based network model. 

Based on the discussion above, three influencing parameters are 
substantial for the modeling accuracy in the reduced cell network 
model:  

1. The voltage level  
2. The cell division (including cell size)  
3. The geographical distribution of loads and generations within each 

cell 

Modeling accuracy is influenced by the voltage level (cf. Fig. 28) 
since the generated absolute active and reactive power losses within the 
electrical lines during energy transmission are higher at higher voltage 
levels. Thus, the compensation module has to compensate for a larger 
amount of power. The compensation module is then no longer capable of 
fully compensating the power line losses despite the voltage adjustment 
step of the calculation scheme (cf. step 3 of Fig. 10), which becomes less 
accurate the higher the voltage level. However, this presents a numerical 
problem rather than an electrical one. Additionally, network topologies 
become more intertwined at higher voltage levels, which influences cell 
size and cell division of the original grid. 

Modeling accuracy is significantly influenced by cell division. This 
parameter mainly refers to the topology of the reduced cell model, 
which is defined by the cell division process. Since this process is arbi-
trary and solely depends on the application purpose, it can be chosen 
according to the geographical and topological parameters of the original 
grid. If ring structures occur in the topology of the original grid, they 

only influence the modeling accuracy if they are still present in the 
reduced network model. If ring structures of the original grid “disap-
pear” within one cell, they do not influence modeling accuracy. There-
fore, the network topology within one cell is not an influencing 
parameter. However, the network structure within the reduced network 
model is an influencing parameter and can either correspond with a 
radial structure, a ring structure, or a meshed structure. As network 
topologies within the reduced cell model become more intertwined and 
complex, deviations increase considerably (Fig. 28). For a radial 
network structure in the reduced cell model, it is possible to adapt single 
line load flows by implementing the corresponding compensation 
module at the fictitious cell node. This leads to smaller deviations be-
tween the original grid and the reduced cell model since no mutual in-
fluences of the compensation modules can occur due to the lack of 
connections between other fictitious cell nodes. This influencing factor 
has already been described in Jasmon et al. (1991) [38], where they 
identified the reduction to a single-line equivalent of a radial grid 
structure as the key factor for enhanced performance of the model. 

Cell size refers to the number of network nodes assigned to one cell 
and, therefore, corresponds with the reduction factor between the 
original grid and the aggregated cellular-based network model, which 
can be calculated according to Equation (9). Fig. 29 shows these 
reduction factors, which are already provided in Section 3 in the 
description of the corresponding test grids with the calculation times for 
the entire time frame before and after reduction. 

With a larger number of network nodes assigned to one cell, a larger 
number of electrical lines are eliminated during the aggregation process. 
Therefore, the compensation module has to balance a larger amount of 
power resulting from line losses over many different electrical lines. This 
compensation is more difficult since the effects of different load and 
generation distributions within the cells have a more significant influ-
ence. This leads to slightly increased deviations when cell sizes are 
larger. The cell size parameter is closely related to the last parameter, 
the geographical load and generation distribution. 

Only cell division and, thus, cell size can be used to increase 
modeling accuracy within reduced cell models. Keeping cell sizes small 
usually decreases the advantages reduced network models offer 
regarding calculation times. However, too large cell sizes decrease 
modeling accuracy. Using appropriate cell division to create a radial 
structure after aggregation has the most significant influence on 
modeling accuracy. While reduced cell network models with radial 
structures can be modeled accurately, reduced cell models with ring 
structures show inadmissible deviations (cf. Fig. 28). Suitable cell divi-
sion may also allow for assessing the grids regarding voltage stability 
and grid capacity without loss of information, despite aggregation of 
grid sections. Thus, it is still possible to conclusively evaluate the grids 
with less calculation time. For these evaluations, line loadings and nodal 
voltages are essential. Therefore, a line that may easily be overloaded 
cannot be eliminated within one cell. A highly loaded line, which can 
usually be identified beforehand, has to be defined as a connecting tie- 
line between two cells (Fig. 30). 

A network node that is subject to possible voltage stability issues has 
to be defined as one cell. This, however, is only accurate if the assessed 
node is close to the Slack-node (Fig. 31). This is because a specific 
voltage drop occurs in each line. Therefore, the total voltage drop in-
creases with a larger number of lines. If many lines are eliminated within 
the cells (meaning between the Slack-node and the assessed cell node), 
this voltage drop cannot be accurately retained in the cell model. 
Therefore, this assessment may not be advantageous for some applica-
tions since nodal voltage drops usually occur at the end of a feeder. 

The geographical distribution of load and generation within each 
cell, as discussed in Section 3.2, influences modeling accuracy since the 
compensation module tries to compensate for the losses of the elimi-
nated lines within one cell using an aggregated representation of the 
cell. The deviation after the compensation considers that lines at the end 
of a feeder are less loaded than lines at the beginning. Those lines only 

Fig. 29. Correlation between reduction factor and calculation times before and 
after network reduction. 
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transmit the power, including the resulting line losses, which is also 
consumed at the connected network node. Electrical lines at the begin-
ning of a feeder transmit the power needed for the entire feeder, 
including the generated line losses of all electrical lines connected. Since 
electrical line losses are load-dependent, the losses within the lines at the 
beginning of a feeder are higher than those within the lines at the end. 
To avoid a complete load flow calculation of the original grid, this in-
formation is not available or helpful for the compensation module 
calculation since this module aims to adapt to changing operating 
points. Therefore, one single voltage drop is assigned to each line within 
the cell (described in Section 3.2). This voltage drop results from the 
nodal voltage calculation in step 3 of Fig. 10 and thus, solely depends on 
the residual load within one cell. As a result, the line losses from elim-
inated lines at the end of feeders are overestimated on a cellular level. 
This deviation occurs at all voltage levels but causes negligible errors in 
the low- and medium-voltage level. However, since cell sizes are bigger 
at higher voltage levels to ensure a radial structure in the reduced grid, 
there are more electrical lines with different voltage drops than the one 
assigned in the calculation scheme. Therefore, this effect has more in-
fluence at higher voltage levels. The influence of this deviation is 
reduced due to higher transmitted power at the end of the feeder. Thus, 
some electrical compensation lines are modeled more accurately than 
others, as shown in the figures in Appendix A. 

5. Conclusion 

This paper presents a novel network reduction method specifically 
designed to maximize modeling accuracy in cellular-based network 

models. By applying this method, a one-time calculation of the 
compensation modules of each cell for a given cell division enables a 
load- and generation-dependent (time-series calculations) consideration 
of the original network losses within the reduced cell model. Thus, 
depending on the application, considerable computational time savings 
can be achieved. Based on the results (deviations) obtained from 
applying the presented network reduction method on test grids, appli-
cation purposes for which the cell models offer advantages are defined. 

Since it is almost impossible to achieve a radial structure within the 
maximum-voltage grid, network reduction at this voltage level is not 
suitable. Additionally, grids at this voltage level usually are not largely 
expanded. Therefore, network reduction does not offer any advantages 
regarding more time-efficient calculations. 

Whether it makes sense to reduce high-voltage grids or not depends 
on the original grid, meaning its expansion, its topology, and the use of 
the corresponding reduced network model. At this voltage level, the 
presented network reduction method achieves reasonable modeling 
accuracies, as long as a radial structure in the cellular-based network 
model can be achieved by proper cell division. 

In medium-voltage grids, there may be many applications for which 
the presented network reduction, within the cellular approach, consid-
ering the achievable modeling accuracies, is sufficient. In particular, 
medium-voltage urban grids because they consist of a large number of 
nodes. Thus, annual calculations with fine temporal resolution and 
complex scenario calculations (RES, battery electric vehicles, heat 
pumps, …), as well as their analysis, are time extensive. For example, in 
this case, using the presented novel network reduction method to 
cellular-based network models can be beneficial. Another example is 

Fig. 30. Cell division for assessing electrical line overloads.  

Fig. 31. Cell division for assessing voltage stability at critical network nodes.  
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Fig. A1.1. Deviations of active power flows in the electrical compensation lines for the low-voltage test network.  

Fig. A1.2. Deviations of reactive power flows in the electrical compensation lines for the low-voltage test network.  

Fig. A1.3. Deviations of active power losses in the electrical compensation lines for the low-voltage test network.  
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Fig. A1.4. Deviations of reactive power losses in the electrical compensation lines for the low-voltage test network.  

Fig. A2.1. Deviations of active power flows in the electrical compensation lines for the medium-voltage test network.  

Fig. A2.2. Deviations of reactive power flows in the electrical compensation lines for the medium-voltage test network.  
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Fig. A2.3. Deviations of active power losses in the electrical compensation lines for the medium-voltage test network.  

Fig. A2.4. Deviations of reactive power losses in the electrical compensation lines for the medium-voltage test network.  

Fig. A3.1. Deviations of active power flows in the electrical compensation lines for the high-voltage test network.  
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that it is possible to reduce an entire low-voltage grid connected to a 
local substation, enabling the additional representation of the overall 
network losses within the low-voltage grid. For these applications, the 
main advantage is faster calculations. Besides that, additional informa-
tion can be included in the network, which could otherwise, without 
reduction, only be achieved if a cross-voltage level calculation of both 
fully represented grids is conducted. This hierarchical computation is 

particularly relevant in the hybrid modeling framework HyFlow, in 
which this method of developing accurate electrical cellular-based 
network models is embedded. 

However, the most important application purposes for reduced 
cellular-based network models are low-voltage grids. For these grids, 
cellular-based models offer significant advantages due to the achieved 
high modeling accuracy. Additionally, if a sufficient number of resi-
dential units (about 150 households [39]) are combined within one cell, 
standard load profiles can be used as appropriate data for the consumers. 
Since standard load profiles represent an average consumption of many 
different residential units, they cannot properly approximate the con-
sumption of a single or a couple of households. However, within a cell, 
the peaks in individual consumption cancel each other out due to 
asynchronicity resulting in an average profile over all considered 
households within one cell. Therefore, standard load profiles can 
simulate actual consumption within one cell accurately. In addition, 
high reduction factors can be achieved since a large number of con-
sumers can be combined in one cell, which is, again, advantageous in 
terms of time-efficient calculations. Furthermore, during the regular 
operation of low-voltage grids, the first lines of a feeder extending from 
the Slack-node are of particular interest. For grid monitoring at the 
distribution system operator (DSO), those electrical lines are essential 
since overloads mainly occur there. The electrical lines at the beginning 
of a feeder can be assessed in the reduced cellular-based network model 

Fig. A3.2. Deviations of reactive power flows in the electrical compensation lines for the high-voltage test network.  

Fig. A3.3. Deviations of active power losses in the electrical compensation 
lines for the high-voltage test network. 

Fig. A3.4. Deviations of reactive power losses in the electrical compensation lines for the high-voltage test network.  
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Fig. A4.1. Deviations of active power flows in the electrical compensation lines for the maximum-voltage test network.  

Fig. A4.2. Deviations of reactive power flows in the electrical compensation lines for the maximum-voltage test network.  

Fig. A4.3. Deviations of active power losses in the electrical compensation lines for the maximum-voltage test network.  
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with suitable cell division without any loss of information. 
For real electrical grids there may also be advantages in in using geo- 

referencing ([40]) to enhance cell division. Since the cell division pro-
cess is essential for modeling accuracy, geo-referencing may be benefi-
cial for defining the system boundaries of each cell. However, for the 
synthetically developed test grids used in this work, geo-referencing is 
not possible due to the lack of corresponding geo-data. 

The additional advantage achieved by using this cellular approach, 
besides more efficient calculations of extended networks over finely 
resolved long periods, is the identification of suitable multi-energy 
network nodes. Such nodes are beneficial regarding the exchange of 
energy between the different energy carriers. Thus, the cellular 
approach was chosen as the modeling approach in HyFlow which 
combines the energy carrier model for the electrical grid with other 
energy carrier network models (e.g. heat and gas). 
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Appendix A. Closer examination of the deviations 

shows the box plots for the relative deviations of active and reactive 
power flows as well as active and reactive line losses of the electrical 
connection elements over the considered time period. 

Low-voltage level (0.4 kV) 

Fig. A11 to Fig. A14 show the deviations of the low-voltage test 
network.Fig. A1 2.Fig. A1 3. 

Medium-voltage level (20 kV) 

Fig. A2 1 to Fig. A2 4 show the corresponding deviation of the 
medium-voltage test network.Fig. A2 2.Fig. A2 3. 

High-voltage level (110 kV) 

Fig. A3 1 to Fig. A3 4 show the corresponding deviations of the high- 
voltage test network.Fig. A3 2.Fig. A3 3. 

Maximum-voltage level (380 kV/ 220 kV) 

Fig. A4 1 to Fig. A4 4 show the corresponding deviations of the 
maximum-voltage test network.Fig. A4 2.Fig. A4 3. 
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SUMMARY 
 
Stability assessment for electrical networks is an essential research topic for sustainable 
energy generation and, therefore, future electrical networks. Renewable energy sources 
implemented in the grid in order to substitute fossil fuels as energy sources presents as a 
challenge for current network infrastructures since renewable energy sources are highly 
volatile and, therefore, not always predictable. Especially in low-voltage networks with high 
shares of PV penetration and extended network branches that supply customers with high 
consumption, power quality issues arise, since these infrastructures were historically built to 
transport and distribute electrical energy from local substations to the consumers. Due to 
further developments and new consumer groups connected to the grid, as well as generation 
in PV units, load flows may be reversed or enlarged leading to challenges in terms of 
overloads and voltage problems. In this work, a method for reducing electrical networks at 
the low-voltage level by applying the cellular approach is presented with special regard to 
power quality issues that may arise in low-voltage networks. Network reduction, in general, 
enables faster calculations of expanded networks with fine temporal resolution and can, 
therefore, be applied when handling large amounts of grid data. This methodology for 
network reduction within the cellular approach is implemented into a hybrid load flow 
calculation framework developed at the Chair of Energy Network Technology. The results 
obtained from the hybrid load flow calculation can then be used to show how hybrid flexibility 
options as well as storage units can help increase network stability (in this case regarding 
voltage stability).  
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INTRODUCTION 

Substituting fossil fuels with fluctuating renewable energy sources (RES) requires the 
implementation of flexibility options in order to relieve the electrical distribution gr id  if there 
are generation peaks that cannot be consumed at that time. Since RES are mainly 
decentralized and not always predictable, they introduce a high volatility into the grid which 
impedes balancing electrical energy generation and consumption. As a result, the need for 
flexibility options arises in order to efficiently integrate renewable energy sources and 
simultaneously prevent exceeding of stability limits. Sector coupling allows for these flexibility 
options to be used across energy carriers and, thus, further increase system flexibility as well 
as stability. Cross energy carrier networks, additionally, facilitate increasing overall system 
efficiency by enabling maximum energy use (e.g. cascaded energy use) and seasonal 
energy storage. Furthermore, cost savings could be achieved by utilizing the most favorable 
storage and transport capacities depending on the network state which avoids powering 
down fluctuating RES. [1-2] Therefore, efficient design as well as operational management of  
cross energy carrier networks in order to ensure a secure and stable future energy supply 
requires appropriate tools. Such tools have to be able to perform efficient  and accurate load 
flow calculations across energy carriers, in order to obtain reliable results regarding the 
impact of flexibility options on the grid. Therefore, the multi-energy hybrid modelling 
framework HyFlow for cross-energy carrier calculations was developed at the Chair of 
Energy Network Technology. For each energy carrier considered in this framework an 
appropriate model representing the grid infrastructure with high temporal and spatial 
resolution is required. The modelling approach shown in this work to enable these cr iter ia is 
the cellular approach. Especially for electrical networks, applying this approach requires 
compensation methods in order to preserve active as well as reactive behavior of the original 
network structures and, thereby, enable appropriate stability assessment.  

The main focus of this paper is to demonstrate, how an appropriate cell division can 
be used to create an electrical cell network that can be effectively applied for stability 
assessment in terms of power quality at the low-voltage level. This model is then used f or a 
calculation within HyFlow in order to implement flexibility options as well as storage units 
appropriate at this voltage level. Thereby, it illustrates how hybrid flexibility options can be 
used in order to increase voltage stability within the grid.  

METHODICAL APPROACH 

The cellular approach 

The cellular approach represents a modelling approach which supports spatial 
resolution and defines the level of detail for aggregated networks. Within this approach each 
energy carrier network considered is divided into energy cells, which represent a set of 
network nodes assigned accordingly to geographical aspects. The size and the location of 
the cells as well as the assigned network nodes are var iable with regard to individual 
infrastructural parameters for each energy carrier network model. However, each cell is then 
aggregated in order to be represented by only a small set of parameters. In this step all 
consumers, generators and storage units located within one cell are aggregated in one 
single, fictitious node in the cell center. As a result, the physical connection lines between the 
cells and the aggregated amount of energy generation and consumption within the cells are 
retained. The energy cell level is defined to be the lowest system level at which energy 
balancing can occur. Depending on system configuration and network state, energy can then 
be balanced as efficiently as possible using time-resolved power values (e.g. 15-minute 
values). [3] The cellular approach, thus, allows for the application of standard load profiles 
(and/or synthetic load profiles) as long as a certain number of consumers is aggregated 
within the cells. Additionally, it enables the identif ication of advantageous cross-sector 
coupling points and the simplif ication of complex network structures enabling time -efficient 
calculations. [3] [4] 
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Due to the aggregation, a simplif ied network model is created, which allows for faster 
calculations of expanded networks over long periods of time [5]. However, the aggregation 
process changes the original network structures, and, therefore, information essential for 
characterizing the network is lost. This lost information leads to deviations between the 
original, unreduced network and the reduced, cellu lar based network model. Thus, 
compensation methods have to be applied in order to closely approximate the real network 
within the model, which are described in the next section.  

Network reduction methods 

Network reduction methods are used in order to simplify network size and complexity 
and account for these changes by compensating the lost information. [6-8] In this work, a 
network reduction method specifically applicable to the cellular approach is implemented 
minimizing the error between the original network and the simplif ied cell model. This error 
refers to deviations in active and reactive power flows over connecting tie lines between cells 
as well as the overall electrical behavior of the network including power flows over the Slack-
node and overall network losses. The reason why information is lost in this process is due to 
electrical lines within the cells that are neglected or “deleted” when aggregating network 
nodes into one fictitious node in the cell center. The electrical line losses of those neglected 
lines change intercellular load flows as well as the Slack-node power and the overall network 
losses. In order to compensate for these losses elements that recreate the network losses of  
the neglected lines have to be implemented at the cell nodes. Compensation can only be 
achieved if the lost information is substituted at the fictitious nodes which is due to the 
calculation process of the Newton-Raphson-method. The iteration of the Newton-Raphson-
method can only be terminated if the deviation between known and calculated nodal power 
falls below a certain error limit. Therefore, load flow adaption can only be achieved if the  line 
losses are compensated at the nodes, thereby, modifying nodal balances. Intercellular load 
flows adjust accordingly to nodal voltages calculated in the iteration, which are based on 
nodal loads and generations as well as implemented nodal compensation elements present 
within the network. The process of network aggregation within the cellular approach and of  
implementing compensation elements into the reduced cell network using network reduction 
methods is shown in the figure below (Figure 1):  

 

Neglected, electrical lines within the cells

Original, electrical lines 

Network nodes in the initial network 

Aggregated cell nodes with cumulated node power injections and consumptions  

Compensation lines

Z Z

Z

Z

ZZ

Z Compensation element calculated using network reduction methods

1. 2. 3.

 
Figure 1 : Exemplary network aggregation process steps within the cellular approach: 1. Original, 
unreduced network, 2. Reduced network within the cellular approach (infrastructural changes), 

3. Implemented compensation elements 

For parameterizing these compensation elements, the electrical line parameters 
(according to the π-equivalent circuit) of the neglected lines within the cells are used. These 

line parameters characterize each electrical line in terms of conductor material, insulation as 
well as electromagnetic field and, therefore, active and reactive power losses within the lines. 



4 
 

This parameterization creates a load variable compensation element that enables adapting 
the aggregated cell model to equalize the original, unreduced network for each operating 
point (load and generation present at a certain point in time) , which enables creating less 
complex, but accurate reduced cell models.  

If, however, a network is aggregated, regardless of its accuracy, i t is no longer 
possible to assess all nodal voltages and line conditions in terms of critical network nodes 
(according to EN 50160 [9]) or thermal line utilization (according to line specifications). In 
order to use the cellular approach due to its before mentioned advantages, this work shows 
how reasonable cell division enables properly assessing these criteria even after 
aggregation. 

Cell division for stability assessment of reduced cell networks 

Both, critical network nodes as well as critical lines can be identif ied prior to creating 
the cell network and can, therefore, be taken into account when dividing the network into 
cells. Critical network nodes refer to voltage stability and, therefore, power quality for 
consumer and generation units connected to that network node. Specifications about 
required power quality at network nodes within the medium- and low-voltage network can be 
found in the EN 50160 standard ([9]) which defines the permissible voltage range. Within that 
range nodal voltages may deviate from the nominal voltage [10]. The voltage band at the 
low-voltage level ranges from 0.935 p.u. (– 6.5% from nominal voltage) to 1.045 p.u. (+ 4.5% 
from nominal voltage), assuming that transformation in local substations from the medium-
voltage level to the low-voltage level leads to a grid voltage that does not correspond with 
nominal voltage and a voltage phase angle of zero [10]. Critical lines or line overloads ref er 
to exceeding a predefined line current limit for thermal line utilization which puts the electrical 
line at risk of failure and, therefore, may impede security of supply. This limit is obtained from 
line specifications regarding maximal line current. Capacity issues due to thermal line 
utilization, usually, occur in urban areas and determine planning and design requirements in 
such areas [11].  

The assessment of these criteria after network aggregation is essential in order to 
gain reliable and conclusive results from calculations that use these cell models, which can 
be facilitated by using appropriate cell division. In both cases, accurate reactive power 
modelling within the reduced cell model is the prerequisite for this assessment and can be 
achieved using the before mentioned compensation method. Regarding cell division, cr it ical 
network nodes should be defined as individual cells, meaning no other nodes are assigned to 
this cell and the fictitious cell node in the cell center is equivalent to the original node 
regarding nodal voltage and power. Since compensation methods aim at equivalencing 
intercellular load flows in the reduced cell model to the unreduced, original network, line 
loadings can be assessed by defining highly loaded lines as connecting tie lines between two 
cells. Using these recommendations for cell division stability assessments as well as grid 
planning actions can also be conducted using aggregated network models since it allows f or 
critical network sections to be represented by their real structure. These cell dividing 
recommendations are illustrated in the figure below (Figure 2).  

 

Highly loaded, electrical 
line

Critical network node

 
Figure 2 : Exemplary cell division for voltage stability assessment as well as line loading evaluation 
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Hybrid flexibility option and storage implementation 

The reduced network, according to the guidelines regarding cell division in order to 
evaluate voltage stability shown in the last section, can be implemented in the hybrid load 
flow calculation framework HyFlow accounting for electricity, heat and gas grids. HyFlow 
allows for the use of various flexibility options (such as heat pumps at the low-voltage level)  
as well as storage units (e.g. heat storages) to be implemented into the grid if necessary to 
balance energy generation and consumption and, thereby, increase overall network stability. 
Each hybrid conversion element has its own operating strategy which either refers to 
balancing energy within each cell or balancing energy within the overall network. More 
precisely, energy balancing refers to keeping the residual loads within the defined system 
boundary (energy cell or overall system) as minimal as possible. The residual load of each 
cell Pres(t)represents the difference between generated, fluctuating power Pgen(t) and 
consumed power Pload(t) within that cell for each time step (Formula (1)) [3].  

Pres(t) = Pload(t) – Pgen(t) (1) 

Within a stable electrical grid power consumption and generation are always 
balanced, meaning there is no residual load. If, however, there is a difference 
countermeasures including the implementation or activation of storage facilities as well as 
hybrid conversion units have to be taken. At the low-voltage level, for example, a heat pump 
can be used to balance energy within one cell. It operates on excessive power generated in 
PV units that cannot be consumed at that moment, resulting in a negative residual load of the 
considered cell. It may also be turned on if there is a heat demand in the corresponding cell , 
resulting in an additional positive residual load.  

RESULTS 

Low-voltage test grid 

The low-voltage test grid (Figure 3 A. and Table 1) used in this work initially 
represents a network section of an Austrian low-voltage grid with currently only few installed 
PV units. It consists of 46 network nodes and 5 feeders resulting in a radial network 
structure. There are 41 consumer units present in the test grid which are represented by 
standard load profiles consisting of different customers such as households (78 H0-profiles), 
businesses (7 G0-, 12 G1-, 2 G3, 1 G4, 2 G6-profiles) as well as agriculture (36 L0-profiles). 
For the 8 PV generation units present in the unreduced grid consisting of 32 installed PV 
systems at individual customers measured profiles were applied. The degree of cabling f or 
the unreduced low-voltage test grid is 95.6 % and the total electrical line length sums up to 
3.3 km. The calculation time frame in this work includes 24 hours in 15-minute-time steps f or 
a summer day in June. Figure 3 shows the initial network without PV expansion as well as 
the chosen cell division and the reduced cell network. The original unreduced network is 
reduced by 76 % from 46 network nodes to only 11 network nodes which can be seen in 
Figure 3 B.  

 

Table 1: Network characteristics of the current state unreduced low-voltage grid without PV expansion 

Network data  

Number of cables 43 
Number of overhead lines 2 
Topology  radial 
Total electrical line length 3.3 km 

Generation and consumer unit data  
Number of feeders 5 
Number of consumer units 41 

Total number of customers 138 
Number of PV generation units 8 

Total number of PV systems at customers 32 
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A. B. 
 

Figure 3: Cell division for the initial low-voltage grid A. unreduced grid, B. reduced cell network 

This work presents a scenario in which the share of PV units is extensively increased 
compared to the current state represented in Figure 3 A. The PV expansion is based on the 
consideration regarding which possible areas at the customers may be suited for increasing 
the share of PV systems within the overall grid. For the considered network node in the 
marked cell, the PV expansion is enlarged to such an extent that an exceeding of the upper 
voltage limit could be detected. The overall increased share of installed PV units leads to 
negative residual loads during times with high electricity generation of the PV units. The cell 
division for this network is chosen accordingly to the guidelines discussed in one of the 
previous sections and enables reliably assessing voltage stability at the marked network 
node in Figure 3. Line loadings are not an issue in this test case since high line loadings in 
the initial network are actually reduced in the future scenario due to the extensive installation  
of PV units. Therefore, only voltage stability is assessed in this work. 

It can be seen in Figure 4 that appropriate cell division can facilitate correct modeling 
of specific nodal voltages. In this example for the node in the red marked cell timelines for 
the nodal voltages in the unreduced grid and the reduced grid are identical.  
 

 
Figure 4: Timeline of the nodal voltage magnitude of the marked cell without PV expansion 

The low-voltage test grid for the PV expansion scenario can be described according 
to Table 2. The initial grid stays the same, only the PV units are greatly expanded. Figure 5 
shows the electrical network model of the future scenario for the low-voltage test grid with 
extensive increase in the share of PV units.  

 

Table 2: Network characteristics of the unreduced low-voltage grid for the future PV expansion 
scenario 
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Network data  
Number of cables 43 
Number of overhead lines 2 
Topology  radial 
Total electrical line length 3.3 km 

Generation and consumer unit data  

Number of feeders 5 
Number of consumer units 41 

Total number of customers 138 
Number of PV generation units 32 

Total number of PV systems at customers 104 
 

A. B. 
 

Figure 5: PV expansion scenario for the low-voltage grid with extensive increase in installed PV units 
A. unreduced grid, B. reduced cell network 

Figure 6 shows, equally to Figure 4, that using the same cell division, nodal voltages 
for the marked cell in Figure 5 can also be modelled correctly, even if negative residual loads 
at the observed network node occur. However, in this case negative residual loads lead  to an 
increase in nodal voltage magnitude above the upper voltage limit and, thereby, compromise 
voltage stability. 

 

 
Figure 6: Timeline of the nodal voltage magnitude of the marked cell in the PV expansion scenario 

In order to keep a high power quality for this PV expansion-scenario meaning that 
nodal voltages cannot exceed upper or lower voltage limits, counter-measures have to be 
taken.  



8 
 

Implementation of hybrid flexibility options and storage units using HyFlow 

Negative residual loads and, therefore, the increase in nodal voltage magnitude, which 
influences overall network stability, can be balanced by implementing flexibility options such 
as storage facilities as well as hybrid conversion units. For the PV expansion scenario 
described in the previous section, heat pumps can be implemented into the low-voltage gr id. 
Therefore, each consumer unit within the aggregated grid receives a time-dependent heat 
demand (Pth,load) for that summer day. The correspondingly implemented heat pump within 
each cell operates only if there is heat demand or if there is surplus electricity available f rom 
renewable generation at the corresponding cell node. Additionally, in order to enable 
maximal stability support using heat pumps there is also a heat storage unit available at each 
consumer unit which can store heat produced at times when there is no heat demand by the 
consumers. The heat storage at the considered node within the marked cell is significantly 
oversized for the corresponding heat demand. This is due to the fact that the generatio n 
potential of the installed PV system at this node is expanded to such an extent that it leads to 
exceeding voltage limits. The size of the heat storage is selected accordingly based on the 
expanded PV generation. Therefore, almost the entire electrical surplus energy can be 
converted into thermal energy, even if there is no longer a heat demand. Basically, hybrid 
conversion technologies in combination with storage systems are implemented in order to 
temporally decouple generation and consumption and, additionally, enable using other 
energy carriers at the same time. In this case, the storage unit would be sized for the amount 
of energy that cannot be used at a certain time, but can be used at later times. Then, the 
storage unit would be able to store the thermal energy converted from excessive electrical 
energy the next day. In the example given here, the storage unit is fully charged at the end of 
the day and could not store any more energy the following day, unless there is an addi tional 
heat demand. However, in order to assess power quality an oversized storage unit is a more 
suitable way to show how corresponding flexibility options affect voltage stability.  

The hybrid conversion of the residual load (Pel,residual and Pel,residual,hybrid) as well as the 
heat demand of the consumer (Pth,load) within the marked cell and the state of  charge of  the 
thermal storage unit (Eth,storage) at the corresponding fictitious cell node calculated within the 
hybrid load flow calculation framework HyFlow are illustrated in Figure 7.  

 

 
Figure 7: Time line of electrical residual loads and heat demand as well as state of charge for the 

marked cell in the PV expansion scenario 

Evaluating the newly calculated residual load Pel,residual,hybrid for the reduced grid in the PV 
expansion scenario leads to a very stable nodal voltage at the considered network node 
which can be seen in comparison to the previous nodal voltage in Figure 8.  

The voltage drop in Figure 8 at the beginning of the hybrid conversion (~6:00) is a result 
of the required heat demand which occurs before a negative residual load from renewable 
energy generation is available at that node. Therefore, the additional electrical power 
required for the operation of the heat pump leads to a temporal increase in electrical 
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consumption until higher renewable generation can be achieved. The voltage increase at the 
end of the hybrid conversion (~18:00) can be avoided if the corresponding heat storage is 
previously sized even larger or if other flexibility options are implemented. Thereby, all the 
electrical excess energy from the PV unit could be utilized. In the test case presented in this 
work the heat storage is fully charged in the evening (~18:00), therefore, the negative 
residual load cannot be compensated entirely by the hybrid conversion element and, thus, 
nodal voltage slightly increases during that period.  

 

 
Figure 8: Timeline of the nodal voltage magnitude of the marked cell in the PV expansion scenario 

with hybrid conversion for voltage stability 

To summarize, network reduction within the cellular approach can decrease calculation 
time and, with appropriate cell division, still enable adequately and accurately assessing 
voltage stability and, in general, power quality. Therefore, aggregated networks within the 
cellular approach can be used to analyze, for example, PV expansion-scenarios. As the test 
network in this work shows, power quality may be an issue for extensive PV expansion at 
certain network nodes. However, by using hybrid flexibility options in combination with 
corresponding storage units it is possible to maintain voltage stability within the grid and at 
the same time to further increase the expansion of renewable energy.  
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Abstract 
Expanding and integrating renewable energy sources (RES) challenges today´s energy systems, especially, electrical grids. 

Therefore, efficient RES integration methods have to be developed. This work chooses a multi-energy systems (MES) approach 
using the modelling framework HyFlow, developed at the Chair of Energy Network Technology. For this approach, simplified 
cellular-based electrical network models are developed using a specific network reduction method that enables these models to 

be used as an equivalent of the complex original grid since it shows equal electrical behaviour. As an example, this work uses 
a medium-voltage European test grid with massive volatile RES (wind and photovoltaic) expansion. This will show how this 
method can stabilize the grid and improve power quality using hybrid flexibility technologies (heat pumps (HP) and Power-to-

Gas units (PtG)). Thus, grid expansion measures can be avoided, and self-sufficiency can be increased by this approach.  

1 Introduction 

Integrating renewable energy sources (RES) into electrical 

grids requires efficient implementation approaches, since 
especially volatile and unpredictable RES, such as wind and 

solar power, will have to increase on a large scale to meet 
the climate goals. The fluctuations in power generation 
occurring due to these RES put strain on electrical grids and 

may cause power quality issues as well as grid congestions. 
[1-3] Solution approaches for enabling grid-friendly 
operation and at the same time advancing RES expansion 

are, for example, multi-energy systems (MES), which 
relieve electrical grids by shifting surplus electrical energy 

into another energy carrier network. The MES modelling 
framework HyFlow [4,5] supports the integration of RES 
into electrical grids by using a cellular approach for the 

modelling of different energy carrier networks providing 
spatial resolution reduction to enable faster calculations and 
creating coupling points between energy carrier grids. [5] 

This paper presents a study of a medium-voltage grid, 
showing how hybrid technologies can be used to enhance 

power quality issues caused by RES and increase self-
sufficiency.  
 

2. Methodology 

2.1 Cellular Modelling Approach and Network Reduction 
Integrating different energy ca rrier models into one 
framework, like HyFlow, requires a modelling approach 

that is generic and modular in its application. A cellular 
approach offers this possibility and supports spatial 
resolution reduction to allow reasonable calculation times 

of expanded networks with fine temporal resolution. By 
combining or deleting electrical network elements (nodes 
and lines) it allows for a grid representation that enables 

advantages for cross-energy carrier networks. The real 
network is divided into energy cells representing the lowest 

system level for which energy balancing using 
corresponding residual loads Pres(t) (by e.g., 15-minute-
values) can be achieved. [5-7] The residual load Pres(t) is 

defined as the difference between load Pload(t) and 
generation Pgen(t), as shown in Equation (1). [5] 

𝑃𝑟𝑒𝑠(𝑡) = 𝑃𝑙𝑜𝑎𝑑(𝑡) − 𝑃𝑔𝑒𝑛(𝑡) (1) 

A defined set of network nodes is assigned to each cell, 
depending on geographical aspects. Size, location, and 

number of assigned nodes of each cell depend on the 
application purpose. For each cell consumer and generation 

units are aggregated into a fictitious node in the cell centre 
to be represented by a small set of parameters. [5-7] Thus, 
the level of detail of the network model is decreased, 

however, information influencing the electrical behaviour is 
lost and has to be compensated using network reduction. 
The lost information refers to the line losses of the neglected 

lines within the cells. A specifically developed network 
reduction method is used to replicate these losses using a 

compensation module to represent the total line losses of 
each cell. The module is parameterized using the electrical 
line parameters (R, L and C) of the neglected lines (Fig. 1). 

This method allows for the less complex cell model to be 
used equivalently to the real network and its use in HyFlow. 
Fig. 1 shows the cellular approach including the network 

reduction method. [8] 
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Fig 1: Cellular Modelling Approach with integrated 
compensation modules using network reduction 
 

2.2 Test Network Description 
The used test network represents a 20 kV-medium-voltage 

public power distribution grid developed from literature 
data. [9] Fig. 2 shows the original test network including the 
chosen cell division for the expansion scenario and the 

corresponding reduced cell model depicted in NEPLAN 
[10]. 

 

 
Fig. 2: Original network with cell division a nd PV/wind 

expansion and corresponding reduced model 

The original network consists of 74 network nodes with 64 

consumer units (local substations and commercial 
consumers represented by standard and synthetic load 
profiles) and 15 generation units (solar power, biomass 

plants, geothermal power plants and run-of-river power 
stations). A closer description of the network and its 

parameters can be found in [9]. The original test network is 

reduced to 16 cells (reduction of network size by 78.38 %), 
thereby, accelerating calculation times by 96.35 %. This 

work develops an expansion scenario in which the share of 
photovoltaic (PV) and wind power units is massively 
increased in the test network compared to its current state 

described in [9]: Each commercial consumer unit is 
equipped with a corresponding PV system, additionally, 
existing wind power plants are expanded and new wind sites 

are added. For the analysis two cells (Cell VIII and Cell X) 
are chosen, which are marked in Fig. 2. While the renewable 
expansion in Cell VIII is an enlargement of the existing 

wind power plant, PV-system installations are used for the 
expansion in Cell X.  

Due to the volatile renewable expansion a voltage increase 
is detected for the node in Cell VIII (Fig. 4) and Cell X 
(Fig. 5). However, to ensure a stable energy supply, the 

nodal voltages must be within the tolerance range (0.935-
1.045 p.u.) of the nominal voltage. If these limits are 
exceeded, e.g., due to increased renewable generation, 

overvoltages occur which can damage electrical equipment 

and cause power quality issues as well as voltage instability.  

2.3 Hybrid Flexibility Options 
MES offer many advantages such as cascaded energy use 

and increased energy system efficiency as well as stability 
by using synergies and coupling different energy carrier 

networks. [2,3,5] The hybrid flexibility options 
implemented at the cell nodes, to achieve these advantages, 
are Power-to-Gas (PtG) units and heat pumps (HP). 

Therefore, besides PV-units (section 2.2), each commercial 
consumer is given a heat demand, which is covered by the 
corresponding HP. PtG units are implemented in cells 

where only wind power is expanded.  
HyFlow uses a rule-based approach for the operation of 

hybrid flexibility units. This approach distinguishes 
between cell-serving and system-serving operation. Cell-
serving elements aim to minimize the residual load of the 

corresponding cell, while system-serving elements aim to 
minimize the residual load of the overall system. HPs follow 
a cell-serving operation strategy in HyFlow, thus, they 

operate if there is heat demand or surplus electricity 
available within that cell. Therefore, to enable maximum 

stability support by ensuring that the electrical surplus 
energy of these cells can be converted to heat even if there 
is no heat demand at that time, a significantly oversized heat 

storage unit is implemented together with the HP in this 
work. PtG units, however, are operated in a system-serving 
strategy. This means that they operate if consumption and 

generation within the overall system is unbalanced. In this 
case, to ensure maximum stability support by the PtG units, 

the produced gas is fed into a connected gas pipeline storing 

the produced gas unlimitedly. [4] 

2.4 KPIs for Energy Balancing in Cellular-Based Networks 
In order to evaluate the efficiency of energy use and, thus, 

energy balancing within each cell, energy indicators are 
utilized. These energy indicators (energy self-sufficiency 
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ℇESS, power self-sufficiency ℇPSS and energy self-

consumption ratio ℇSCR) are explained based on the loads 
and generations of Cell X. In Fig. 3, Pgen(t) represents the 
power that is provided from local generation in Cell X for 
the respective time step t. Egen indicates the area under the 

Pgen(t) curve representing the generated energy for the time 
period. Pload(t) from Fig. 3 represents the locally consumed 

electrical power of Cell X, the area under this curve, 
therefore, indicates the consumed energy Eload. The 
intersection of Egen and Eload represents the self-

consumption ESC, meaning the energy that is generated and 
directly consumed within that cell. The self-consumption is 

defined according to Equation (2). [11] 

𝐸𝑆𝐶 = ∫𝑚𝑖𝑛{𝑃𝑙𝑜𝑎𝑑(𝑡),𝑃𝑔𝑒𝑛(𝑡)} 𝑑𝑡 (2) 

The degree of energy self-sufficiency ℇESS indicates how 
much of the locally generated energy Egen can be locally 

consumed Eload (Equation (3)). Since generated energy 
quantities can be much higher than the consumed energy, 

ℇESS can show values above 100 %. The degree of power 

self-sufficiency ℇPSS enables an analysis of the share of self-
consumption ESC in relation to the local energy consumption 

Eload (Equation (4)). ℇPSS, therefore, can never be higher 
than 100 %. Similarly, the energy self-consumption ratio 

ℇSCR allows analysing the share of self-consumption ESC in 
relation to the locally generated energy Egen, which limits 

ℇSCR to a maximum of 100 % (Equation (5)). [11] 

𝜀𝐸𝑆𝑆 =
𝐸𝑔𝑒𝑛
𝐸𝑙𝑜𝑎𝑑

=
∫𝑃𝑔𝑒𝑛(𝑡)𝑑𝑡

∫ 𝑃𝑙𝑜𝑎𝑑(𝑡)𝑑𝑡
 (3) 

𝜀𝑃𝑆𝑆 =
𝐸𝑆𝐶
𝐸𝑙𝑜𝑎𝑑

=
∫𝑚𝑖𝑛{𝑃𝑙𝑜𝑎𝑑(𝑡), 𝑃𝑔𝑒𝑛(𝑡)} 𝑑𝑡

∫ 𝑃𝑙𝑜𝑎𝑑(𝑡)𝑑𝑡
 (4) 

𝜀𝑆𝐶𝑅 =
𝐸𝑆𝐶
𝐸𝑔𝑒𝑛

=
∫𝑚𝑖𝑛{𝑃𝑙𝑜𝑎𝑑(𝑡),𝑃𝑔𝑒𝑛(𝑡)} 𝑑𝑡

∫𝑃𝑔𝑒𝑛(𝑡)𝑑𝑡
 (5) 

 
Fig. 3: Energy indicators ℇESS, ℇPSS and ℇSCR on the example 

of Cell 10 

Using storages or hybrid conversion technologies can 
increase the shares of the energy indicators and, thus, 

increase energy efficiency.  

3 Results 

3.1 Expansion Scenario – Base Case 

The following figures, Fig. 4 and 5, show the aggregated 
electrical profiles, energy quantities and the resulting 

overvoltages for Cell VIII and Cell X discussed in 
section 2.2.  

 
Fig. 4: Electrical profile of Cell VIII and the corresponding 

nodal voltage time-series before hybrid conversion 
 

 
Fig. 5: Electrical profile of Cell X and the corresponding 

nodal voltage time-series before hybrid conversion 

To compensate these voltage limit exceedings due to 
increased integration of RES into the electrical grid, hybrid 

elements are implemented at the corresponding cell nodes. 

3.2 Prevention of Voltage Limit Violations 

The hybrid elements described in section 2.3 implemented 

within the reduced cellular-based test network model are 
used in a hybrid load flow calculation in HyFlow. This aims 
to stabilize nodal voltages within the grid and increase self-

sufficiency within single cells as well as the overall system. 
Thus, Fig. 6 shows the residual load after hybrid conversion 

Pres,hybrid(t) as well as the higher electrical load Pload(t) 
obtained due to the installed PtG unit within Cell VIII. 
Additionally, it depicts the voltage profile for the 

corresponding cell node. As can be seen in Fig. 6, the 
implemented PtG unit enables a smoothed nodal voltage 
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profile over the examined period of time, showing no 

overvoltages.  

 
Fig. 6: Electrical profile of Cell VIII and the corresponding 

nodal voltage time-series after hybrid conversion 

Since the services of PtG units cannot be derived directly 

from a cell-level consideration due to its system-serving 
operating strategy, Fig. 7 shows how the implemented PtG 
units within the entire test grid can serve to reduce the 

residual load at the Slack-node (system boundary). The 
residual load Pres,Slack,hybrid(t) in Fig. 7, however, also 
includes the influence caused by the implemented HPs 

within the overall system and is obtained using 
Equation (6). The load provided by PtG and HP sums up to 

Pconv,hybrid(t).  

𝑃𝑟𝑒𝑠,𝑆𝑙𝑎𝑐𝑘,ℎ𝑦𝑏𝑟𝑖𝑑(𝑡) = 𝑃𝑟𝑒𝑠,𝑆𝑙𝑎𝑐𝑘(𝑡)+𝑃𝑐𝑜𝑛𝑣,ℎ𝑦𝑏𝑟𝑖𝑑 (6) 

 
Fig. 7: Hybrid conversion within the overall system at the 
system boundaries (Slack-node) 

The cell-serving operating strategy of the implemented HPs 

can be observed directly, based on the load and generation 
situation present within the cell, which is shown on the 

example of Cell VIII in Fig. 8. Fig. 8, thus, displays the 
residual load after hybrid conversion Pres,hybrid(t) as well as 
the additional electrical load Pload(t) needed to produce the 

demanded heat by the installed HP of Cell X. Additionally, 

Fig. 8 depicts the obtained voltage profile of Cell X due to 
the hybrid conversion. However, since Cell X is the 

subsequent in the feeder after Cell VIII, its voltage profile 
is mainly influenced by the smoothed nodal voltage of 
Cell VIII. Thus, it primarily shows the implications of the 

PtG unit on the nodal voltage of Cell VIII. Due to the HP 
and corresponding heat storage, the additional voltage 
increase caused by high PV-generation around noon can be 

minimized since most of the negative residual load can be 
compensated. As a result, violations of voltage limits can 
successfully be prevented.  

 
Fig. 8: Electrical profile of Cell X and the corresponding 

nodal voltage time-series after hybrid conversion 

3.3 Energy Balancing 

As discussed in section 2.1, a cellular approach can be used 
to enable efficient energy balancing. Additionally, 

section 2.3 discussed how MES can increase energy 
efficiency. Thus, as demonstrated in section 2.4, Fig. 9 

shows the energy indicators (energy self-sufficiency ℇESS, 
power self-sufficiency ℇPSS and energy self-consumption 

ratio ℇSCR) for Cell VIII. Before hybrid conversion, the 

energy self-sufficiency ℇESS of Cell VIII has a high share of 

1536.70 %, which is due to the expansion of wind power 
within that cell. While the share of power self-sufficiency 
ℇPSS is 100 %, the energy self-consumption ratio ℇSCR is very 

low (6.51 %). This indicates that, although ℇESS and ℇPSS are 
high, the energy use within Cell VIII is not efficient, due to 
the high amount of surplus renewable energy that cannot be 

used locally within the cell.  
 

 
Fig. 9: Energy indicators before (left) and after (right) 

hybrid conversion within the energy system for Cell VIII 
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After the hybrid conversion (Fig. 9 (right)), the energy 

indicators show that the energy use within the cell has 
increased due to the additional power converted in the PtG 

unit. This shows that, although the PtG unit is operated 
using a system-serving strategy minimising the residual 
load of the overall system and, thus, increasing energy use, 

it also enhances energy use within single cells.  
The energy indicators for Cell X before the hybrid con-
version (Fig. 10 (left)) a lready show efficient energy use 

with an energy self-sufficiency ℇESS of 66.52 %, a power 

self-sufficiency ℇPSS of 42.85 % and an energy self-

consumption ratio ℇSCR of 64.41 %. However, as can be seen 

in Fig. 10 (right), energy use within Cell X can be further 
enhanced due to the hybrid conversion. The lower values 
for the energy indicators of Cell X, compared to Cell VIII, 

are due to the distribution of load and PV-generation within 
the cell. The electrical energy demand Eload is distributed 
over the entire period of time, while the high PV-generation 

Egen is only available during daytime. This limits the energy 
self-consumption ESC and decreases the shares of the energy 

indicators.  

 
Fig. 10: Energy indicators before (left) and after (right) 

hybrid conversion within the energy system for Cell X 

Although, the share of energy self-sufficiency is lower after 
hybrid conversion (54.89 %), which is due to the higher 

energy demand caused by the HP, the energy can be used 
more efficiently. Especially, the energy self-consumption 

ratio is very high (94.48 %), indicating that most of the 
generated energy within Cell X can be used directly within 
the cell. This reduces the residual load within the cell and, 

therefore, grid congestions due to energy transportation 
over the electrical lines between cells.  

4 Conclusion 
This work presents a study on how innovative approaches 
(multi-energy systems) and tools (cellular-based electrical 
networks with network reduction and the hybrid modelling 

framework HyFlow) can help overcome the challenges of a 
sustainable energy future. The results obtained from the 
hybrid load flow calculations show, that hybrid conversion 

technologies can be used to stabilize voltages and increase 
power quality. MES can also be used to increase the 

efficiency of energy use within the energy system. 
Therefore, the analysis of key energy indicators (energy 

self-sufficiency ℇESS, power self-sufficiency ℇPSS and energy 

self-consumption ratio ℇSCR) on cell-level shows that by 

using hybrid conversion technologies, the cellular self -

sufficiency can be enhanced. This suggests, that hybrid 
conversion technologies provide multiple advantages for 

the future challenges during energy transition.  
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Abstract
The high emission intensity of coal‐fired power plants (CFPP) leads to the inevitable next
step towards energy transition, the coal phase‐out. One challenge is the subsequent use of
still‐functioning assets. Re‐purposing these assets avoids value loss and creates new op-
portunities for coal regions. Therefore, this study considers the sector coupling tech-
nologies Power‐to‐Gas (PtG) and Gas‐to‐Power (GtP) as re‐purposing options. First, a
multi‐variable Mixed‐Integer Linear Programming optimisation model is established.
This model includes the participation of the plant in the current (2020) and future (2030,
2040) electricity and natural gas spot‐markets and the balancing power market while
fulfilling existing contracts, and allows for determining the re‐purposing technologies'
operating profiles. By applying a techno‐economic analysis, investment recovery periods
of the considered re‐purposing technologies are assessed, which range between two (GtP)
and over ten (PtG) years. A sensitivity analysis accounting for current energy prices and
technological advancements reveals capital expenditure has the highest impact on this
Return‐On‐Investment period. Additionally, a case study considering the Austrian energy
grids is performed to account for the grid impact of integrating these technologies at
former CFPP sites. Thus, it is found that the investigated sector coupling technologies
have the potential to compensate for grid congestions even in profit‐optimised operation.

KEYWORD S
coal phase‐out, combined cycle gas turbine, energy markets, mixed‐integer linear programming, power‐to‐gas

1 | INTRODUCTION

Coal represents the most common fossil fuel resource and is
the largest source for electricity generation, providing about
37% of the global electricity demand [1]. Additionally, coal
electricity generation is considered reliable and cost‐effective
[2]. However, since coal is also the most carbon‐intensive
fossil fuel, currently accounting for more than 30% of global
CO2 emissions [3], coal‐fired electricity generation is under
political and economic pressure [2]. Therefore, the coal phase‐
out [4] is an inevitable next step for European countries to
rapidly achieve climate neutrality of the electrical energy system
[4]. To remain within the carbon budget of the Paris Agree-
ment [5], 72% of the CFPPs operating in 2020 within the

European Union (EU) have to be shut down by 2025 [4, 6].
While more than 30% of the European countries already have
coal‐free power generation, the coal phase‐out is not even
under discussion in 24% of the European countries. A more
detailed description of the coal phase‐out trends in Europe can
be seen in Figure 1. According to the individual national phase‐
out plans, 63% of the European countries are expected to
generate coal‐free electricity by 2030 [7].

The coal phase‐out, however, leads to the early closure of
existing coal‐fired power plant (coal‐fired power plants (CFPP))
sites before they reach end‐of‐life. Thus, the coal phase‐out
entails the risk of leaving valuable assets (e.g. infrastructure,
staff etc.) and expensive commitments (e.g. supply and disposal
contracts) behind [8]. These non‐coal‐related assets (including

This is an open access article under the terms of the Creative Commons Attribution‐NonCommercial‐NoDerivs License, which permits use and distribution in any medium, provided the
original work is properly cited, the use is non‐commercial and no modifications or adaptations are made.

© 2022 The Authors. IET Energy Systems Integration published by John Wiley & Sons Ltd on behalf of The Institution of Engineering and Technology and Tianjin University.
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infrastructures such as power grid, gas grid, and district heating
grid connections, road‐, train, or harbour connections, and
substantial industrial accessed area as well as steam turbo‐

generator systems, condenser cooling systems, electrical equip-
ment, cooling towers, pump houses, and auxiliary buildings)
represent the key value of decommissioned sites [9, 10]. The
mentioned components have a lifetime of about 35–50 years if
maintained accordingly. Therefore they are very likely to still
have operating permission after decommissioning the CFPP [9].
These so‐called “stranded assets” rapidly lose their value or may
even become liabilities [11]. The monetary value of these
stranded assets for the currently over 300 CFPPs in the Euro-
pean Union (EU27) [4] amounts to an estimate of € 1.13 billion
(scaled‐up values for Europe from the data given in Ref. [4, 12,
13] for Germany). The € 1.13 billion in stranded assets is ob-
tained if the phase‐out is accomplished by 2038, which is the
goal for Germany [7], Europe's largest coal consumer [14].
However, if the European phase‐out is achieved by 2030, this
estimated monetary value of the stranded assets would amount
to € 40.47 billion (scaled‐up values for Europe from the data
given in Ref. [4, 12, 13] for Germany). This estimation also
strongly depends on the remaining useful lifetime of the com-
ponents [9] and can be seen in Figure 1.

Due to their already mentioned infrastructures, the sites
offer optimal conditions for implementing new sustainable
technologies. As a result, re‐purposing provides numerous
advantages compared to plant decommissioning. Reusing the
existing infrastructures can save local jobs and tax revenue and
ensure economic stability during the energy transition [15].
This may also lower the barriers to exiting the coal industry
[16]. Additionally, re‐using these components prevents the
stranding of assets by up to 40% of the initial investment costs
of a newly built CFPP [9]. Consequently, it is the priority of the
power plant operator to retain as many assets as possible [15].
Therefore, the site's available support and infrastructure
represent key factors for subsequent re‐purposing with sus-
tainable technologies.

Additionally, as will be described later in the paper (cf.
Chapter 2.1), CFPPs cover specific tasks that are neglected
after decommissioning, for example, grid support [17, 18].

Therefore, the European coal phase‐out also impacts the grids
within the interconnected ENTSO‐E grid area.

Since this work is focussed on further researching the re‐
purposing of CFPPs, it contributes to the United Nation's
SustainableDevelopmentGoals 7 (Affordable &Clean Energy),
9 (Industry, Innovation & Infrastructure), and 13 (Climate Ac-
tion) [19]. Re‐purposing CFPPs enables modernising energy
infrastructures for a sustainable future energy generation,
enhancing Renewable Energy Source (RES) expansion and
supporting the regional economic development of coal regions.
Thus, it is an essential instrument to advance emission mitiga-
tion and energy transition.

1.1 | State of research

1.1.1 | Re‐purposing of coal‐fired power plants

Re‐purposing, re‐powering, or retrofitting of coal‐fired power
plant (CFPP) assets describe the process of sustainably utilising
the existing plant equipment of decommissioned or end‐of‐life
CFPPs after their coal phase‐out [9, 20]. While re‐purposing
entails adapting and utilising the existing assets for a new
purpose, that is, for a different technology, re‐powering refers
to replacing parts of an old plant to extend system life. Ret-
rofitting, however, describes adding or integrating new tech-
nology assets to an existing system [9]. However, these
re‐utilisation processes always entail retaining plant compo-
nents with existing operating permissions for economically and
environmentally sustainable applications [20]. The following
retrofitting and re‐purposing options are presented:

Fuel switch
So far, the most common retrofitting option is fuel switching
from coal to natural gas to reduce its CO2‐emissions [9]. This
is because the method is already proven, the technological
challenges are known and manageable [21], and the entire
existing CFPP can be re‐used [9].

Retrofitting using a fuel switch to biomass [22] requires a
replacement of the fuel handling and input system, the

F I GURE 1 (a) Trends of the coal phase‐out within the EU27 (data taken from [7]) and monetary value of stranded assets [4, 12, 13].
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pre‐treatment, and the burning system to enable a 100% retrofit
[23]. However, a partial or complete substitution of coal with
biomass is currently one of the main retrofitting options for
CFPPs with existing experience of co‐firing biomass in the coal
industry [2]. Several recent studies and projects are dealing with
biomass retrofitting for CFPPs: Reumann et al. (2019) [2] pre-
sent case studies for total biomass retrofitting in fossil‐fired
power generation and combined heat and power (CHP) units
utilised for the currently ongoing Biofit project [24]. Rutz et al.
(2020) [25] include a list of already retrofitted CFPPs to biomass
plants, and Tzelepi et al. (2020) [23] conducted a Strength,
Weakness, Opportunities and Threats analysis for the retrofit-
ting process with biomass pointing out that the major issue with
this technology is biomass availability, in particular, for large‐
scale CFPPs [23]. It is also possible to switch to other fuels,
such as petroleum coke [21]. Retrofitting plants with fuel switch
technologies is often economically sound. However, only a
particular share of coal is usually replaced, which reduces but
does not avoid CO2 emissions [22]. Therefore, a fuel switchmay
be considered a transitioning option for CFPPs [22].

Integrated Gasification Combined Cycle (IGCC)
Integrated Gasification Combined Cycle (IGCC) is currently a
widespread re‐powering option for power utilities since it re-
duces CO2‐emissions and provides additional operational
flexibility [22, 26]. In an IGCC, preliminary, there is a sub-
stoichiometric fuel gasification (e.g. coal, biomass, or waste)
before the main gas and steam process. This results in raw gas,
which is then fed into the water‐steam cycle of the power plant
[26]. The conventional CFPP can be restructured into an
IGCC plant, as described in the transition paths for CFPPs,
according to Song et al. (2021) [22]. However, this involves
high costs and can also not be considered a full re‐powering
technology as it only serves to mitigate CO2 emissions to a
certain extent [22].

Renewable energy sources, battery storage, and ancillary
services
Re‐purposing decommissioned or end‐of‐life CFPP can also
support RES expansion as already assessed areas become
available. However, more importantly, regarding the expansion
of RES, the CFPP sites may provide ancillary services for the
grid. Thereby, for example, the existing generator can be used
as a synchronous condenser to provide reactive power support
for the grid, ancillary services, or grid inertia [16, 22].

Another option is turning a decommissioned CFPP into
large stationary battery storage plants using, for example,
Second‐Life‐Batteries from electric vehicles (EV) to expand
volatile RES [27]. Second‐Life‐Battery applications are a vital
part of a circular economy. Reusing them at CFPP sites enables
additional grid relieving services for grid operators while re‐
purposing the existing CFPP infrastructure [28].

Thermal storages for renewable energy technologies
Another re‐purposing option is adding solar thermal collectors
to the CFPP sites, which increase feedwater heating and lower
the emission intensity of the CFPP [29]. However, this option

does not qualify as a full re‐purposing option since emission
reductions are minimal [9]. Mills (2018) [29] outlines projects
where this technology has been implemented.

A case study on the re‐purposing of decommissioned
CFPPs with thermal storage, storing renewable energy, which
is then fed into the grid using the existing grid infrastructure at
the sites, is presented in Geyer et al. (2020) [30]. This study
researches how a high‐temperature molten salt storage system
can be integrated into a CFPP by re‐using the existing Rankine
steam cycle. This option provides benefits, particularly emis-
sion reduction and high flexibility to cover present residual
loads and enhance system stability. This re‐purposing option
has not yet been implemented at a CFPP site [30].

Power‐to‐fuel technologies
The “Green Deployment of E‐Fuels And Liquids based on
CO2 (GreenDEALCO2)” project [31] supports research on the
integration of power‐to‐fuel technologies in closed and end‐of‐
life coal‐related assets. The CO2 needed for fuel synthesis
should be provided by industrial processes near the CFPP, such
as cement plants or steel mills. Thus, the GreenDEALCO2
supports using stranded assets for CFPP retrofitting and CO2
utilisation in the industrial sector. This ongoing project will
provide case studies on power‐to‐fuel integration in Germany,
Austria, and Greece, including sustainability analyses for real-
istic deployment prospects [31].

Tertiary utilisation
Non‐technological re‐purposing projects are described in Sla-
vin et al. (2011) [32]. This report states that due to the strategic
locations of CFPPs, which are mainly close to waterfronts,
have railway or road connections, and (often) vicinity of urban
areas, they present valuable sites for civic and private utilisation
as well. This utilisation includes housing opportunities, offices,
shopping buildings, parks, and other community facilities [32].

Profitability studies, accompanying measures, and
initiatives
A study by the Energy Sector Management Assistance Pro-
gramme (2021) [33] deals with the economic viability of CFPP
re‐purposing and retrofitting under consideration of a cost‐
benefit analysis of most of the technologies mentioned above
at an exemplary site. The study concludes that there are strong
economic reasons for re‐utilisation, as the direct benefits
outweigh the decommissioning and remediation costs of the
CFPP [33].

There are also current projects focussed on further
researching the re‐purposing of CFPPs: The “Re‐Purposing
Coal Power Plants during Energy Transition (RECPP)” project
[34] is funded by the European Commission. The RECPP's
tasks are the mapping of coal regions as well as their sites in
Europe and finding re‐purposing options for the sustainable use
of assets at decommissioned power plant sites [34]. The project
“Just Transition Toolbox for Coal Regions (JT‐Toolbox)” [35] is
a German project that develops a “toolbox” for the re‐
purposing of CFPPs. It includes strategy development and
provides recommendations for governance structures and
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employment support. It also identifies technology options and
highlights opportunities for the renaturation and re‐purposing
of CFPP lands and their infrastructure [35].

Additionally, an increasing number of initiatives addressing
the issue of sustainable coal phase‐out and the associated op-
portunities for re‐purposing arise. For example, the Acceler-
ating Coal Transition initiative as part of the Climate
Investment Funds [36] provides socio‐economic and infra-
structural support for countries to transition away from coal
[37]. Thus, it aids in tackling challenges related to national
strategies, people, and communities, as well as land and infra-
structure [37]. In addition, there is also the Powering Past Coal
Alliance, an association of national and subnational govern-
ments, companies, and organisations working to transition
from unabated coal‐fired generation to clean energy [38, 39].

1.1.2 | Sector coupling integration studies

As illustrated in the previous section, the re‐purposing of
CFPPs to CCGTs is more common, and the operational
characteristics of CCGTs are already researched in detail.
Therefore, this section focuses on Power‐to‐Gas (PtG) and
combined PtG and Gas‐to‐Power (PtG‐GtP) applications. As
no re‐purposing studies are using PtG, this section summarises
the state of research regarding PtG integration and modelling.

A very comprehensive study from Eveloy et al. (2018)
[40] summarises different publications on deployment sce-
narios for PtG. These scenarios include applications on a
regional or national level, as well as on a plant level, such as
at industrial or power plant sites. From this summary, two
studies are particularly interesting: First, Heinisch et al. (2015)
[41] consider a PtG deployment application on a national
level by presenting a case study for Denmark, which in-
vestigates the effects of PtG on the power grid. This study
uses a PtG deployment model, which minimises the total
system operation costs via a direct current (DC) optimal
power flow calculation and performs a congestion analysis of
the DC grid model. However, this study uses a simplified DC
grid model and lacks certain boundary conditions, for
example, import and export to neighbouring countries. Sec-
ond, Buchholz et al. (2014) [42] investigated a study on a
combined lignite CFPP and PtG unit. Thus, the original
lignite CFPP is equipped with a PtG unit to increase the
economic performance and viability of the CFPP. This
hybridisation of the CFPP is intended to reduce the load on
the CFPP during fluctuating RES supply so that the CFPP is
in a constant operating state. However, this study is restricted
to the power plant level, while any interactions with markets
or grids are neglected.

In conclusion, Eveloy et al. (2018) [40] concluded that the
following aspects are still missing in the current state of
research dealing with PtG integration: [40]

� Since there is a significant potential for the integration of
PtG at plant sites, such deployment scenarios must
be substantiated with real‐life case‐by‐case studies and

include synergies with industrial plants and power plant
components.

� In addition, grid calculations with cross‐sectoral interactions
are necessary, which primarily include real‐life electricity and
gas and the heating grids and consider competing fuel prices
(e.g. electricity and gas).

� Furthermore, it is necessary to consider a broader range of
performance criteria in the deployment optimisation models
of PtG, which need to include future applications like
ancillary services (e.g. balancing power and grid flexibility).

Besides the deployment scenarios, recent studies differ in
applied optimisation methods: A study that focuses on ap-
proaches to operational optimisation of PtG is presented by
Khani et al. (2017) [43]. This study shows an operational
optimisation for the day‐ahead scheduling of PtG plants with a
built‐in gas demand forecasting algorithm. It also includes a
grid consideration, but only in the case of an outage in the gas
network. Ma et al. (2021) [44] present an optimal dispatch
model for a CHP, PtG, and CCS system. However, the author
focuses on CO2 emission reduction rather than on enabling
and analysing system integration. A more comprehensive study
by Yang et al. (2020) [45] describes an integrated operational
optimisation for combined cooling, heat, and power, PtG, and
CCHP‐PtG using an improved risk explicit interval parameter
programminging approach to achieve risk minimisation and
enable operational cost control. The risks considered include
uncertainties in wind power output, electricity market clearing,
and natural gas prices and the model also considers a micro‐

grid.
As the previously mentioned studies only focus on arbi-

trage market participation, different studies also investigate
application potentials for PtG units to be used for ancillary
services, including balancing power and grid flexibility. Mazza
et al. (2018) [46] poi out that very few papers are available in
the literature considering PtG for grid service applications.
However, Walker et al. (2015) [47] provide an overview of the
capacity of PtG to aid in voltage and frequency regulation [48].
Witkowski et al. (2020) [49] determined the technical suitability
of thermal sector coupling technologies (e.g. Combined Cycle
Gas Turbine (CCGT)) for the provision of system services in
selected European electricity markets and analysed expected
future developments and trends. Correspondingly, Xing et al.
(2018) [50] propose future research directions for modelling
and optimising PtG units in terms of their potential of fulfiling
grid services.

1.2 | Open research and contribution of this
work

From the literature and research cited in Chapters 1.1.1 and
1.1.2, it is evident that the coal phase‐out and possible re‐
purposing of existing CFPP assets is a current topic in cur-
rent research gaining increasing traction. Although a wide
variety of re‐purposing options for CFPPs are already being
considered in studies, projects, and implementations, few of
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them [29–31] focus on sector coupling technologies. While
there are many studies on sector coupling integration in
general, operational optimisations rarely include the potential
for balancing power provision. Most studies, particularly on
PtG units, solely present the technical potential for balancing
power provision instead of their actual participation in the
frequency restoration (FR) markets. Additionally, the literature
studies do not provide a more extensive analysis of the re‐
purposing options regarding their economic viability. Usu-
ally, they do not include precise simulations regarding the
impact on the overall energy grid. Therefore, the following
research questions have not been addressed in the literature
yet:

� What is the optimal operating strategy of the selected sector
coupling technologies as re‐purposing options from an
economic perspective considering energy and FR markets?

� What is the impact of assumed future electricity and gas
price developments on the cost‐optimal operation of the
selected sector coupling technologies?

� What is the economic benefit of implementing the selected
sector coupling technologies into existing CFPP sites with a
market‐optimised operation (spot‐market orientated and
grid service orientated)?

� What is the impact of integrating these cost‐optimally
operating sector coupling re‐purposing technologies on
the Austrian energy grids now and in the future?

To address these research questions, this work concentrates
on sector coupling technologies (PtG, GtP, or a combination
of both) as particularly valuable re‐purposing options for
CFPPs, given that infrastructural assets (primarily grid con-
nections) are retained. Due to the limited availability of large‐
scale grid data, Austria is used as a case study in this work.
Since the Austrian grid area is part of the ENTSO‐E, the
derived conclusions are also generally valid in this area and can
be applied to it. This work also includes an economic analysis
of the Austrian energy system for the considered re‐purposing
technologies.

Thus, this paper is structured as follows: Section 2 presents
this paper's methodology. Subsection 2.1 characterises the
Austrian CFPP sites and the selected re‐purposing technolo-
gies. Subsection 2.2 then provides an overview of the energy
and balancing power reserve market, the balancing energy
activation market, and the assumed future energy prices.
Subsection 2.3 describes the methodology for operational
optimisation, the objective function, and the constraints to
define the optimisation problem. Subsection 2.4 then provides
a detailed description of the multi‐energy system (MES) load
flow simulation framework “HyFlow” used to assess the
impact or re‐purposed CFPP sites on the Austrian energy
grids. Section 3 presents the results from this analysis, and
Section 4 discusses them in detail. Finally, Section 5 provides
the conclusions drawn from this work and offers closer insight
into the advantages obtained from re‐purposing decom-
missioned CFPPs.

2 | METHODOLOGY

This section presents this work's applied methodology, which
is schematically illustrated in Figure 2. In this work, the original
CFPPs are replaced with selected sector coupling technologies
(PtG, GtP, or a combination of both). These technologies are
designed based on the original plants' existing electrical and
thermal capacities. Thus, no design optimisation is necessary in
advance. In the first step, an operational optimisation of the
individual technologies is carried out to maximise profits on
the energy day‐ahead spot market and FR reserve and activa-
tion market, as seen in Figure 2. Afterwards, the optimised
operation profiles for each Austrian power plant site location
Mellach, Dürnrohr, and Simmering are integrated into the
MES load flow simulation framework “HyFlow”. This pro-
gram obtains and analyses the load flows in the electricity grids
at the maximum‐ and high‐voltage levels (380/220 and
110 kV). The individual components of the operational opti-
misation model and the load flow model shown in Figure 2 are
described further in the following chapters.

2.1 | Characterisation of the coal‐fired power
plant sites and their re‐purposing options

Besides generating electricity for customers, large CFPPs fulfil
various purposes and tasks, such as providing ancillary grid
services for stable electrical grid operation and grid support,
waste disposal (e.g. sewage sludge firing), and heat delivery for
neighbouring demand. Future sustainable re‐purposing tech-
nologies (partially) have to account for these tasks. Therefore,
specific requirements are demanded of the re‐purposing
technologies:

� Power to be generated has to be in the same capacity range
as the CFPP

� Heat delivery contracts of the previous CFPP must still be
fulfiled

� Central ancillary services have to be facilitated on a daily as
well as a long‐term basis

Austria has already ceased coal‐fired power generation in
the spring of 2020 and is thus one of the seven EU countries
that no longer have coal in its electricity mix. Therefore, this
paper focuses on the sites of Austrian CFPPs that have already
been decommissioned. These include the Mellach district
heating power plant [51] of the VERBUND Thermal Power
GmbH & Co KG, which was closed in April 2020 [52], and the
Dürnrohr thermal power plant [53] of the EVN AG, which
was decommissioned in August 2019 [54]. In addition, another
site is considered where a gas‐fired power plant is currently in
operation, the Simmering power plant of the Wien Energie
GmbH [55]. Since, in the long term, CFPP and all fossil‐fuelled
power plants will have to be substituted with more sustainable
technologies, this gas‐fired power plant was also considered in
this work. The same conditions and requirements exist at this
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site as at the CFPP sites, which means that the same re‐
purposing technologies are integrated. The three sites consid-
ered in this work are presented in Figure 3, obtained from a
georeferenced model of the Austrian energy system. Addi-
tionally, Figure 3 shows potential CO2 sources from the nearby
industry and biogas plants, which may provide the necessary
CO2 for the methanisation step of the PtG unit.

The selected sites are characterised in Table 1, which de-
scribes the site‐specific input parameters for optimising the
operating profiles.

To ensure that most tasks of the original CFPP can still be
fulfiled, three re‐purposing technologies are chosen for the
calculations conducted in this work. These technologies enable
the presented requirements to be fulfilled.

1. Power‐to‐Gas (PtG), including waste heat utilisation: The
PtG unit consists of a large electrolyser and a methanisation
unit to produce synthetic natural gas (SNG) from the
produced hydrogen. The electrolyser has a power input
corresponding to the electrical capacity of the original po-
wer plant. This work assumes that the CO2 needed for the
methanisation process is available from neighbouring in-
dustries or biogas plants in close vicinity to the site (cf.
Figure 3). The produced SNG is then fed into the natural
gas grid, and the waste heat of the PtG unit is utilised to
supply the district heating demand of neighbouring cities.

2. Gas‐to‐Power (GtP): The GtP unit represents a CCGT
power plant operated using the gas mixture provided by the
natural gas grid. Since it is assumed in this work that the gas
composition in the grid changes in the future (as discussed
in section 2.2), the GtP unit operates with a Methane‐
Hydrogen (CH4‐H2) mixture as obtained from the grid,
CCGT plants allow for CHP production. Therefore the
simultaneously produced heat is also utilised to supply
district heating demand to neighbouring cities. CCGT

plants can bridge energy transition by achieving a more
sustainable and less emission‐intensive energy generation
than FPPs [59]. Additionally, by enabling the use of a CH4‐

H2‐mixture as a fuel for the GtP unit, a gradual energy‐
carrier transition from natural gas to climate‐neutral
Hydrogen can be achieved.

3. Combination PtG‐GtP: The combined plant consists of a
PtG unit and a GtP unit, as described above. Since both
units are available at the site, the assumption for the

F I GURE 2 Flow chart of the performed calculations within this work

F I GURE 3 Austrian coal‐fired power plants (CFPP) site locations,
electricity, and natural gas grids, as well as nearby industries and biogas
plants [56–58].
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calculations within this work is that the two units cannot be
operated simultaneously. Additionally, the obtained prod-
ucts from the units (PtG: SNG, GtP: electrical power) are
fed into the grid and cannot be utilised directly as input for
the other unit. However, it is possible to switch the oper-
ation between the units within each time step.

To calculate the profit‐optimised operating profiles of the
analysed technologies, both PtG and GtP must be defined in
terms of their properties and operational characteristics. These
technology parameters provided in Table 2 (PtG) and Table 3
(GtP), together with the site and energy market‐specific data
(cf. Chapter 2.2), then represent the input variables for the
optimisation.

Using these parameters, the optimisation calculations can
be set up and performed as described in more detail in chapter
2.3.

2.2 | Day‐ahead energy markets, frequency
restoration Reserve, and activation markets, as
well as assumed future energy prices

To create economically optimised operating profiles of the
individual technologies, prices of the energy purchased and
supplied (electricity and natural gas) are required. “Pay‐as‐
cleared” market prices on the day‐ahead spot market are used
for electricity and natural gas. For the base year 2020, corre-
sponding electricity prices were downloaded from the Energy
Exchange Austria power exchange [70]. For the years 2030 and
2040, a simplified electricity price forecast model based on
literature data on expected future developments is used. The
developments considered in this model are annual mean values
of the electricity price [71] and the number of extreme price
situations, meaning electricity prices higher than 100 €/MWh
and below 0 €/MWh [72]. These developments are presented
in Figure 4.

Major drivers for the electricity price development until
2040 are expected to be primary energy demand and CO2‐

prices as well as feed‐in from RES. As can be seen in Figure 4,
it is assumed that electricity prices will increase continuously
from 2030 onwards due to increasing CO2‐prices. This in-
crease is mitigated due to higher feed‐in from RES (wind and
photovoltaic (PV) power) and increasingly flexible electricity
demand [71]. As a result, electricity prices will become more
volatile, leading to more frequent low or even negative price
situations [72]. However, the Russian attack on Ukraine in

February 2022 led to massive distortions in global energy
markets. Current electricity and gas prices are higher than they
are expected to be in 2050. It is unclear when and if they will
return to the level before the Ukraine war. The prices used for
this work are based on data published before the Ukrainian
war. To also account for the current situation's impact with
regard to this work's results, a sensitivity‐analysis is performed.

TABLE 1 Site‐specific parameters for the considered power plants in Austria

Parameter DHPP Mellach TPP Dürnrohr TPP Simmering

Nominal electric power (MWel) 246 352 760

Nominal thermal power (MWth) 230 405 600

District heating supply (MWhth) 746 658 200 000 3 327 750

66% of the district heating
demand in graz

District heating demand
in St.Pölten

50% of the district heating
demand in vienna

TABLE 2 Technology parameters for the optimisation of the Power‐
to‐Gas (PtG) unit [60–63]

Parameter

Power‐to‐gas (PtG)

2020 2030 2040

Ramping rate (%/min) 20 20 20

Power rangea (%) 25–100 25–100 25–100

Heat productionb (kWhth/kWhel) 0.54 0.54 0.54

Efficiency (%) 33 47 49

Full load hours (h) 3000–6000 3000–6000 3000–6000

Operating hours (h) 4000–8000 4000–8000 4000–8000

System lifetime (a) 20–30 20–30 20–30

CapEx (€/MW) 1 543 000 1279 000 1 113 000

Annual OpEx (€/MW) 26 470 21 995 19 290

aDivided by the nominal power of the unit.
bThis value refers to waste heat generation for the Power‐to‐Gas units.

TABLE 3 Technology parameters for the optimisation of the Gas‐to‐

Power (GtP) unit [64–69]

Parameter

Gas‐to‐power (GtP)

2020 2030 2040

Ramping rate (%/min) 1.67/2.33a 1.67/2.33a 1.67/2.33a

Power rangeb (%) 10–100 10–100 10–100

Heat production (kWhth/kWhel) 0.60 0.60 0.60

Efficiency (%) 55 55 55

Full load hours (h) 7000–8000 7000–8000 7000–8000

Operating hours (h) Up to 8760 Up to 8760 Up to 8760

System lifetime (a) 30–40 30–40 30–40

CapEx (€/MW) 805 000 740 000 700 000

Annual OpEx (€/MW) 32 200 29 600 28 000

aStart‐up behaviour/power‐down ramping rates of the technology.
bDivided by the nominal power of the unit.
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For the development of the literature‐based future elec-
tricity price time series, the annual mean values are used to
calculate scaling factors for 2030 and 2040, which are then
applied to scale‐up the time series of electricity prices from
2020 in a quarter‐hourly temporal resolution.

However, these scaled time series do not sufficiently
represent the overall price situation, such as the development
of extreme price situations. Therefore, a curve‐fitting measure
of the electricity price duration curves of the scaled 2020
curves is performed for 2030 and 2040. The curve‐fitting uses
the piecewise cubic Hermite interpolating polynomial, which
requires fixed points (annual mean values, number of quarter‐
hourly time steps above 100 €/MWh and below 0 €/MWh) so
that not only the annual mean values but also the number of
extreme price situations match the literature values in [71, 72].
Then, the individual quarter‐hourly electricity prices in the
annual profile are adjusted to the fitted duration curve. The
obtained electricity price curves for 2030 and 2040 and their
duration curves are shown in Figure 5.

For the base year, 2020¸natural gas prices were taken from
the exchange data platform of the European Energy Exchange
[73]. Like the electricity price, the natural gas price time series
2020 with the quarter‐hourly resolution is scaled to represent
the price situations in 2030 and 2040. For this purpose, cal-
culations based on literature data [74, 75] were performed. In
addition, these calculations are based on an energy mitigations
scenario (MGS) of the Federal Environment Agency Austria
(WEM scenario [76]) as part of a transition path to reach
climate neutrality. The MGS scenario additionally assumes a
future gas composition (CH4, H2, Bio‐CH4) for the natural gas

grid. The Bio‐CH4 is linearly increasing in the MGS, starting
from 4 TWh in 2030, as foreseen in the Government Pro-
gramme. The share of hydrogen is a result of the modelling.
This energy share of the gas price thus serves as a scaling
factor for the 2020‐time series of the gas price to 2030 and
2040. The obtained time series for the gas price, including the
gas composition, can be found in Figure 6. Again, gas prices
are also included in the sensitivity analysis to consider the
impact of the current price situation.

For the FR markets, both the balancing power market
(provision of balancing power with standby remuneration via
capacity prices) and the balancing energy market (supply of
balancing energy with activation remuneration via energy pri-
ces) are considered. The “pay‐as‐bid” principle applies to both
the balancing power and energy. Therefore, the total system
service costs are settled via bid prices for bid time slots of
4 hours. Bids can be made for all FR products individually or in
combination. The FR products are positive and negative Fre-
quency Containment Reserve (FCR), automated Frequency
Restoration Reserve (aFRR), and manual Frequency Restora-
tion Reserve (mFRR). For the FCR, there is no balancing
energy market. Activated FCR is compensated via the
balancing power reserve prices.

Within this work, the balancing power reserve is included in
the optimisation, while the balancing energy activation is
included in the revenue calculation after the optimisation.
However, the prices for the balancing power reserve and the
balancing energy activation are obtained by averaging all existing
offers. This price is used to reimburse the corresponding
balancing power or energy [78]. This approach guarantees that

F I GURE 4 Electricity price development until 2040 (a) [71] and development of extreme price situations (b) [72].

F I GURE 5 Electricity prices (left) and their duration curves (right) for 2020, 2030 and 2040
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the respective bid offers of the re‐purposed CFPP operators
are accepted in the merit‐order [79]. Figure 7 presents the
obtained time series for all FR products for 2020, 2030, and
2040.

Regarding the technologies, the respective product of
balancing power is provided differently. For the GtP unit, the
reservation or activation of positive balancing power or energy
corresponds with an increase in power output and, thus, the
electrical power supply to the grid. Therefore, negative
balancing power or energy can be provided by reducing the
amount of power fed into the electrical grid. On the other
hand, the reservation or activation of positive balancing power
or energy for the PtG unit means reducing the electrical power
drawn from the grid. In contrast, an increase in consumption
from the grid results in negative balancing power or energy,
exemplarily to compensate for excess electricity from RES.

For the base year 2020, the data regarding the reservation
and activation of FR products are openly available from the
Austrian Transmission System Operator Austrian Power Grid
(APG) APG [80–84]. To consider future developments, scaling
factors from literature for the developments of average
balancing power prices [85] and the FR demand [86] in 2030
and 2040 are used to calculate scaling factors for the available
prices in 2020. These developments are based on the utilisation
of wind and PV plants to provide negative balancing power in
the future. As a result, the prices for negative balancing power
reserve increase significantly, while the prices for the provision
of positive balancing power reserve tend to increase [85]. Since
this scaling was also performed for the activation prices, the
same effects are evident in the time series for 2030 and 2040.

Figure 8 provides the results from the conducted sensitivity
analysis regarding electricity and gas spot market prices and
CapEx and balancing power reserve and energy activation
prices for each re‐purposing technology. As can be seen clearly,
in Figure 8a and b, the input energy carrier for the respective
technology (natural gas for GtP units and electricity for PtG
units) shows a smaller influence on the obtained Return on
Investment (ROI).

In contrast, the output energy carrier (electricity for GtP
units and natural gas for PtG units) of the re‐purposing
technology shows a linear influence on the ROI, as higher
output energy carrier costs result in correspondingly higher
revenues. Similar results are obtained for combined PtG‐GtP
units as they show a combination of the results from the
PtG and the GtP units. The balancing power reserve and

energy activation prices have a linear influence on the ROI.
With increasing prices, also the revenues increase. However,
balancing energy activation prices shows a more negligible
effect than balancing power reserve prices. The highest impact
on the ROI is offered for all the investigated re‐purposing
technologies by CapEx. As lower CapEx significantly in-
creases the ROI, future economic viability of all the re‐
purposing technologies is mainly driven by CapEx reduction
and technological advancement.

2.3 | Operational optimisation of the load
and generation profiles of the Re‐purposing
technologies

To analyse and evaluate the current and future impact of the
considered re‐purposing technologies PtG, GtP, and PtG‐GtP
and their subsequent integration into the energy system, pro-
files that provide economically optimum plant operating
schedules. This operational power plant optimisation depends
on a large number of influencing factors: [87]

� Corresponding day‐ahead market prices for electricity
� Corresponding day‐ahead market prices for fuels (e.g. nat-

ural gas) and CO2 emission allowances
� Technical parameters (minimum/maximum load, maximum

ramp‐up/ramp‐down time etc.)
� Contractual obligations (e.g. supplying contracts for district

heating)
� Corresponding prices for additional participation in the FR

markets for reservation of generation capacity

The general problem definition is shown in Equation (1).
The optimisation problem within this work represents a multi‐
variable Mixed‐Integer Linear Programming problem. The
objective function f(x) maximises profits. Thus, the revenues
(Equation (2)) and costs (Equation (3)) from participating in
the energy and FR markets are included depending on the
corresponding technology. The optimisation examines which
operating point is optimal in the respective time step so that all
balancing power market products can be optimally provided
simultaneously. Thus the highest profits can be achieved
collectively. As a result, the optimisation model also provides
an optimal FR product combination regarding obtained
profits. For the combination PtG‐GtP unit, it is decided within

F I GURE 6 Natural gas price for 2020, 2030,
and 2040 and the gas mixture in the grid (following
[77])
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F I GURE 7 Balancing power price development (a‐c) and balancing energy activation price development (d‐f)

F I GURE 8 Sensitivity analysis on revenues regarding electricity and gas spot market prices as well as CapEx and balancing power reserve and balancing
energy activation prices for (a) Gas‐to‐Power (GtP) units, (b) Power‐to‐Gas (PtG) units, and (c) PtG‐GtP units at the Mellach site

10 - TRAUPMANN ET AL.

 2
5
1
6
8
4
0
1
, 0

, D
o
w

n
lo

ad
ed

 fro
m

 h
ttp

s://ietresearch
.o

n
lin

elib
rary

.w
iley

.co
m

/d
o
i/1

0
.1

0
4
9
/esi2

.1
2
0
8
7
 b

y
 C

o
ch

ran
eA

u
stria, W

iley
 O

n
lin

e L
ib

rary
 o

n
 [0

8
/1

2
/2

0
2

2
]. S

ee th
e T

erm
s an

d
 C

o
n

d
itio

n
s (h

ttp
s://o

n
lin

elib
rary

.w
iley

.co
m

/term
s-an

d
-co

n
d
itio

n
s) o

n
 W

iley
 O

n
lin

e L
ib

rary
 fo

r ru
les o

f u
se; O

A
 articles are g

o
v

ern
ed

 b
y

 th
e ap

p
licab

le C
reativ

e C
o
m

m
o

n
s L

icen
se



the calculation which unit operates within which time step.
However, the objective functions correspond with the
respective objective function of the individual technologies.

max
x

f x1;… ; x6ð Þð Þ ¼max
x

Prof it x1;… ; x6ð Þð Þ

¼max
x

Revenues x1;… ; x6ð Þ − Costs x1ð Þð Þ

ð1Þ

Revenues x1;… ; x6ð Þ ¼ RevenuesEnergyMarket x1ð Þ

þ RevenuesFRR−Market x2;… ; x6ð Þ

ð2Þ

Costs x1ð Þ ¼ CostsEnergyMarket x1ð Þ þOpEx x1ð Þ ð3Þ

The objective function f(x1, … ,x6), as described in Equa-
tion (1), includes the optimisation variables x1… x6 (x1…
double value, x2‐x6… integer values). Each optimisation vari-
able represents the optimised electrical plant power in MW
dispatched at the implemented markets in each time step
(quarter‐hourly values). The dispatch depends on the available
day‐ahead spot market energy prices (electricity pel and gas
prices pgas in €/MWh) as well as Operational Expenditures
(OpEx in €/MW) and prices for the reservation of operating
capacity for positive and negative FR products (pFCR,p, pFCR,n,
paFRR,p, paFRR,n, pmFRR,p and pmFRR,n in €/MWh). The opti-
misation variable x1 represents the dispatch of the plant, which
is determined by the day‐ahead spot market energy prices. The
other optimisation variables represent the amount of reserved
power for the individual FR products. Thus, positive and
negative FCR is described in the optimisation via x2 due to the
symmetry constraint for FCR reservation. In contrast, positive
aFRR is represented by x3, negative aFRR by x4, positive
mFRR by x5, and negative mFRR by x6. Positive and negative
aFRR and mFRR can be bid separately, contrary to FCR, and
are thus not subject to any symmetry constraints. The calcu-
lations also include the conversion efficiencies of the tech-
nologies ηc, PtG, and ηc, GtP to convert between gas and
electricity. The individual components comprising the objective
function are listed in Table 4.

The factor 1.494 in Table 4 describes the added taxes, grid
usage, and metering charges to the energy share considered for
the day‐ahead spot market price said for gas procurement in

the GtP unit [88]. These added costs to the energy share do
not have to be paid for the procurement of electricity for the
PtG units as there is a regulation in place for Austria to omit
these costs for certain plants (among others PtG units) [89].

However, since the operation of the re‐purposing tech-
nology must also fulfil specific requirements, for example,
taking over the original tasks of the CFPP, or is subject to
certain limitations, the optimisation problem is bounded by
constraints. For optimising the operating point on the day‐
ahead energy spot market, these constraints include start‐up
rup and powering‐down rdown ramping rates of the respective
technology, as well as minimal lb (lower bounds) and
maximum operating powers ub (upper bounds). Additionally, a
certain amount of district heat must be supplied to fulfil the
contractual obligations to provide district heating. The district
heating demand of the cities Graz, St. Pölten, and Vienna
modelled using this function is shown in Figure 9.

To model this constraint correctly, the time‐resolved dis-
trict heating demand Qth of the respective supplied nearby city
is estimated via the associated daily mean temperature values
for 2020 [90] and via the corresponding annual district heating
demand by using the SigLinDe‐function [91]. This function
combines the Sigmoid function and linear components used to
create standardised heat load profiles, allowing for a simplified
estimation of time‐resolved heat demand [91].

The primary constraints for the optimisation regarding the
combination of FR products provided for balancing power
reserve are minimum and maximum bid quantities of electrical
power. These constraints for the optimisation are presented in
Table 5. Table 5 Pth designates the thermal power of the
respective technology and Pel the corresponding electrical
power.

While there is a maximum bid restriction of 25 MW for
FCR and mFRR, aFRR can be offered without any upper limit.
However, the minimum bid quantity is 1 MW for FCR and
mFRR products and 5 MW for aFRR products. Trading is only
allowed in whole MW increments. Therefore the FR variables
(x2, …, x6) represent integer values. In addition, regular
dispatch operation (x1) plus FR products (x2, …, x6) must not
exceed or fall below the maximum and minimum technological
power limits (lb and ub). Since the optimisation is performed
in quarter‐hour time steps, it must also be ensured that the FR
products are constant over 4 h (corresponds to 16 quarter‐
hour values), as provided for this time (cf. chapter 2.2).

The PtG and GtP units are primarily dispatched for
participation at the energy spot markets when there is a district
heating demand, as this constraint must be strictly fulfilled.
Regarding their use for control reserve, the prices of the
respective FR product and the capacity still available after spot
market participation are relevant for dispatch at the FR reserve
market. The actual dispatch time of the different units at each
market is the result of the optimisation and is presented in
detail in the discussion.

Based on the optimisation problem described above,
optimised operating profiles for the re‐purposing technologies
considered in this work can be generated for each site and
scenario. These are then integrated into the MES load flow

TABLE 4 Components of the objective function for each considered
technology

Objective function component PtG GtP

Revenues (€) RevenuesEnergyMarket pgas ⋅ ηc;PtG ⋅ x1 pel ⋅ x1

RevenuesFR Market x2 ⋅ pFCR;p þ x2 ⋅ pFCR;n þ x3 ⋅

paFRR;p þ x4 ⋅ paFRR;n þ x5 ⋅

pmFRR;p þ x6 ⋅ pmFRR;n

Costs (€) CostsEnergyMarket pel ⋅ x1
pgas⋅1:494⋅x1

ηc;GtP

OpEx OpExPtG ⋅ x1 OpExGtP ⋅ x1

Abbreviations: GtP, Gas‐to‐Power; PtG, Power‐to‐Gas.
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simulation framework “HyFlow” to assess the impact of these
sector coupling technologies as re‐purposing options on the
Austrian energy grids.

2.4 | HyFlow–multi‐energy system load flow
simulation framework

Grid calculations must be performed to assess the impact of
integrating re‐purposing technologies for CFPPs into existing
energy systems. Since this work focuses on sector coupling
technologies as re‐purposing options for CFPPs, a load flow
simulation framework that can incorporate different energy
carrier grids and their interactions is required. Therefore, this
work uses the MES simulation framework HyFlow, developed
by the Chair of Energy Network Technology. An exemplary
structure of HyFlow is provided in Figure 10.

HyFlow is a modular and generic modelling and simulation
framework that includes all grid‐bound energy carrier grids
(electricity, district heating, and natural gas grid) [92]. In this
work, for each considered energy carrier, a specific grid model
has to be developed [93, 94] based on a cellular approach. This
approach provides a spatial structure of the incorporated grids
by dividing them into energy cells [94]. Since the representation
of the grids within HyFlow allows for considering different
voltage, pressure and/or temperature levels, several grid levels
account for this complexity. A transfer between grid levels is
accomplished via a virtual Slack‐node by which the aggregated

power values of all lower‐level cells are transferred to the
higher‐level grid. [95] Each cell is represented by one cell node
in the cell centre [94]. In this work, the central cell nodes are
represented by the 110 kV high voltage power grid substations.
The area of a cell results from increasing concentric circles
originating from this substation until it meets the concentric
circle of a neighbouring substation [96]. The other energy
carriers (natural gas and heat) follow this cell division. How-
ever, a MES grid connection (grid node) is only available if
there is also a grid structure within that specific cell. Thus, their
cell centres allow various sector coupling technologies to be
implemented to enable energy transfer across energy carriers.

HyFlow primarily aims to identify the influence of trends
on the Austrian energy grids. Thus, a georeferenced model of
the Austrian power, natural gas, and district heating grid is
implemented and utilised for the calculations [95, 97]. To
define the boundaries to the connected grids in neighbouring
countries, cross‐border lines are connected to a Slack‐node
[97]. This Slack‐node represents differential load flows to
these countries as imported or exported power [97]. A more
detailed description of the HyFlow model of the Austrian grids
and their boundaries can be found in [93, 95, 97]. The electrical
model of the APG includes the 380 kV, the 220 kV, and the
110 kV grid.

In contrast, the natural gas grid comprises long‐distance
pipelines and distribution pipelines for grid levels 1 and 2. A
qualitative representation of the power and natural gas grids
within HyFlow can be seen in Figure 11. There is no

F I GURE 9 Modelled daily heat demand
for the supply of district heating in Graz, St.
Pölten, and Vienna

TABLE 5 Optimisation constraints for the operating profiles of the re‐purposing technologies

Constraint PtG GtP

Energy market Start‐up/power‐down ramp −rdown;PtG ≤ x1;k − x1;k−1 ≤ rup;PtG −rdown;GtP ≤ x1;k − x1;k−1 ≤ rup;GtP

Lower and upper bounds lbPtG ≤ x1;k ≤ ubPtG lbGtP ≤ x1;k ≤ ubGtP

District heat supply Pth;PtG ⋅ 0:25 ⋅

P

k

x1;k
Pel

¼Qth Pth;GtP ⋅ 0:25 ⋅

P

k

x1;k
Pel

¼Qth

FR market Lower and upper bounds +/− FCR 1 ≤ x2 ≤ 25

Lower and upper bounds +/− aFRR 5 ≤ x3; x4 ≤ ubPtG 5 ≤ x3; x4 ≤ ubGtP

Lower and upper bounds +/− mFRR 1 ≤ x5; x6 ≤ 25

Constant power reserve 4 h
P16

k¼1

x2;…;6; k
x2; …; 6

¼ x2; …; 6

Sum constraint positive FR products lbPtG ≤ x1 þ x2 þ x3 þ x5 ≤ ubPtG lbGtP ≤ x1 þ x2 þ x3 þ x5 ≤ ubGtP

Sum constraint negative FR products lbPtG ≤ x1 þ x2 þ x4 þ x6 ≤ ubPtG lbGtP ≤ x1 þ x2 þ x4 þ x6 ≤ ubGtP

Abbreviations: GtP, Gas‐to‐Power; PtG, Power‐to‐Gas.
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georeferenced model for the district heating grid. However, the
model was implemented in HyFlow, according to ref. [98].

The load and generation data for the calculations of this
work consider 2020 as the base line for future developments of
2030 and 2040. Thus, the used data already included in HyFlow
assumed expansion plans for volatile RES (wind and PV po-
wer), EV, as well as heat pumps (HP) (cf. Table 6). Using this
MES load flow tool Hyflow, the aim is to analyse the obtained
load flows, particularly for the power grid, and to evaluate
whether, where, and to what extent overloads occur.

The local distribution of RES expansion is assumed ac-
cording to Sejkora et al. (2020) [105]. In general, it can be
stated that the expansion of wind focuses primarily on the east
of Austria. In the west, mainly hydropower is expanded, and
PV and biomass can be assumed to be equally distributed over
Austria [105].

3 | RESULTS

This chapter will first show the optimised profiles of the three
different re‐purposing technologies. Then, the simulation re-
sults from HyFlow showing the resulting load flows in the
Austrian energy system when integrating these re‐purposing
technologies with their optimised operating profiles are

presented. For the HyFlow calculations, selected scenarios
were analysed. An overview of the performed scenarios can be
found in Table 7. Additionally, reference scenarios are calcu-
lated for each year, representing scenarios with new CFPP sites
and, therefore, no implemented re‐purposing options. The
2020 scenario can be regarded as a representation of the cur-
rent Austrian energy system.

3.1 | Optimised operating profiles for the
coal‐fired power plants sites in Austria

Regarding the operational optimisation, a large set of results for
each investigated scenario (2020, 2030, 2040) and each

F I GURE 1 0 Exemplary representation of the
cellular approach within HyFlow, including the
considered energy carrier grids

F I GURE 1 1 Incorporated Austrian
power and natural gas grids in HyFlow [56, 99,
100].

TABLE 6 Assumptions for the HyFlow calculations for each scenario
[101–104]

2020 2030 2040

Heat pump share (%) 2 9 13

Electric vehicle share (%) 1 32 56

PV share (%) 5 7 10

Wind share (%) 14 18 21
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technology (PtG, GtP, PtG‐GtP) and site are obtained (18
different optimised load profiles, each with individual annual
profits and full load hours). Therefore, this chapter presents the
optimised operating profiles for one site (Mellach) and one
scenario (2030) for each re‐purposing technology. However,
there will be a comparison of all the results regarding profits. For

the optimisation, the input parameters of the Austrian CFPP
sites (Table 1), the re‐purposing technologies (Table 2 and Ta-
ble 3), and the temporally resolved spot‐market prices for
electricity, gas as well as balancing power reserve and balancing
energy activation (chapter 2.2) are considered. Using these input
parameters together with the optimisation model presented in
chapter 2.3, the optimised plant dispatch on the day‐ahead spot
market (x1), as well as the optimal composition of the products
for balancing power reserve (x2,…, x6), are obtained. The
optimisation results for each optimisation variable x1, …, x6 are
presented in Figure 12, using the Mellach site.

For the GtP unit, the optimised operation results in
1128.4 h full load hours for the year 2030, while at the
Dürnrohr site, 876 h, and the Simmering site, 1395.75 h of full
load hours are achieved. If the PtG technology is considered a
re‐purposing technology in 2030, then 2190 h of full load
hours are attained at each site. For the combined PtG‐GtP
unit, cumulative full load hours of 2181.1 h (PtG: 2038.5 h,

TABLE 7 Performed calculations within HyFlow using the optimised
profiles for the re‐purposing technologies

Re‐purposing technology 2020 2030 2040

Reference (x) (x) (x)

GtP (x) (x) (x)

PtG (x)

PtG‐GtP (x)

Abbreviations: GtP, Gas‐to‐Power; PtG, Power‐to‐Gas.

F I GURE 1 2 Results for each optimisation variable for the Mellach site in scenario 2030 with (a) a Gas‐to‐Power (GtP) unit, (b) a Power‐to‐Gas (PtG) unit,
and (c) a combination PtG‐GtP unit
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GtP: 142.6 h) at the Mellach site, 2170.6 h (PtG: 2038.5 h, GtP:
132.1 h) at the Dürnrohr site and 2188.3 h (PtG: 2038.5 h,
GtP: 149.8 h) at the Simmering site can be achieved under the
conditions and assumptions specified for the calculations in
this work (see chapter 2.1).

Based on the optimised electrical operating profile of the
respective plant, the activated balancing energy is added to the
optimised operational profile resulting in an overall electrical
activation profile. This is achieved by using the activation times
in 2020 [81]. These electrical activation profiles and the
respective gas demand and heat delivery profiles are shown in
Figure 13 for the PtG, GtP, and PtG‐GtP at the Mellach site
for the 2030 scenario. The conversion between the energy
carrier profiles is based on the assumed conversion efficiencies
(between electricity and gas) and heat generation efficiencies
(cf. Table 2 and Table 3). However, as the impact of the profit‐

optimised operation of the re‐purposing technologies is ana-
lysed in HyFlow and since the deployment of balancing energy
activation is evaluated in advance so that no line or node
overloads occur, only the energy carrier profiles without acti-
vations are considered in HyFlow.

Since Figure 13c depicts the combined PtG and GtP unit,
negative values represent the operation of the PtG unit, while
positive values represent the operation of the GtP unit.

To enable a comparison between the sites, Figure 14 shows
the revenues of each technology for all three sites in the 2030
scenario. With a GtP unit replacing the original CFPP in its
electrical power output, total revenues of €80.80 million at
Mellach (€18.32 million from the electricity spot market,
€21.89 million balancing power reserve, and €40.59 million
balancing energy activation), €86.15 million at Dürnrohr
(€19.18 million from electricity spot market, €26.38 million

F I GURE 1 3 Results of the individual optimised energy carrier profiles for electricity, natural gas, and heat
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balancing power reserve and €40.59 million balancing energy
activation) and €152.58 million at Simmering (€70.17 million
from electricity spot market, €41.85 million balancing power
reserve and €40.59 million balancing energy activation) can be
achieved. While the revenues of the two smaller plant sites
(Mellach, Dürnrohr) are mainly obtained by balancing energy
activation, the larger plant site Simmering receives most of its
revenues from the sale of electricity on the electricity spot
market.

The revenues from PtG units replacing the original CFPPs
in the 2030 scenario correspond to €33.73 million (€30.03
million from the natural gas spot market, €3.69 million from
balancing power reserve, and €0.01 million from balancing
energy activation) for Mellach, €48.05 million (€42.97 million
from the natural gas spot market, €5.07 million from balancing
power reserve and €0.01 million from balancing energy acti-
vation) for Dürnrohr and €103.16 million (€92.77 million from
natural gas spot market, €10.38 million balancing power
reserve and €0.01 million from balancing energy activation) for
Simmering. While most of the revenues are obtained from
arbitrage activities on the natural gas spot market in the case of
the PtG unit, some are obtained from balancing power reserve
and only minimal revenues from balancing energy activation.

If the PtG‐GtP combined unit is used as a re‐purposing
technology in 2030 to replace the original CFPPs, total reve-
nues of €42.97 million for Mellach (€5.21 million in the elec-
tricity spot market, €27.89 million in the natural gas spot
market, €7.14 million for balancing power reserve, and €2.73
million for balancing energy activation) can be obtained. For
Dürnrohr, total revenues for PtG‐GtP technology in this
scenario amount to €58.83 million (€6.79 million in the elec-
tricity spot market, €39.91 million in the natural gas spot
market, €9.40 million for balancing power reserve, and €2.73
million for balancing energy activation) and €123.24 million for
Simmering (€17.04 million in the electricity spot market,
€86.17 million in the natural gas spot market, €17.30 million
for balancing power reserve, and €2.73 million for balancing
energy activation). Thus, the highest revenues can be obtained
in total using the combined unit.

To comply with market‐rules, marginal costs were calcu-
lated. Thus, only energy costs (natural gas for the GtP unit

and electricity for the PtG unit respectively) and OpEx are
included in the objective function of the optimisation.
However, the CapEx is included in the ROI calculations and,
thus, the total profits obtained. When achieving an ROI of 1
(payback period), the entire CapEx of the re‐purposing unit
has already been recouped by the profits. For a GtP unit, this
is already the case after approximately 2–5 years. For a PtG
unit, the payback period for unit acquisition in 2020 is over
15 years. Therefore, technological advancement in the next
few years is crucial to shortening the payback period. How-
ever, with the assumed PtG technology developments (cf.
Table 2), the payback period can be reduced to less than 10
years for the acquisition of a PtG unit in 2030 and 2040
respectively. A similar situation applies to the combined PtG‐

GtP unit. However, since very high profits are generated
from the sale of electricity and natural gas, the payback time
to reach an ROI of 1 is about 13 years for unit acquisition in
2020. Also, future technological developments until 2030 will
reduce this time to less than 10 years for the combined
technology. Due to the assumed developments regarding
balancing power and energy prices, revenues from balancing
power reserve and balancing energy activation regarding
negative FR products will become smaller in the future. The
ROI for all three re‐purposing technologies at the Mellach
site for 2020, 2030, and 2040 scenarios are depicted in
Figure 15.

The production of SNG in the methanisation for the PtG
and the combined PtG‐GtP unit requires a corresponding CO2
mass flow, as shown for each site in Figure 16. This work as-
sumes that sufficient CO2 sources are available in the vicinity
of the respective site, which is also coarsely investigated. For
this purpose, neighbouring industries or smaller biogas plants
can serve as CO2 sources. The information regarding the
available CO2 from industry was taken from the individual
sustainability reports [106–113] of the industrial sites nearby.
For this work, it is also assumed that the 2020 CO2 mass flows
are still available in 2030 and 2040. However, alternatively, a
direct air capture (DAC) unit can be installed at each site.
However, these DAC units require additional electricity and
heat demand and provide comparatively small amounts of CO2
due to the air composition. As an advantage, the DAC unit

F I GURE 1 4 Revenues for each site in the 2030 scenario on the electricity and natural gas spot market as well as for balancing power reserve and balancing
energy activation for (a) the Gas‐to‐Power (GtP) unit, (b) the Power‐to‐Gas (PtG) unit, and (c) the PtG‐GtP unit
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could provide CO2 independent from the scheduling of in-
dustrial processes [114].

Close to the Mellach site is a cement plant (approx. 25 km)
and a steel and rolling mill (also approx. 25 km), which could
provide the necessary amount of CO2. Close to the Dürnrohr
site are a chemical industry site and a bioethanol plant (approx.
3 km), which could provide the required CO2. For the
Simmering site, a nearby refinery and a polyolefin production
plant (approx. 8 km) could provide the necessary CO2. For
better visualisation of the nearby industry and surrounding
biogas plants (30 km radius), a georeferenced representation of
the Austrian CFPP sites and their surroundings is depicted in
Figure 3.

3.2 | Load flows within the Austrian energy
grids

A large number of results are also obtained from the load flow
calculations, which is why the results are presented in an
aggregated form. The average line overloads, the number of
congested lines, and the number of time steps in which con-
gestions occur are considered for this analysis. In addition,
power imports and exports across Austrian borders to neigh-
bouring countries are considered. From the set of scenarios
shown in Table 7, detailed individual results are again depicted
for 2030. According to the assumed expansion rates for RES,
EVs, and HPs (cf. Chapter 2.4) in the grid, both the number of
congested lines and the number of time steps in which over-
loads occur increase over time (Figure 17).

While in 2020, only two lines are congested at specific
points, in 2030, there are 10, and in 2040 11 lines are con-
gested. As can also be seen in Figure 17, the number of
overloaded lines depends on the re‐purposing technologies
used. It, therefore, equals the number of congested lines in the
reference scenarios.

In contrast, the number of time steps in which overloads
occur and, therefore, the congestion duration corresponds to
the re‐purposing technology. Figure 17b shows that in 2020 an
overload time of 9.5 h with congestions occurring for both the
reference scenario without re‐purposing and the GtP‐scenario.
In the 2030 and 2040 GtP scenarios, the number of time steps
with overloads increases compared to the reference scenario.
This results in a congestion duration of 133 h in 2030 (refer-
ence scenario 120 h) and 119 h in 2040 (reference scenario
125 h). However, the PtG units in the individual and combined
plant in the 2040 scenario lower this number compared to the
reference scenario to about 111 h of overloads.

Examining the average level of congestion in the lines
(Figure 18), the overload extent decreases over the considered
scenarios, although the congestion frequency (lines and time
steps, cf. Figure 17) increases. For the overload extent again, a
slight dependence on the re‐purposing technologies can be
seen in the 2040 scenario. In all scenarios, the average line
overloads are very low and vary only within a range of 1%–2%
overload, as illustrated in Figure 18. A spatial allocation of the
overloaded lines in the 2030 GtP scenario can be taken from
Figure 19.

The highest and most frequent overloads are in the marked
area, which is located in the Austrian capital Vienna, where

F I GURE 1 6 (a) CO2 mass flows for the operation of the Power‐to‐Gas (PtG) unit as well as the PtG‐Gas‐to‐Power unit at the corresponding site and
(b) possible CO2 mass flow provision by nearby industry (according to [106–113])

F I GURE 1 5 Return on investment (ROI) of each technology for the three scenarios 2020, 2030, and 2040 at the Mellach site
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consumption is correspondingly high. Otherwise, there are less
congested 220 kV transmission lines, while there are no
overloads in the 380 kV grid. These overloads result from the
RES expansion and its regional differences (e.g. the wind is
expanded primarily in the east of Austria).

Since the integrated, optimised operating profiles include
balancing power activated in Austria, additional import and
export in and out of Austria are presented in Figure 20. Due to
the high RES expansion, net exports increase over the three
scenarios for all re‐purposing technologies from almost 13
TWh in 2020 to about 34 TWh in 2030 and about 35 TWh in
2040. Net imports also generally increase due to additional
demand for EVs and HPs and local generation unavailability.
These imports are 6.67 GWh for 2020, 15.37 GWh for 2030,
and 16.10 GWh in 2040 each in the reference scenario. As
illustrated in Figure 20, neither exports nor imports are
significantly influenced by the re‐purposing technologies at the
CFPP sites. Exports vary by an increase or decrease of 20–30
GWh. Imports decreased most between the reference and GtP
scenarios in 2020 (by 680 GWh). Only for the PtG and the
PtG‐GtP unit integration scenarios, there is an increase in
imports by 90 GWh due to higher electricity demand resulting
from the PtG operation.

Concerning nodal stress, neither the acceptable voltage
band's upper limit nor the lower limit (0.9–1.1 per unit) is
violated at this maximum‐voltage level.

4 | DISCUSSION

With the chosen optimisation approach, which considers
arbitrage activities on the energy spot market and selling
balancing power reserve on the FR market, the full load hours
of the plants are below 2200 h per year. This suggests that a
high share of the plant capacity is allocated to balancing power
reserve as a result of the operational optimisation (cf.
Figure 12). Within the scope of the work, these two objectives
(operation for participation on the energy spot market and
balancing power reserve at the FR market) were optimised first
consecutively with two separate objective functions and then
with one combined objective function to enable a comparison
and to account for the first research question. For this purpose,
the operating profile of the re‐purposing technologies at the
individual sites was optimised for participation in the energy
spot market first, for which the units were almost always
operated at their maximum power. Based on this, the balancing
power reserve was then optimised. However, due to the pri-
marily high power being dispatched at the spot markets, only a
small capacity was available for balancing power reserve. Thus,
usually, there were no combinations of different FR products,
but the product with the highest bid price was used for bidding
on the FR market in optimised operation. The comparison,
thus, showed that the maximum profits are only achieved if the
two markets are optimised together using a combined multi‐
variable objective function of maximising both profits from
spot market wholesale (electricity or natural gas) and balancing
power reserve products.

The optimisation results (cf. Figure 12) show that the
maximum profits are obtained when most of the available plant
capacity is used for balance power reserve. Electricity or nat-
ural gas sales on the arbitrage spot market primarily occur in
those time steps where district heating demand specified in the
agreed upon supply contracts has to be provided. In these

F I GURE 1 7 MES load flow simulation results from HyFlow: (a) Number of congested lines and (b) number of time steps in which congestions occur for
the 380/220 kV grid

F I GURE 1 8 MES load flow simulation results from HyFlow: Average
line congestions in the 380/220 kV grid
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cases, two earning streams are available: electricity/natural gas
and district heating. This result is obtained since the “pay‐as‐
bid” market (balancing power reserve) tends to have higher
prices for remuneration of balancing power than the “pay‐as‐
cleared” electricity spot market. In the “pay‐as‐cleared” mar-
ket, all power plants allocated for electricity generation to meet
the demand are reimbursed at the same price. The remunera-
tion for balancing power reserve is based on individual bids.
Electricity spot market prices and gas spot market prices
currently and in the assumed future price developments are
close to each other. However, the revenues generated from gas
sales are usually higher than those from electricity sales. The
impact of these developments (cf. second research question) is
that PtG units are preferred in the optimisation model, which
mainly influences the combined PtG‐GtP units. For these
units, it is favourable in about 93% of the time steps to operate
the PtG unit instead of the GtP unit, thus, obtaining larger
profits from the gas spot market than electricity sales.

The economic benefit of the re‐purposing technologies is
discussed based on the obtained revenues and thus answers the
third research question. The revenues from electricity sales

vary between 11%–57%. At the same time, larger shares are
obtained for GtP units at larger sites (e.g. Simmering), and
smaller shares are obtained for the combined PtG‐GtP units at
smaller sites (e.g. Mellach). The high shares are found in the
2020 scenario as the spread between electricity and natural gas
prices is most significant. Natural gas revenues have a high
percentage of the total revenues due to the assumed price
developments and lie between 53%–100%. Again, higher
shares are present in the single PtG units, lower shares are
found in the combined PtG‐GtP units, while plant size has no
influence. The revenues from the balancing power reserve of
the re‐purposing technologies are between 4%–27% of the
total revenues. The higher shares are predominantly found for
the GtP units in the 2030 scenario, as positive FR products are
highly priced in the assumed future developments. The lower
shares of balancing power reserve revenues are found in the
combined PtG‐GtP units due to the assumed future de-
velopments of negative FR products. In general, larger sites
have a smaller share of balancing power reserve revenues as
they produce larger amounts of energy for arbitrage activities
on the energy spot markets resulting in higher electricity/

F I GURE 1 9 MES load flow simulation results from HyFlow: Location of average highest and most frequent line congestions for the 2030 Gas‐to‐Power
(GtP) scenario for the Austrian transmission (TG) and distribution grids (DG)

F I GURE 2 0 MES load flow simulation results
from HyFlow: Export and import balance
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natural gas revenues. Considering the assumed developments
for FR prices, specific trends can be deducted regarding which
technologies are best suited to provide which FR products:

GtP units: The GtP units in the scenarios considered in
this work provide mainly positive aFRR power (meaning, in
case of activation, the units have to increase their power
output). Nevertheless, all other FR products are also offered for
positive and negative balancing power reserve. Frequency
Containment Reserve is provided by the GtP unit primarily
during the winter months. During these periods, regular oper-
ation is at a higher level due to increased heat demand and, thus,
the requirement to fulfil the heat supply contract. This increases
the frequency regulation band for FCR provision of the unit,
which is bound to a symmetry condition; thus, a larger amount
of FCR can be bid. Thus, balancing energy activation revenues
are up to 50% for larger sites and up to 35% for smaller sites.

PtG units: In contrast, in optimised operation, PtG units
provide primarily a combination of negative aFRR and nega-
tive mFRR power. The PtG units cannot provide FCR and
positive FR products under the assumptions made for this
work (cf. Table 2). Compared to the GtP units, it is more
difficult for the PtG unit to provide positive FR power, as this
would mean a reduction in electrical power procured from the
grid. Since the PtG unit is also operated at a low power input
representing a band profile (cf. Figure 12b), just enough to
cover the heat demand, a power reduction is not possible due
to the lower bounds' restriction in the optimisation model.
Therefore, FCR cannot be bid as it is impossible to provide a
symmetrical FCR frequency regulation band. Thus, balancing
energy activation revenues are below 1% of total revenues for
PtG units.

PtG‐GtP units: Most of the time, the operation of the
PtG unit is more profitable; similar FR products are provided
for the single PtG unit. Since there are some time steps in
which the GtP unit is operated, positive FR products are also
bid, including symmetrical FCR. Therefore, balancing energy
activation revenues are between 4%–7% for smaller sites and
1%–3% for larger sites. That lower shares of balancing energy
activation revenues are found in larger sites is again due to
higher revenue generation from arbitrage activities on the en-
ergy spot markets. Additionally, the share of the revenue from
natural gas sales increases over time, resulting in even more
future deployment times for the PtG units.

The low shares of balancing energy activation revenues in
the single PtG units and the combined PtG‐GtP units result
from the activation profile used, representing the activation
times that occurred in 2020. Therefore, depending on the time,
amount, and FR activation product, single PtG and combined
PtG‐GtP units can activate more balancing energy and thus
contribute to frequency stability within the grid, particularly in
situations with excess energy generation. In 2030 and 2040, the
activation times for balancing energy and corresponding FR
products are highly likely to change. Therefore, the potential of
these re‐purposing technologies for balancing energy activa-
tion may also increase significantly. However, as activation time
points and respective FR product activations are also highly
uncertain, the 2020 activation was used to provide an example

under known circumstances. To account for this uncertainty,
this work randomly varied the activation times and quantities
of the real activation profile from 2020 and recalculated the
corresponding revenues. This shows that the share of activa-
tion revenues in 2030 and 2040 for the PtG and PtG‐GtP units
is not significantly higher than the assumed 2020 profile. This
is because the assumed price developments for balancing po-
wer reserve and balancing energy activation result in low prices
for negative FR products, according to Spieker et al. [85]. If the
price developments for negative FR products result in higher
prices, the revenues also increase significantly. Thus, activation
times and quantities have little impact on balancing energy
activation revenues; a more substantial influence comes from
corresponding price developments.

While the GtP units are fastest in reaching their payback
period, the highest revenues can be achieved in total due to
high balancing power reserve and balancing energy activation
shares. In contrast, PtG units obtain higher revenue shares
from natural gas sales but only minimal shares from balancing
power reserve or balancing energy activation, leading to
extended payback periods. What has not yet been considered
within the ROI calculations is that certain unit components can
be re‐used at the sites in case of re‐purposing. However, if such
re‐use is possible, these cost savings due to available compo-
nents strongly depend on unit lifetime and maintenance and
are site‐specific. Nevertheless, these components do not have
to be purchased again and reduce the investment costs and,
thus, the duration of the payback period. As a result, re‐
purposing can prevent stranded assets and reduce the ROI
of new plants and contribute to their profitability.

4.1 | Load flow investigations

As mentioned before, this work uses the Austrian maximum‐

and high‐voltage grids as a case study to analyse the grid
impact of re‐purposing. However, the results obtained are valid
within the ENTSO‐E system and contribute to other regions.
From the load flow simulations of the respective re‐purposing
scenarios and the comparison with the reference scenarios, it
becomes clear that overloads occur due to the high RES
expansion and increased EV and HP integration. Although
these overloads cannot be entirely compensated by integrating
certain re‐purposing technologies at the former CFPP sites, the
duration or the number of time steps with congestions can be
reduced. Regarding the duration of these overloads, the PtG
and PtG‐GtP units can contribute to the reduction.

In contrast, the GtP units with energy spot markets and
balancing power market optimised operation increase these
congestions. In this context, the PtG and PtG‐GtP units offer
the potential for temporal flexibilisation, thus relieving the grid
locally. However, since there are only three sites investigated
and the re‐purposing technologies are only operated at low
power capacity due to the combined optimisation of the energy
spot market and balancing power market (cf. Figure 12), their
impact on the grids is only small for the scenarios considered
in this paper (cf. research question four).
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While greater congestions occur in high‐demand regions,
there are some additional lower congestions in some trans-
mission lines in Austria. These overloads from Figure 19 in
individual transmission lines of the 220 kV grid arise due to the
RES expansion assumed in HyFlow. Local flexibility measures
must be used to compensate for these overloads, which cannot
be entirely compensated for with the re‐purposing technolo-
gies at the fixed site locations of the CFPPs in Austria. The
import and export balances show that only a minor influence
of the re‐purposing technologies is seen compared to the
reference scenarios. This small influence is because, compared
to the import and export volumes, the relatively small CFPPs
only contribute small volumes. Decisive for the developments
of these balances are mainly the expansion of RES and modern
loads (EV and HP).

Additionally, as the MES load flow simulation framework
HyFlow is still under development, it is impossible to consider
loop flows. Such loop flows occur due to flows caused by
electricity trading within one bidding zone that impact other
bidding zones. Therefore, including loop flows in the model
would lead to different results.

5 | CONCLUSIONS AND OUTLOOK

Re‐purposing is essential to advance the coal phase‐out and
help to avoid the stranding of assets. Early identification of re‐
purposing potentials enables resource‐efficient handling of
existing assets and extensive re‐use of the sites and their
infrastructures.

However, re‐purposing technologies must also be appro-
priately chosen to perform tasks of the previous CFPP sites or
fulfil still‐existing delivery contracts. From an economic point
of view, the operation based on both the energy spot market
and FR market‐oriented operation allows for obtaining sub-
stantial revenues. Therefore, both markets were considered in
the objective function of the operational optimisation per-
formed in this work. As a result, optimising the operation of
re‐purposing profiles using a combined objective function al-
lows higher profits than using two objective functions for
energy spot and FR markets. However, the combined opera-
tional optimisation for both markets requires a large plant
capacity to be allocated to balancing power reserve. Under
regular operation, which covers heat demands and represents
the activities on the spot markets, this additional capacity is
unused. As a result, if all plants were operated this way, the
total installed capacity in the energy system would need to be
substantially increased.

Due to the assumed price developments of electricity and
gas until 2040, sector coupling technologies generating natural
gas profits (e.g. PtG or PtG‐GtP) are preferred in operational
optimisation. However, as GtP units allow for the provision of
positive balancing products, which are more expensive than
negative balancing reserve products (provided primarily by PtG
units), higher revenues are achieved by the GtP units.
Depending on the year in which the unit is purchased, pay‐off
periods are between two (2040) and five (2020) years for the

GtP units, while PtG units only pay off after at least 7 years
(2040). While the combined PtG‐GtP units obtain the highest
revenues, as the technology leading to the highest profits in each
time step is chosen, their pay‐off periods are the largest (over 10
years for purchase in 2040). This is due to the significantly higher
CapEx as both PtG and GtP units have to be purchased.
Therefore, based on the assumptions of this study, GtP units are
preferable, in particular, since positive balancing power reserve
prices are assumed to increase in the future. For profitable PtG
units, further incentives or subsidies must be created, or effi-
ciency enhancements must be achieved to make them more
economical and attractive. Additionally, the steam turbine of the
CCGT is a back‐pressure thermal power unit since this work
assumes a linear optimisation. Further work should also include
the possibility of a steam extraction turbine, which considers a
variable power coefficient via a non‐linear optimisation, thereby
increasing the unit's feasibility range.

In the context of re‐purposing CFPP, there also needs to
be more accurate assessments of what contribution in terms of
investment cost savings the available assets at CFPP sites can
provide. As some still functioning assets can be re‐used, CapEx
would be reduced since they do not have to be purchased again
for the re‐purposing technologies. As presented in the sensi-
tivity analysis (cf. Figure 8), a reduction of CapEx would have
the largest influence on increasing the ROI. However, such an
assessment can only provide conclusive results for a specific
site which demands knowledge of the remaining lifetime of
each considered component. Therefore, this assessment is very
time and data‐intensive and cannot adequately provide a gen-
eral estimate for other sites. However, concrete sites should be
used to generate case studies that similar sites can adhere to.
These assessments may also contribute to a more profitable
operation of the PtG units, as it may lower investment costs by
re‐using the water treatment plant, the available area, the grid
connections, and the personnel at the site, among others. Also,
the GtP units may be able to re‐use some components, such as
the emission control system, personnel, and grid connections.
However, the conversion from a coal CHP to a CCGT plant is
relatively costly and complex compared to re‐purposing using a
PtG unit.

From a grid perspective, the market‐oriented optimised
operating profiles tend to show positive effects on mitigating
overloads. However, GtP units slightly exacerbate the duration
of the overloads, whereas the individual PtG and combined
PtG‐GtP units serve as temporal flexibility options to reduce
grid strains. For this effect to be enhanced, the unit operation of
the re‐purposing technologies should not be optimised using a
market‐oriented approach. Still, it should adapt its operation to
the volatile generation situation in the grid. This shows signif-
icant potential for reducing durations of congestion. In addi-
tion, to better support the grid, the CFPP sites should be
equipped with sustainable technologies and other power plant
sites. This could provide spatial flexibility and thus reduce the
number of congested lines within the grid. As the Austrian
CFPP sites tend to be located in the east of Austria and can
therefore provide only local or regional compensation, the ef-
fect of reducing the number of congested lines cannot be
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accomplished. Additionally, although the results from the
Austrian case study of this work can be transferred to other
ENTSO‐E grids, detailed analysis for different connected zones
as the ENTSO‐E grid area might be necessary to evaluate sector
coupling technologies for re‐purposing CFPP adequately.

Since there are other re‐purposing technologies, as
mentioned in the introduction, these should also be considered
as possible options for a comprehensive analysis of re‐
purposing. Increasingly, site‐specific data, such as wind po-
tentials in the respective region or main tasks of the original
CFPP (e.g. grid stability support tasks), should also be
considered so that specific re‐purposing options can be iden-
tified in advance as reasonable. Then grid calculations should
be conducted to determine the effect on the energy system.
Based on the results of these analyses, the re‐purposing strat-
egy at the respective site should be selected.
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