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1 INTRODUCTION 
According to the European Commission, 93 per cent of Europeans consider climate change a 
severe problem. The same percentage of Europeans has taken at least one action to tackle 
this problem. An overwhelming majority of 79 per cent of Europeans agree that action on 
climate change will lead to innovation. Beside others, this broad support encouraged the 
European Commission to aim for the European Green Deal. The Green Deal aims to achieve a 
climate-neutral European Union (EU) by 2050 and addresses each economic sector (energy, 
buildings, industry, mobility). Clean products and technologies, as well as a reduction of 
pollution and social support to ensure a just transition should improve the well-being of 
European people [1, 2]. As an interim target toward a climate-neutral EU, the European 
Commission published the “Fit for 55” target to strengthen the EU’s global leadership by 
action and example. “Fit for 55” aims to reduce net emissions by at least 55 per cent by 2030, 
based on emissions from the year 1990 [3]. 

As a member of the European Union, the current Austrian government has set an even more 
ambitious target than the European Green Deal, aiming to achieve climate neutrality by 2040. 
This should be achieved by e.g. efficiency measures, phase-out of fossil energy sources and 
expansion of renewable energy sources (RES). By 2030, RES should be expanded by 27 TWh 
to achieve a 100 per cent electricity generation from RES, net balanced over one year. The 
scheduled addition of each RES is displayed in Table 1. The year 2018 is selected as the 
reference year since the Austrian climate and energy strategy #mission2030 was implemented 
this year [4, 5]. In the EU, Austria achieves a RES share of 73 per cent of Austria’s gross 
electricity consumption already today, compared to 32 per cent of the EU’s average. In 
contrast, RES cover 33 per cent of Austria’s gross final energy consumption. Therefore, aside 
from achieving #mission2030 targets, further measures such as energy system restructuring, 
energy efficiency or saving measures are essential to achieve climate neutrality by 2040 [6]. 

Table 1: Electricity generation from RES in 2018 and additions until 2030 [4, 7] 

RES Generation 2018 RES expansion until 2030 

Hydro 37.6 TWh + 5 TWh 

Wind 6.0 TWh + 10 TWh 

Photovoltaics 1.5 TWh + 11 TWh 

Biomass 4.9 TWh + 1 TWh 

Total 50 TWh + 27 TWh 

Several studies, such as [8–12], deal with Austria’s technical, reduced technical and economic-
technical RES potential. A wide range of individual RES potentials is determined depending on 
the methodology, considered technology, and potential competition between technologies 
(e.g. solar thermal vs photovoltaics vs biomass for currently unused land). Sejkora et al. 
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provide an overview of Austria’s technical RES potentials, spatially resolved for each district, 
displayed in Figure 1. It can be seen that RES potentials vary in both quantity and composition 
across Austria. For example, significant wind potentials are found in the north-eastern part 
with offshoots into the centre of Austria. Hydroelectric potentials accrue mainly in the western 
part of Austria and along major rivers such as Danube, Inn, Enns and Drau. Photovoltaics (PV) 
and Biomass potentials are available throughout Austria. The high share of PV potentials in 
the alpine western and central Austria is caused by the consideration of fallow land according 
to [8]. Compared to a current annual gross domestic energy consumption of approximately 
400 TWh, a total RES potential of roughly 266 TWh per year is available [7, 8]. The gap between 
gross domestic energy consumption and RES potentials can be closed by either imports, 
energy savings or efficiency measures. A formerly stable and reliable energy import source 
can suddenly become questionable for the future. Austria experienced this development after 
the war outbreak of Russia against Ukraine in the winter of 2022, since 80 per cent of Austria’s 
natural gas imports depend on supplies from Russia [13]. 

 

Figure 1: Overview of RES potentials in Austria at the district level [8] 

A wide range of challenges must be addressed to convert the current energy system. These 
challenges are both economic and technical, mainly resulting from volatility effects accruing 
in the electricity sector. Some examples are given as follows: [14–16] 

 Absorb seasonal RES generation mismatch – implement suitable and feasible storage 
technologies. 
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 Match supply and demand over multiple timescales. 
 Balance supply and demand economically. 
 New inverter designs and grid operations, depending on the mix of RES to cope with 

instantaneous penetration of RES. 
 Curtailment of RES at periods with high RES supply. 

Since 2010, research regarding 100 per cent RES has been gaining traction. To address the 
previously mentioned challenges, current research does not only consider the power sector 
but focuses on the entire energy system. The whole energy system may contain different 
energy carriers (e.g. electricity, natural gas, district heat), storage and sector-coupling options 
[17]. A depiction of an entire energy system is defined as a multi-energy system (MES), 
providing significant technical, economic and environmental advantages compared to single 
energy carrier considerations such as: [18] 

 Increase the energy systems flexibility. 
 Optimal deployment of both centralised and decentralised resources. 
 Increase efficiency of conversion and utilisation of primary energy sources. 
 Additional potentials for long-term storage (e.g. seasonal). 
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2 CONTEXT 
As described in the introduction, present energy systems are challenged by RES expansion to 
achieve emissions reduction goals. Suitable assessment frameworks are necessary to assess 
the potential effects of RES expansion on existing MESs. This chapter displays and compares 
state-of-the-art MES assessment frameworks and their corresponding capabilities. 
Furthermore, an overview of energy consumption / usage and grid-bound energy 
transmission in Austria is given. 

2.1 Energy System in Austria 
In this section, an overview of Austria’s energy system is presented. Both energy usage and 
energy transmission are covered. 

2.1.1 Energy Consumption in Austria 

In 2020, Austria’s gross domestic consumption of energy was 374 TWh. About one-third of the 
gross domestic consumption was produced in Austria, resulting in import needs of two-thirds. 
The coverage of Austria’s gross domestic consumption by energy carriers is displayed in Figure 
2. On the right side, renewable energy sources are shown. It can be seen that the main RESs 
today are biomass and hydropower. Wind and PV show the strongest, most substantial growth 
rates of Austria’s gross domestic energy consumption coverage. The share of fossil fuels (oil, 
natural gas and coal) shows a slightly long-term decline in its share of the gross domestic 
energy consumption. In the long term, Austria’s gross domestic energy consumption is 
stagnant, despite a growing gross domestic product [6, 7] 

 
Figure 2: Gross domestic energy consumption of Austria, divided by energy carrier, 2020 [6] 

The coverage of Austria’s final energy consumption by energy carrier is displayed in Figure 3. 
Being the second-largest share after oil, electricity accounts for about 20 per cent of Austria’s 
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final energy consumption of about 305 TWh per year. According to #mission2030, the 
electricity share should be fully decarbonised by 2030 [5, 6]. Therefore, further efforts are 
necessary to substitute fossil energy sources and achieve climate neutrality in Austria by 2040 
[4]. Electricity, natural gas and district heat represent grid-bound energy carriers transported 
via power grids or pipelines. 

 
Figure 3: Final Energy Consumption of Austria, by energy carrier, 2020 [6] 

2.1.2 Grid-bound Energy Transmission in Austria 

This chapter discusses Austria’s grid-bound energy grids (power, natural gas, district heat). 

Power Grid 

In Figure 4, the Austrian power transmission grid is shown. It can be seen that a 380 kV 
transmission grid almost encircles the central and eastern parts of Austria. 

 
Figure 4: Power transmission grid in Austria [19] 
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The two missing sections between St. Peter – Tauern and Lienz – Obersielach are currently 
under construction and in the planning stage, respectively. Aside from before mentioned 
expansion projects, several other transmission grid projects are presently under construction 
or in the planning stage to further enhance Austria’s power transmission grid and enable the 
integration of additional renewable energy sources [20]. In the western part of Austria, the 
transmission grid mainly follows the densely populated Inn and Rhine valley. Due to its 
location in central Europe, Austria’s power transmission grid is connected to transmission 
grids of neighbouring countries. In particular, multiple transmission grid interconnections are 
established between Austria and Germany. Network development plans can be found at both 
international (ENTSO-E: Ten Year Network Development Plan – TYNDP) and national (APG: 
Netzentwicklungsplan – NEP) level [20, 21]. 

Natural Gas Grid 

The Austrian natural gas grid comprises of three market areas: Vorarlberg, Tyrol and East. The 
market areas Vorarlberg and Tyrol are supplied with natural gas from Germany. Market area 
East covers the remaining area of Austria. In the northeast of Austria, a central European 
natural gas hub is located in Baumgarten, where about ten per cent of the European Union’s 
natural gas demand is imported from Russia and further distributed. Several international 
transmission pipelines enable natural gas transportation from Austria to neighbouring 
countries, starting from Baumgarten. Main transmission pipelines for international exchange 
run from Baumgarten westwards to Germany (West Austria Gasleitung – WAG), southwest to 
Italy (Trans Austria Gasleitung – TAG) with a branch to Slovenia (Süd-Ost Leitung – SOL), 
southeast to Hungary (Hungaria Austria Gasleitung – HAG) and Slovakia (Kittsee Petrzalka 
Gasleitung - KIP) and east so Slovakia (March Baumgarten Gasleitung – MAB). Approximately 
75 per cent of the imported natural gas is transferred to neighbouring countries, mainly 
towards Italy [22–26]. In Figure 5, international and national transmission and national 
distribution pipelines are displayed for the market area East. It can be roughly seen that areas 
without an alpine environment (Upper Austria, Lower Austria, Vienna, Burgenland) have 
comprehensive spatial coverage of high-level natural gas infrastructure. In contrast to regions 
with an alpine environment (Salzburg, Styria, Carinthia), the natural gas infrastructure is 
concentrated along densely populated valleys (e.g. Drava, Mur, Mürz, Salzach valley). The 
current focus in the natural gas transmission is to ensure a reliable supply with upgrades of 
the existing grid rather than grid expansion. In the future, existing natural gas transmission 
pipelines could be converted for hydrogen transportation (e.g. European Hydrogen Backbone 
considering TAG and WAG) [22, 26]. Network development plans can be found at both 
international (ENTSOG: TYNDP) and national (AGGM: NEP) levels [22, 27]. 
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Figure 5: Austria's natural gas grid in the market area East [23, 26, 28] 1 

District Heat Grids 

According to the Austrian Heat Map [30], a total of 1842 district heating grids exist in Austria. 
In Figure 6, all district heat grids with ten or more supplied residential units are displayed. 
These district heat grids are spread all over Austria, while a vast majority of supplied 
residential units is less than 100 per district heat grid. Although district heat grids are often 
within proximity, no interconnections are established between district heating grids. 
Municipalities containing one or more district heat grid are coloured grey in Figure 6 [30, 31]. 

                                                      
1 This map is an excerpt of Austria’s natural gas infrastructure. A full depiction of Austria’s natural gas and power 
grid infrastructure, including the methodology how the map is created can be found in [29]. 
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Figure 6: District heat grids in Austria [28, 30] 

2.2 Multi-Energy System Assessment Frameworks 
An increasing number of research activities consider not only the power sector but include a 
multi-sector approach [17]. This section defines the commonly used term multi-sector or 
multi-energy system approach based on literature and displays various examples of 
assessment frameworks, including their distinct characteristics. 

2.2.1 Definition Multi-Sector / Energy System 

The term multi-sector or multi-energy system is very broad. Therefore, no distinct or unique 
definition is available. Generally, all energy systems can be considered multi-energy based on 
a physical perspective. This includes the generation and demand of various energy carriers or 
sectors interacting at different levels, including energy grids. Mancarella defines the concept 
of multi-energy as a whole system approach to optimise and evaluate a specific case study. 
Characteristic criteria for MES are presented as follows: [18] 

 Spatial perspective: The spatial perspective depends on the capability of a MES 
framework to depict individual objects. It ranges from a single entity (e.g. household) 
via community-, district- or federal state- to national- or even international level. 
Depending on the MES framework, it can be tailored towards specific problems or 
address various spatial resolutions. 

 Multi-service perspective: Multiple services (energy outputs) can be provided based 
on different inputs. For example, a combined heat and power plant can transform 
natural gas into heat and power. Multi-service is focused on the output side of a MES, 
e.g. transportation, electricity, heat, cooling or chemicals. 
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 Multi-fuel perspective: Compared to the multi-service perspective, multi-fuel focuses 
on the interaction of the MES with its environment on the input side. Inputs are for 
example electricity, hydrogen, waste, natural gas or RES. 

 Network perspective: Interconnections can consider connections between single 
components of a MES or between single MESs. Various energy grids such as electricity, 
natural gas, water or CO2 can be considered. 

Furthermore, time resolution and scale, assessment criteria and general type of the MES 
framework are discussed. Time relates to the length of a single time step (e.g. one hour) the 
MES can be resolved for a specific time scale period (e.g. one year). A wide range of 
assessment criteria, such as environmental, economic or energetic, can be considered in a 
MES framework. The type of MES framework can be generally distinguished between 
optimisation and simulation. Simulation frameworks can be further divided into operational 
and planning analysis [18]. 

Klemm and Vennemann suggest that energy system models can be categorised according to 
two different groups of properties. The first group includes structural and technological details 
(refer to Figure 7), and the second includes purpose methodology and assessment criteria 
(refer to Figure 8) [32]. 

 
Figure 7: Structure and technological details [32] 

 
Figure 8: Purpose, methodology and assessment criteria [32] 

Comparing Klemm and Vennemann’s MES distinguishing criteria to Mancarella, there is 
predominantly agreement in the field of structure and technological details. However, the 
purpose, methodology, and assessment criteria of Klemm and Vennemann provide additional 
criteria to characterise a MES. The methodology can be considered an essential distinguishing 
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criterion since it indicates the main concept of a MES framework. Therefore, it is important to 
know the characteristic properties and capabilities of the concepts of optimisation (an optimal 
scenario), forecasting/simulation (a most likely scenario) and back-casting (a path to an 
envisaged scenario), all three of which will be explained in the following paragraphs [32]. 

A forecasting or simulation model is based on future user-defined conditions and 
assumptions. Based on the defined conditions, the system’s behaviour can be determined 
[32]. This means the user must make suitable and realistic assumptions to gain satisfactory 
results. The usage of “forecasting” and “simulation” differs from the literature. Klemm and 
Vennemann [32] argue that simulation can also be included in optimisation problems. 
Therefore, the term simulation is misleading, and forecasting should be used instead [32]. In 
contrast, Lund et al. define simulation as an umbrella term for both forecasting and back-
casting, distinguishing only between simulation and optimisation [33]. 

A back-casting model determines the path towards an envisioned future state or set of 
properties, defined by the applier. Back-casting models are especially relevant for models with 
extensive geographic coverage, such as national or international MES. The envisioned future 
state can be defined, for example, by political goals [32]. 

Depending on the optimisation target (e.g. refer to “assessment criteria” in Figure 8), given as 
the target function to be minimised or maximised (e.g. equation (2-1)), an optimisation model 
determines an optimum solution based on a given set of conditions. Compared to forecasting 
or simulation, the user defines specific constraints, allowing the optimisation to vary certain 
parameters as long as constraints are not violated [33]. The following equations (2-1) to (2-3) 
show a generic optimisation problem with constraints. Equation (2-1) represents the target 
function, to be minimised, based on the variation of variables x within constraints. The 
constraints are defined as either inequality (refer to equation (2-2)) or equality (refer to 
equation (2-3)) constraints. The variables m and p represent the optimisation’s problem 
number of inequality and equality constraints [34]. min 𝑓(�⃗�) (2-1) 𝑔 (�⃗�)  ≤  0      𝑓𝑜𝑟 𝑖 = 1,2, … , 𝑚 (2-2) ℎ (�⃗�)  =  0     𝑓𝑜𝑟 𝑗 = 1,2, … , 𝑝 (2-3) 

2.2.2 Types of MES Frameworks 
This chapter describes the capabilities of various MES frameworks such as MES planning 
frameworks, node optimisation and grid-bound MES frameworks based on the following 
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defined criteria in this subchapter. The chapter is concluded by comparing the advantages and 
disadvantages of each MES framework. 

Based on previously disclosed criteria to categorise MES, the following criteria, displayed in 
Table 2, will be used to demonstrate the capabilities and enable a comparison of different 
MES frameworks. 

Table 2: Criteria used for MES framework comparison 

Criterion Description 

Methodology The methodology describes the basic principle of the MES framework. It can be 
either an optimisation or simulation framework. If the MES framework is based 
on simulation, further differentiation can be made between back-casting and 
forecasting. 

Assessment 
criterion 

The main assessment criterion of the MES framework can be: 
 Economic 
 Technical 
 Environmental 

Spatial 
resolution 

Depending on the individual MES framework, spatial resolution might consider 
two different criteria: 

 The spatial resolution of the whole depicted area (generally multiple 
points). 

 The spatial resolution of the smallest entity within the depicted area 
(single point). 

For example, the MES framework might consider a whole country (first bullet 
point), spatially resolved at the district level (second bullet point). 

Temporal 
resolution 

Depending on the individual MES framework, temporal resolution might 
consider two different criteria: 

 The temporal resolution of total considered time. 
 Duration of single time steps as a share of total considered time. 

For example, a MES framework might consider a full year (first bullet point) 
divided into 15 minutes time steps (second bullet point). 

Energy carrier 
considered 

This criterion considers both input and output parameters. In case a parameter 
is only available as input or output, it is declared. Otherwise, the energy carrier 
can be considered as an input and output parameter. 

Energy grids 
considered 

Some MES frameworks consider grid properties of e.g. power, gas and heat grids 
with different degrees of consideration. 

Technical 
coverage 

The technical coverage of MES describes if additional energy system 
components such as e.g. storage, sector-coupling and individual power stations 
can be considered or implemented. 
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MES Planning Frameworks 

Generally, the two research fields polygeneration and energy system planning can be 
distinguished. Polygeneration planning frameworks aim to e.g. reduce primary energy usage 
or emissions by determining an optimised composition of the energy systems generation 
technologies. Two or more energy outputs should be achieved from one or more natural 
sources per definition of polygeneration [35]. Simulation and optimisation frameworks are 
available for energy system planning, allowing goals and technologies to be user-defined. The 
planning framework determines if and when a technology will be used to achieve the defined 
goal [36]. An example of a simulation MES planning framework is EnergyPLAN. The basic 
layout is comparable to an energy hub (refer to Figure 9) since the depicted energy system is 
aggregated into one single node but implements further energy carrier, conversion and 
storage technologies to meet various demands. The operation of energy storage and 
conversion can be set to different strategies for a simulation. As a result, technical, economic 
and environmental outputs can be assessed as a consequence of the user’s choices and 
investments. A full year divided into one-hour time steps can be simulated [37, 38]. Multi-
energy system planning frameworks such as Markal can be used to determine a cost-optimal 
energy system considering user-defined constraints. The optimisation considers a spatial 
resolution of a single node multi-energy system and allows for an optimisation period of 
several decades, divided into user-defined time steps [39]. Optimisation can be focused on 
multiple energy carriers (e.g. partially EnergyPLAN [37], Markal [39]) or single energy carrier 
(e.g. OSeMOSYS [40], Dispa-Set [41]). 

Table 3: Distinct MES planning framework criteria [37–42] 

Criterion Description 

Methodology Simulation (EnergyPLAN), Optimisation (e.g. Markal, OSeMOSYS). Depending on 
the framework, investment/operation decision support or scenarios can be 
addressed. 

Assessment 
criterion 

Economic, ecologic, technical. 

Spatial 
resolution 

Flexible, usually ranging from urban spatial resolution up to international spatial 
resolution.  

Temporal 
resolution 

Depending on the planning framework and user, one year or more is commonly 
divided hourly, daily or monthly. 

Energy carrier 
considered 

Framework dependent, e.g. Fuel, electricity, heat, hydrogen, steam, CO2, 
transportation, water and cooling. Multi-energy carrier considerations e.g. 
EnergyPLAN, Markal. Single energy carrier consideration: OSeMOSYS, 
Dispa-SET. 
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Criterion Description 

Energy grids 
considered 

Planning framework dependent, e.g. not considered in the case of EnergyPLAN, 
considered with capacity constraints on lines in Dispa-SET. 

Technical 
coverage 

Depends on the framework. Single energy carrier frameworks such as Dispa-SET 
include various types of power plants, pumped-hydro storage, combined heat 
and power, power to heat and demand-side management. Multi-energy carrier 
frameworks such as EnergyPLAN can implement further technologies such as 
electrolysis, vehicles, boiler and storage. 

 

Node Optimisation 

The concept of node optimisation is defined by different names in literature, such as micro 
energy system [43], energy hub [44] or hybrid energy hub [45]. Although different names are 
used, the concepts are rather similar. In Figure 9 a basic energy hub is depicted. It consists of 
various input and output energy carriers. The energy hub can be composed of multiple 
components such as RES, storage, and converters (sector-coupling). The fundamental relation 
between inputs (I) and outputs (O) via the internal connection and conversion components of 
an energy hub (C) can be seen in Equation (2-4). If additional components such as storage are 
to be considered, Equation (2-4) must be extended accordingly [44, 45]. 

 
Figure 9: Basic principle of an energy hub 

An optimal dispatch of energy hub components might consider price and demand forecasts. 
This enables a time shift of energy consumption based on e.g. electricity prices [43]. Table 4 
shows the vast bandwidth of criteria an energy hub can address. 

𝐼𝐼⋮𝐼
𝐶 𝐶 … 𝐶𝐶 𝐶 ⋯ 𝐶⋮ ⋮ ⋱ ⋮𝐶 𝐶 ⋯ 𝐶 = 𝑂𝑂⋮𝑂  

(2-4) 
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Table 4: Distinct energy hub criteria [44–46] 

Criterion Description 

Methodology Optimisation 

Assessment 
criterion 

Single or multiple objectives can be considered, such as economic, exergetic, 
energetic and environmental objectives. 

Spatial 
resolution 

An energy hub depicts a particular object or area. If several energy hubs are 
interconnected, spatial resolution and detail level can be increased. As an 
alternative, one energy hub can supply two regions, as described in [43]. 

Temporal 
resolution 

Similar to spatial resolution, temporal resolution is very flexible as well. It 
reaches from single time step optimisation up to more extended periods with 
flexible time step duration. 

Energy carrier 
considered 

Electricity and natural gas are most common. Solar, wind, district heat and 
biomass are used to a lesser extent.  

Energy grids 
considered 

An energy hub usually does not consider grid properties. However, if several 
energy hubs are interconnected, energy grid properties can be considered (e.g.: 
[35, 47, 48] – refer to chapter “Grid-Bound MES Frameworks”). 

Technical 
coverage 

A wide range of components is considered in energy hubs such as sector-
coupling, storage or renewable generation. 

Concluding this section, due to its flexibility of application, the energy hub can be applied to a 
wide range of individual single node research questions, covering various spatial and temporal 
resolutions as well as an energy carrier and assessment criteria. 

Grid-Bound MES Frameworks  

An example of grid-bound MES, representing an initial development of the HyFlow MES 
simulation framework, is displayed in Figure 10. The MES can be depicted as a node-edge 
model. Each node (the black circle in Figure 10) can be composed of demand or generation 
for various energy carriers as well as sector-coupling or storage options. Nodes can be 
interconnected via various edges (lines between nodes in Figure 10), representing the energy 
grid consideration of different energy carriers. The proposed framework has limited and 
inflexible energy grid depiction capabilities and limitations in adding further objects (e.g. 
storage, sector-coupling) [49].  

A comprehensive overview of grid-bound MES modelling and assessment frameworks can be 
found in [50]. The authors conclude that Calliope [51], oemof [48]and urbs [52] are the most 
suitable grid-bound MES modelling frameworks since they are open source, support user-
defined time resolution & horizons, energy grids and various energy sectors. All three 
aforementioned frameworks are optimisation frameworks, whereas an economic optimum is 
the primary assessment criteria [50]. 
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Figure 10: Example of grid-based MES [18, 49] 

Lohmeier et al. [53] propose a combination of Pandapower, Pandapipes and multi-energy 
controller to set up a MES simulation framework. Pandapower and Pandapipes are used for 
detailed grid-bound load-flow calculations. The multi-energy controller allows for the 
implementation of sector-coupling and storage options with distinct operation strategies. The 
proposed framework can be considered a grid-bound MES simulation framework [53, 54]. The 
scenario analysis interface for energy systems (SAInt) enables detailed natural gas and power 
grid depiction to simulate power-gas grid interdependencies and their impact on the security 
of supply [55]. TransiEnt includes energy carriers power, natural gas and heat, as well as 
storage and sector-coupling technologies. Using dynamic simulation, non-linear behaviour, 
control strategies and system stability can be investigated [56]. 

Table 5: Distinct grid-bound MES framework criteria [49, 50, 53–55, 57] 

Criterion Description 

Methodology Optimisation and simulation models are most common. 

Assessment 
criterion 

Economic, technical, security of supply. 

Spatial 
resolution 

The user can individually set the spatial resolution. Specific grid-bound MES 
frameworks can consider more than one network level (e.g. [49]). 

Temporal 
resolution 

Similar to spatial resolution, temporal resolution is very flexible as well. It 
reaches from single time step consideration up to more extended periods with 
flexible time step duration. 

Energy carrier 
considered 

Electricity, gas and heat are standard. Other sectors might also be considered, 
such as transportation [48]. Certain frameworks are only suitable for single 
energy carrier consideration (e.g. [57]). 
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Criterion Description 

Energy grids 
considered 

Energy grids and their properties are considered. However, the level of detail 
depends on the individual model. Load flows can be calculated via iteration 
(power flow) or optimisation (optimal power flow). 

Technical 
coverage 

Model-dependent may include sector-coupling, storage, various generation 
sources, or residual loads. 

 

Conclusion & Lessons Learned 

In previous chapters, the different MES frameworks: MES planning, node optimisation and 
grid-bound MES frameworks are described. The majority of the frameworks rely on an 
optimisation approach. However, an optimisation approach has its limitations since a trade-
off between model complexity (= accuracy) and computation time / hardware requirements 
must be found to solve the optimisation problem. The complexity of an optimisation problem 
can be influenced by the temporal and spatial resolution as well as the number of model 
components such as energy carriers, storage and sector-coupling options. A further 
simplification of the optimisation problem can be achieved by converting non-linear, non-
continuous or multi-dimensional functions into linear functions [58]. A high aggregation of 
both spatial and time-resolved data can be seen as the main disadvantage of MES optimisation 
frameworks since it doesn’t allow for a detailed infrastructure depiction and time-resolved 
residual load profiles. As an example in [59–61], the spatial depiction of Italy (20 regions, 6 
electricity market biding zones), the United Kingdom (20 zones, 550 time steps with hourly or 
daily temporal resolution) and Europe (497 regions, temporal resolution of three hours) 
applying Calliope MES optimisation can be seen. It can be concluded that both spatial and 
temporal resolution is highly aggregated to achieve a solvable optimisation problem [59–61]. 
This problem can be solved by using a simulation framework instead. However, a simulation 
framework requires operational decisions to be made by the user. Therefore, the results likely 
do not represent an optimal solution. 

In concluding this chapter, it should be noted that both optimisation and simulation have 
opposite advantages and disadvantages. The selection of either simulation or optimisation 
must be aligned with the problem to be addressed. 
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3 RESEARCH OBJECTIVE AND METHODOLOGY 
Many scientific works address the modelling and assessment of multi-energy systems covering 
a wide range of different, individual frameworks. As discussed in the previous chapter 2.2.2, 
optimisation frameworks lack detailed temporal and spatial resolution due to computational 
time and hardware limitations, and simulation frameworks require user’s decisions regarding 
scenario assumptions but can cope with high temporal and spatial resolution. Based on the 
literature review following research gaps or lack of capabilities could be identified in existing 
MES frameworks that should be addressed in a new multi-energy system framework: 

 The framework should be flexible in terms of infrastructure depiction to be applied to 
various research questions. This should enable the framework to be adaptable to 
research questions rather than only suitable for specific research questions. Energy 
infrastructure depiction should include a high degree of its existing technical 
properties. 

 Many multi-energy system frameworks are based on optimisation. To avoid limitations 
in the field of infrastructure depiction and spatial as well as temporal resolution, the 
proposed framework should be a simulation tool but also consider and implement 
optimisation capabilities, to take advantage of both simulation and optimisation 
capabilities. 

 The modelling structure should be easily expandable to implement further objects or 
object operating strategies into the framework. This facilitates expandability of the 
framework. 

 The grid-bound energy carrier power, gas and heat should be considered, including 
suitable load-flow calculation algorithms. 

To demonstrate the capabilities of the proposed multi-energy system framework HyFlow, it is 
applied to assess various research questions. The research questions of this doctoral thesis 
are defined in the following chapter. 

3.1 Research Objective 
The foundation of this doctoral thesis is to further develop the multi-energy system simulation 
framework HyFlow, based on the previously identified scientific gaps in existing frameworks. 
Based on the foundation, the overall addressed research question focuses on the effects of 
renewable energy sources expansion on multi-energy systems considering different spatial 
resolutions. This general research question is divided into three sub-research question pillars, 
each contributing to answering the overall research question. Each of the three sub-research 
question pillars addresses a different spatial resolution of the assessed multi-energy system, 
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considering different distinctive challenges. The spatial resolutions are displayed in Figure 11 
and range from the local level (green) via the Austrian federal state level (yellow) to the 
national level (red), on the example of Austria. The work focuses on individual challenges and 
solution strategies for each examined spatial level. 

 
Figure 11: Considered spatial resolutions of assessed MES 

In following Figure 12, this doctoral thesis’ research structure and addressed research 
questions are depicted. The icons indicate where research results were published (peer-
reviewed journal articles and/or presented at conferences including proceedings). 

 
Figure 12: Structure of doctoral thesis and research questions 
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The roof over the building’s structure defines the overall research question addressed in this 
doctoral thesis. Three sub-research question pillars, including their specific addressed 
research questions, can be seen in each pillar. The foundation of the building covers 
methodological research questions with a focus on the multi-energy system simulation 
framework HyFlow. 

3.2 Methodology 
This doctoral thesis is based on peer-reviewed journal articles and conference contributions. 
The research questions in Figure 12 are addressed in peer-reviewed journal articles and 
conference proceedings. Further details regarding the journal articles and conference 
contributions can be found in Appendix A and Appendix B. 

Research Structure - Foundation 

Throughout this doctoral thesis and serving as the methodological foundation for each journal 
paper, the multi-energy system simulation framework HyFlow is continuously improved, and 
its capabilities expanded based on the stage of development described in [49]. Several 
comprehensive literature reviews ensure that HyFlow development efforts contribute to 
scientific gaps or serve as ideas for potential new capabilities. Identified and addressed fields 
of improvement are described at the beginning of Chapter 3. Furthermore, a new 
methodology is introduced to determine the time and spatial distribution of gross caloric value 
(GCV) fluctuations in natural gas grids originating from hydrogen feed-in. An existing steady-
state natural gas load-flow calculation methodology [62] is extended by a batch tracking, 
tracing concept to determine temporal and spatial GCV fluctuations via semi-dynamic gas 
load-flow calculation. 

Research Structure - Pillar 1 & 2 

The first and second research question pillars, assessing RES expansion at a local and federal 
states MES (refer to Figure 12), are independently assessed in close cooperation with two 
utility This enables the usage of measured demand and generation data as well as the 
consideration of real energy grid properties, ensuring high input data quality. Furthermore, 
potential future developments at each multi-energy system level are based on a combination 
of scientific research and utility expert knowledge. This ensures that the assessed multi-energy 
system's simulated future states are based on realistic data and scenario assumptions. 

The local level RES expansion MES investigates how much PV can be installed in a local 110 kV 
distribution grid section if power-to-gas (PtG) is installed as a grid relief measure. The feed-in 
of hydrogen into natural gas transmission pipelines and synthetic natural gas (SNG) in the local 
natural gas distribution grid are investigated. For SNG production, local fermentation plants 
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are considered as a potential CO2 source. Based on the PtG facility’s calculated operation, the 
generation costs for hydrogen and SNG are calculated. The electrolysis is operated if either 
the power residual load (RL) of substation (SS) South and Rhine or all except North, Drava and 
West turns negative. The local area and available infrastructure are depicted in Figure 13. The 
following scenarios are considered: 

 Scenario 1: Electrolysis at „SS South“ and hydrogen feed-in into “Natural Gas Pipeline 
(NGP) 2”. 

 Scenario 2: Electrolysis at „SS North“ and hydrogen feed-in into „NGP 1“. 
 Scenario 3: Electrolysis at „SS South“ and using biogas from local fermentation plants 

as carbon dioxide source to feed SNG into „Local grid“. To cope with different 
generation profiles (steady fermentation plants, volatile PV), storage and electricity 
purchase options are considered additionally. 

 
Figure 13: Covered area for local RES expansion MES 

The federal state’s case investigates two independent research questions on the MES of two 
federal states. 

Firstly, the MES of a federal state, considering different scenarios regarding energy 
consumption developments (stable –Scenario 1 and decline – Scenario 2), is investigated. The 
RES expansion is based on federal states’ targets and available potentials depicted in two RES 
expansion scenarios (#mission2030 – Scenario 1 and full exploitation of technical RES 
potentials – Scenario 2). Each scenario is further divided into two case studies: base case and 
advanced case. Compared to the base case, the advanced case considers heat pumps instead 
of gas for heating purposes, battery storage (BS), electric vehicles (EV) and a central PtG 
facility. The base case doesn’t consider previously mentioned technologies. Different technical 
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key performance indicators such as degree of self-sufficiency, the share of RES, primary energy 
demand and relative electricity line overload are used to compare the scenarios. 

Secondly, the developed methodology to simulate GCV fluctuations from hydrogen feed-in to 
natural gas grids, is applied to a federal state’s natural gas grid, displayed in Figure 14. The 
GCV fluctuations at each node to be investigated are caused by hydrogen, produced via 
electrolysis that is operated based on RES generation profiles and fed into the federal state’s 
natural gas grid at different locations. A hydrogen admixture of up to 50 per cent into the 
natural gas grid is investigated. 

 
Figure 14: Overview of investigated federal states’ natural gas grid 

Research Structure – Pillar 3 

For the third research questions pillar, assessing Austria’s national MES (refer to Figure 12), a 
different approach than for research question pillars number one and two is carried out. 
Investigating the national MES of Austria as a whole is crucial to assess the national effects of 
RES expansion since research pillars one and two only investigate specific parts of Austria. To 
depict a national MES system following points must be addressed to create a comprehensive 
MES model for Austria: 

 Energy grids (power, heat, gas) must be modelled, considering their technical grid 
properties. 

 The area of Austria must be spatially divided into suitable sub-areas, here so-called 
substation districts (SSD). For each SSD, energy-related consumption and generation 
must be determined and temporally resolved. 

 Technical properties of objects such as e.g. (pumped)-storage hydropower plants, heat 
pumps, CHP, fermentation plants, and power plants (PV, wind, run-off hydro, natural 
gas) must be determined and assigned to the object’s corresponding SSD. 
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 Expansion of RESs must be carried out, considering the SSD’s RESs potentials, already 
installed RESs, and federal government targets. 

To address before mentioned bullet points, a combination of the following sources is used to 
create a national multi-energy system model for Austria: 

 Experiences and data from previously carried out research at the Chair of Energy 
Network Technology (e.g. [8, 49]) such as technical grid and power plant properties. 

 Publicly available data from various utilities or regulators such as grid and power plant 
properties. 

 Publications from regulators, public institutions, lobbies and stakeholder 
representatives (e.g. Umweltbundesamt, Statistik Austria, Österreichs Energie) about 
properties of the past, current or future energy system composition. 

 Experiences, methodologies, data and results published in scientific journals such as 
energy consumption data or RES potentials. 

 Governmental targets for a future composition of Austria’s multi-energy system (e.g. 
#mission2030 or current government program (from 2020 to 2024) [4, 5]). 

Based on the created MES model of Austria, a total of three simulations are carried out to 
investigate potential future challenges in the power grid, based on #mission2030 RES 
expansion in 2030. Each scenario considers different modes of operation of flexible elements 
(e.g. electric vehicles, heat pumps, battery storage) and different power load-flow 
determination approaches (power flow and optimal power flow). Flexibilities are operated 
based on actual RL profiles (ENTSO-E), resulting RLs based on algorithms (greedy, load 
following), results of optimisation or standardised load profiles (SLP). An overview of each 
scenario is provided in Table 6. For further details, refer to [29]. 

Table 6: Scenario Parameters 

Flexibility Scenario 1 Scenario 2 Scenario 3 

Thermal generation and 
(pumped)-hydropower storage ENTSO-E ENTSO-E Flexibility 

Electric vehicle SLP Optimised Optimised 

Battery storage Greedy algorithm Optimised Optimised 

Heat Pump Load following Optimised with 
storage 

Optimised with 
storage 

Power grid calculation PF PF OPF 
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Research Structure – Roof 

Results from both the research structures foundation and pillars contribute to answering the 
all-inclusive and overall research question defined in the research structures roof. Based on 
the results of each research pillar as an overall summary, it should be discussed if each pillar’s 
results are corresponding or contradictory (e.g. do national results comply with local or federal 
state results?). 

3.3 Contribution to Scientific Knowledge 
Generally, questions covered in this doctoral thesis contribute to MES framework 
development & application, improvements in gas load-flow calculation and the effects of RES 
expansion on various MESs with different spatial resolutions. The following bullet points are 
considered as main fields of contribution to the scientific community and are further discussed 
in this section: 

 A fully flexible, expandable and innovative MES simulation framework HyFlow with 
optimisation capabilities. Improved gas load-flow calculation, considering temporal 
and spatial gross caloric value fluctuations. 

 Exemplary procedure to depict a national MES with a high degree of both spatial and 
temporal resolution. 

 Implications of RES expansion and potential solution strategies in multi-energy 
systems with various spatial coverage. 

MES Simulation Framework HyFlow 

Several different concepts to assess various MES research topics are currently available (refer 
to chapter 2.2.2). However, significant gaps could be identified, leading to the development 
of a unique MES simulation framework with optimisation capabilities, HyFlow. The scientific 
novelty of HyFlow is that it offers the user to address a wide range of multi-energy systems 
with minimal adoption efforts. The wide range of applications refers to flexible temporal and 
spatial resolution as well as additional elements that can be integrated into MES, such as e.g. 
storage, sector-coupling and power stations, depending on the user’s individual needs. A 
detailed infrastructure consideration allows for considering technical power, gas and heat grid 
properties. The detailed infrastructure depiction further allows for the usage of detailed load-
flow calculations for each energy carrier. 

Current natural gas load-flow calculation approaches fail to consider fluctuations of temporal 
and spatial gross caloric values. The current state of research can be described as a steady-
state approach, considering every calculated time step independently. This means results 
from previous time steps are not considered, although it is necessary to do so to consider 
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fluctuating GCVs [62]. To determine the temporal and spatial GCV fluctuations, caused for 
instance by hydrogen feed-in to natural gas grids, the existing steady-state approach must be 
further developed towards a semi-dynamic or dynamic load-flow calculation approach. The 
enhancement is implemented by expanding the steady-state load-flow calculation by a batch 
tracking, tracing concept to enable semi-dynamic load-flow calculations. This upgraded load-
flow calculation presents a novel approach that can be used to assess temporal and spatial 
GCV fluctuations in gas grids caused by e.g. hydrogen feed-in, originating e.g. from electrolysis 
fed by fluctuating RES. 

Model of Austria’s National MES 

To the best of my knowledge, two research papers address Austria’s national MES. However, 
both studies are based on an optimisation approach. Therefore, temporal and especially 
spatial resolution is implemented to a highly simplified degree (single node [63], 19 regions 
[64]). This current work considers a detailed energy grid infrastructure depiction, allowing for 
detecting potential infrastructure bottlenecks in Austria’s MES. Furthermore, individual 
generation profiles for RES (wind, hydropower, PV) are assigned to each depicted SSD of 
Austria. This offers both a detailed and wide range of various fluctuating generation profiles. 
The methodology to model Austria’s MES relies mainly on public data and research results. It 
can serve as a reference guideline to set up a MES model for other regions or countries. 
Further research questions in the context of Austria’s MES can be addressed using the created 
MES model. 

Implications of RES Expansion and Solution Strategies 

The effects of RES are assessed on three different spatial MES levels (regional, federal state, 
and national). For each spatial level, RESs are expanded according to available technical 
potentials and governmental strategies, that might limit certain RES potentials exploitation. 
For each spatial level, individual scenarios are discussed to investigate the grid relief 
capabilities of a MES. Solution strategies may include different objects (e.g. electric vehicle, 
storage, sector-coupling) added to a MES, providing different types of flexibility. Each spatial 
level assessed deals with real MES issues to be resolved. The main scientific novelty lies in the 
consideration of detailed energy infrastructure properties, detailed temporal resolved 
demand & generation profiles and the proposed individual solution strategies. Additionally, 
the GCV fluctuations assessment shows how different natural gas grid sections are affected 
by GCV fluctuations, depending on fluctuating hydrogen feed-in. 
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4  RESULTS, DISCUSSION AND CONCLUSION 
This section presents and discusses methodological and scenario-based RES expansion results 
from research questions defined in Chapter 3.1. 

4.1 HyFlow MES Simulation Framework [29, 65–67] 
The already existing HyFlow framework was further developed within this doctoral thesis to 
implement new capabilities. This includes a more flexible network depiction, improved load-
flow calculations and further options to add individual objects with distinct operation 
strategies. If all components of a MES are known (e.g. like in Figure 18), a HyFlow compatible 
node-edge model can be derived. Nodes represent a specific area covered (e.g. refer to the 
yellow SSD in Figure 18), including particular objects within this area and their corresponding 
RL profile (e.g. fermentation power plants inside the yellow area in Figure 18). For example, 
the yellow SSD in Figure 18 can be transferred into a node displayed in Figure 15. The node 
comprises energy carrier-related IDs and a RL collection that contains all objects within the 
SSD. Since the highlighted SSD in Figure 18 has no district heat connection to neighbouring 
SSDs, Heat ID isn’t necessary to be used. The exemplary node in Figure 15 contains several 
objects in its RL collection, such as residential consumers, fermentation power plant 
(aggregated), electric vehicles, PV, gas to heat and power to heat. Generally available sector-
coupling technologies (e.g. PtH and GtH in Figure 15) at nodes enable the conversion from 
energy carrier to other energy carriers. For each object, a characteristic RL profile is necessary. 
It can be based on fixed or standardised load profiles, determined by a distinct operation 
strategy or flexibly in combination with optimisation. 

 
Figure 15: Example of a node 

Edges represent the depiction of the energy grid infrastructure. Depending on the usage of 
power, gas and heat IDs, each node can be interconnected to one or more other nodes 
considering real energy grid properties. As an example of the node-edge representation, the 
yellow SSD and its surrounding SSDs in Figure 18, as well as objects in these SSDs, are displayed 
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in Figure 16. Here, all nodes / SSDs are interconnected by power and natural gas grids. No heat 
connections exist between the depicted nodes in this case. Objects in the SSDs such as 
fermentation power plants and run-off hydropower are displayed inside the corresponding 
node. 

 
Figure 16: Derivation of node-edge model based on MES depiction 

A time step loop ensures that each time step of a simulation period is simulated. Simulations 
of load-flows in HyFlow are carried out based on all previously described data (grid data, 
object properties and RL profiles). To determine power, gas and heat load-flows between 
nodes, adequate load flow calculation methodologies are implemented in HyFlow. Power grid 
load flows can be determined via either MATPOWER power flow or optimal power flow [68]. 
Natural gas and district heat load flow calculations rely on a steady-state load flow 
consideration based on an iterative Newton-Raphson solver and the Darcy-Weisbach 
equation. Both node- and edge-related results of the load-flow calculation are stored and can 
be further evaluated. Node-related results are node voltage, angle, pressure and temperature 
levels. Edge-related results are load-flow, loss and flow velocity. Both node and edge results 
may be used for further assessments such as: 

 Check if a node’s voltage, angle, pressure or temperature is within a defined allowed 
range. 

 Check if edge load-flows or flow velocity is above a maximum allowed limit. 
 Further assessment of some geographic areas. 

The actual RL is stored for each node’s object after determining its operating strategy or 
optimisation. The corresponding RL timeline can be used for further assessment after the 
simulation is finished, such as: 
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 Analysis of temporally resolved dispatch. 
 Calculation of annual full-load hours or generated/consumed energy. 
 Economic key performance indicators based on full-load hours and/or dispatch. 

Both previously described assessments are partially used to evaluate three specific scenarios 
in the following chapter 4.3. 

Based on the Darcy-Weisbach equation, an existing steady-state natural gas load-flow 
calculation is enhanced to cope with GCV fluctuations from injected hydrogen into natural gas 
grids. The basic calculation of the semi-dynamic process is presented in Figure 17. The position 
of each hydrogen, natural gas, or mixture batch and its distinct GCV is updated within several 
iterations during one time step. GCVs can be determined for each node depending on the 
position of individual batches. If the average GCV change of all nodes between two iterations 
is below a user-defined limit, the calculation is considered accurate, and the GCVs of each 
node and the final position of all batches are determined. 

 
Figure 17: Calculation process for enhanced gas load flow calculation 

Further information regarding the mathematical and methodological concept of the 
developed batch tracking, tracing approach can be found in [67]. 
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4.2 MES model of Austria [29] 
To create a national MES model with high spatial resolution, Austria is divided into 398 so-
called substation districts. Each SSD represents the smallest spatially covered area in the 
model and is fed with various data. This includes power, heat and natural gas energy 
consumption data which are temporally resolved, considering multiple load profiles. 

 
Figure 18: Example of Austria's MES model, one SSD exemplarily highlighted yellow [28] 

Furthermore, technical data of flexible and inflexible objects were determined for each SSD. 
This includes power plants (e.g. hydro, PV, wind, biomass, fermentation, natural gas-fired), 
storage (pumped-hydro) and sector-coupling technologies (e.g. GtH, PtH). The scenario-
dependent mode of operation of an object defines if the object serves as flexibility or not. For 
each power plant, individual generation profiles were determined based on e.g. water flow 
rate, wind speed or solar radiation. As an example, a SSD is highlighted in yellow in Figure 18. 
The SSD includes a total of four fermentation plants as well as both power and natural gas 
grids.  

Energy grids represent another vital component of Austria’s MES since they enable the energy 
transfer between SSDs. Both the modelled natural gas and power grids of Austria are displayed 
in Figure 19. The model can easily be expanded and updated. Newly constructed or projected 
energy grids can be easily implemented into the model to keep Austria’s MES model up to 
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date. For the usage of the MES model in far distant years, it’s crucial to consider changes in 
generation and energy grids for accurate simulations. 

 
Figure 19: Austria‘s Power and Natural Gas Energy Grids [28] 
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4.3 RES Expansion at Different Spatial Resolution 
This section discusses results from individual studies at different spatial resolutions. 

Regional RES Expansion [65] 

The local RES expansion study investigates potential problems of a region with high renewable 
potential and a lack of both consumer and transmission capacity. The effect of electrolysis on 
a regional distribution grid section to maximise the locally installable PV power is techno-
economically investigated. Hydrogen or synthetic natural gas generation costs are calculated 
based on each scenario's technical results. 

Firstly, technical results such as the influence of operating strategies on achievable full-load 
hours and realisable PV power in connection to the electrolysis power are discussed. Two 
operating strategies are assessed to investigate the influence of the mode of operation on the 
electrolysis’ achievable full-load hours (FLH). The first operating strategy is based on the 
residual load of two substations with high PV potentials. In contrast, the second operating 
strategy considers the RL of almost the whole investigated area. In Table 7 the achieved FLH 
for different electrolysis powers are displayed for Scenario 1. It can be seen that achievable 
FLHs are highly dependent on the electrolysis operating strategy. Furthermore, operating 
strategy #1 is always favourable in terms of FLH compared to operating strategy #2. Therefore, 
electrolysis operation should depend on the RL of substations with high PV potentials. 

Table 7: Comparison of the electrolysis' achievable full-load hours, depending on operating strategy 

Operating 
Strategy 

17.5 MW 
Electrolysis 

87.5 MW 
Electrolysis 

227.5 MW 
Electrolysis 

# 1 3,008 FLH 2,355 FLH 1,659 FLH 

# 2 1,570 FLH 1,474 FLH 1,125 FLH 

In Figure 20 the maximum installable PV power in dependence on electrolysis power and 
limitations are displayed. It can be seen that the lowest PV integration is achieved in 
Scenario 2. The location of the electrolysis explains this since significant PV potentials are 
located at different locations. Therefore, power must be transferred via the power grid 
towards the electrolysis. In comparison, the electrolysis location is different in Scenario 1 and 
Scenario 3 compared to Scenario 2. Scenario 1 considers hydrogen feed-in, whereas 
Scenario 3 uses hydrogen originating from electrolysis in combination with biogas from local 
fermentation plants to feed-in bio-methane and synthetic natural gas (SNG). As can be seen 
in Figure 20 one limitation in each Scenario (NGP 2 feed-in limit in Scenario 1 and CO2 
availability in Scenario 3) must be overcome before the grid limitations take effect. The 
addable PV power can approximately be expanded proportionally to the electrolysis power. 
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Figure 20: Technical limitations and achievable PV integration for each scenario 

Technically it can be concluded that the location and electrolysis operation is highly relevant 
for its efficiency. A location close to excess RES generation allows for the direct usage of 
power, reducing the need for grid-bound energy transfer. Limitations such as feed-in capacity 
or CO2 availability must be overcome to tap an even higher share of RES potentials. The 
surrounding environment is highly relevant for the electrolysis and the potential need for 
auxiliary units such as storage, alternative transportation solutions or CO2 sources. Since 
natural gas and power infrastructure are relevant, a multi-energy system consideration is 
beneficial. If an electrolysis waste heat is to be used, district heat infrastructure might be 
considered additionally. 

Secondly, the economic efficiency is determined, based on technical results. Three main cost 
drivers can be differentiated. Firstly, the electrolysis, secondly auxiliary units such as storage, 
pipeline, compressor and methanation and thirdly power purchasing costs. In Table 8 a cost 
comparison for all investigated scenarios and an electrolysis power of 52,5 MW is displayed.  

Table 8: Cost comparison for an electrolysis power of 52,5 MW 

Key Performance Indicator Scenario 1 Scenario 2 Scenario 3 
cheapest 

Scenario 3 
most expensive 

Gas injected Hydrogen Hydrogen SNG SNG 
Specific CapEx [€Cent/kWh] 5.3  6.8 5.1 7.4 
Specific OpEx [€Cent/kWh] 1.3 1.7 1.9h 3.6 
Specific Electricity Costs [€Cent/kWh] 5.5 5.5 7.0 5.4 
Installed PV Power [MW] 357 MW 279 MW 357 MW 357 MW 
Electrolysis FLH [h] 2,610 h 1,931 h 4,265 h 2,610 h 

The electrolysis costs are only dependent on the electrolysis sizing across all scenarios, 
whereas the costs for auxiliary units and power purchases depend on the scenario. The annual 
depreciation for methanation and auxiliary units is usage-independent and not dependent on 
e.g. FLHs. Therefore, the specific capital expenditure costs decrease, if more FLHs are 
achieved. Operational expenditures and power purchases depend on both the scenario and 
necessary auxiliary units. As pointed out in the technical assessment, higher FLHs are achieved 
if the electrolysis sizing is smaller, leading to reduced PV power integration. A compromise 
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between the necessary electrolysis power and economic efficiency must be found to 
overcome this conflict of objectives. Generally, it can be stated that feed-in of hydrogen is 
more economical than SNG since fewer auxiliary units are necessary. 

Further information and results can be found in the second journal article [65]. 

Federal State RES Expansion [66, 67] 

This section is divided into two parts, firstly addressing RES expansion at federal state level 
([66]) and secondly discussing GCV fluctuations from hydrogen injection in a federal state's 
natural gas grid ([67]). 

For the RES expansion study, the RES potentials and RES expansion strategy of an Austrian 
federal state are applied. Since hydropower and biomass potentials are already exploited to a 
high degree and no wind expansion is allowed by the federal state’s energy policy, most RES 
expansion must be covered by PV. The expectable effects of RES expansion (mainly PV) can be 
seen in Figure 21 on the example of a summer and winter week.  

 

Figure 21: Comparison of RES  power generation in summer and winter week 

In the displayed winter week additional power plants (e.g. gas-fired), storage or power imports 
are necessary to cover the power demand. In summer, during PV peak generation, excess 
power is generated at a magnitude of the federal state’s power demand. As an alternative to 
power exports or generation curtailment flexibility options can be applied. This study uses a 
central PtG facility to convert excess power into natural gas. Table 9 displays key performance 
indicators (KPI) for both renewable expansion scenarios and corresponding sub-scenarios 
(advanced and base case – ADC, BC). KPIs include the degree of self-sufficiency (DSS), share of 
RES compared to federal state’s power demand, degree of RES expansion (DRESE) based on 
technical RES potential, relative power line overload (PLO) and primary energy demand. 
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Table 9: Comparison of KPIs for different RES expansion scenarios 

KPI Scenario 1 
BC                    ADC 

Scenario 2 
BC               ADC 

DSS power 58 %                81 % 75 %           93 % 
DSS natural gas 0 %                  1.1 % 0 %             4.4 % 
Share of RES 97 % 125 % 
DRESE 84 % 100 % 
Rel. PLO 0.41 %           1.49 % 1.25 %      3.90 % 
Primary energy demand 36.6 TWh      32.1 TWh 35.9 TWh      29.4 TWh 

For both Scenario 1 and 2 it can be seen that the usage of heat pumps, electric vehicles and 
PtG increases the electric DSS and reduces primary energy demand. However, the additional 
power consumption increases the relative PLO. The power grid overloads are mainly caused 
by the PtG facility since it must cope with excess power in the magnitude of the federal state's 
power demand. Several decentralised PtG facilities or strengthening of certain grid sections, 
mainly around the PtG facility, might reduce relative PLO significantly. Although the share of 
RES is increased to 125 per cent of the federal state's power demand in Scenario 2, a power 
DSS of only 93 per cent is achieved. This indicates that power imports or further (fossil) power 
plants are still necessary in the future to cover shortfalls of available power, as can be seen 
for example in the displayed winter week in Figure 21. 

Concluding, the federal state’s MES study demonstrates what effects can be caused by a 
federal state’s RESs expansion strategy. The high addition of one specific RES (PV) causes large 
peaks of excess power, especially but not solely in summer. Although technical RES potentials 
are exploited in line with the federal state’s policy to 100 per cent and should be able to cover 
125 per cent of the federal state's power demand, a power DSS of only 93 per cent is achieved 
over one year. This leads to the conclusion that power exchange with adjacent regions, further 
power storage options or (fossil) power plants are necessary. 

Further information and results can be found in the first journal article [66]. 

The following section discusses GCV simulation results, applying the developed batch tracking, 
tracing methodology on a federal state’s natural gas grid. The spatial and temporal resolved 
GCV fluctuations in the investigated federal state are assessed for both a summer and winter 
case. This separation is necessary since about twice as much hydrogen can be fed into the 
natural gas grid in winter compared to summer, due to higher gas demand for heating. To gain 
better results insights, the investigated federal state’s natural gas grid is again displayed in 
Figure 22. 
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Figure 22: Overview of investigated federal state’s natural gas grid 

The GCV fluctuations for two characteristic winter and summer days are displayed in the 
following Figure 23 and Figure 24. One single time step represents a 15-minute time interval. 

 
Figure 23: Spatial and temporal resolved GCV fluctuations in winter 

The displayed results in Figure 23 represent two winter days. Therefore, PV generation is 
relatively low (see high GCV at nodes 11 and 12). In contrast, the wind farm driven electrolysis 
at node 14 shows strong fluctuation in its generation, resulting in GCV fluctuations at node 14 
and surrounding. It can be seen that the GCV fluctuations of node 6 follow the fluctuations of 
node 14 closely. In comparison, node 5 is geographically further away from node 14 than node 
6. Therefore, it takes several time steps until the hydrogen-natural gas mixture reaches this 
node and causes GCV fluctuations. Node 8 is influenced by gas flows from both node 6 
(hydrogen, natural gas mixture) and 9 (pure natural gas), resulting in a lower fluctuation than 
node 6. Due to the gas flows in the grid, certain nodes such as 2, 3, 9 and 15 (not displayed in 
Figure 23) are not affected by GCV fluctuation since no hydrogen – natural gas mixture reaches 
these specific nodes. These nodes are always supplied with 100 percent natural gas. 
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Figure 24: Spatial and temporal resolved GCV fluctuations in summer 

To complement Figure 23, in Figure 24 results from summer are displayed. Here, the amount 
of hydrogen generated from PV is significantly higher, resulting in lower GCV at nodes 11 and 
12 near the hydrogen injection node. Generally, the natural gas flows are similar in terms of 
flow directions compared to winter. However, lower demands result in slower flow velocities. 
This leads to an increased number of time steps it takes a node to react to GCV fluctuations, 
as can be seen for example at node 5. Between time steps 37 to 60 and 72 and 108, the 50 % 
hydrogen limit is violated. This issue could be addressed either via smaller electrolysis or 
temporary storage. 

Generally, it can be concluded that each node is affected to a different degree in terms of GCV 
fluctuations. This depends on the node’s location and the distribution of gas flows in the gas 
grid. Furthermore, hydrogen originating from wind or PV-operated electrolysis shows 
seasonal fluctuations. Hydrogen originating from wind power operated electrolysis is mainly 
fed-in in winter, whereas hydrogen originating from PV-operated electrolysis is mainly fed-in 
in summer. Due to the higher natural gas demand in winter, about twice as much hydrogen 
can be feed-in in natural gas grids during winter compared to summer months. 

Further information can be found in the third conference contribution [67]. 

National RES Expansion [29] 

For this study, RESs in Austria are expanded according to #mission2030 government target. 
We assume that RESs are expanded proportionally in relation to their technical potentials. 
Furthermore, the effects of different modes of operation of flexibilities such as electric 
vehicles, battery storage, heat pump, (pumped)-storage hydropower and natural gas-fired 
power plants are investigated. In all three discussed MES scenarios, power grids are evaluated 
to be the most critical. In following Table 10, a comparison of overloaded distribution power 
grid (DG) and transmission power grid (TG) lines is displayed (please refer to Table 6 in section 
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3.2 for flexibility’s mode of operation and load flow calculation approach). It can be seen that 
in Scenario 2 the number of time steps, as well as affected electricity grid lines, increases 
compared to Scenario 1. This can be explained by the price optimised mode of operation, since 
demand increases disproportionately in time steps with cheaper electricity, leading to RL 
peaks. Scenario 3 reduces the count of overloaded DG and TG lines significantly compared to 
Scenario 1 and 2 due to the flexible power generation from (pumped)-storage hydropower 
and natural gas-fired power plants in combination with optimal power flow. 

Table 10: Comparison of power grid results of each scenario 

Flexibility Scenario 1 Scenario 2 Scenario 3 

Overload time DG 182,000 time steps 207,000 time steps 82,000 time steps 

Count of overloaded DG 
lines 39 / 480 57 / 480 40 /480 

Overload time TG 3,900 time steps 8,100 time steps 140 time steps 

Count of overloaded TG 
lines 5 / 104 7 / 104 6 / 104 

As an example of power grid overloads, the results for Scenario 2 (worst case) are displayed 
in Figure 25. It can be seen that the maximum overloads of power grid sections are relatively 
small (refer to yellow to light orange grid sections in Figure 25). Generally, three distinct fields 
of power grid overloads can be differentiated: 

 Grid sections with low transmission capacity, e.g. only one three-wire system is 
available and/or the transmission capacity is generally low. 

 Overloads occur in urban areas. 
 Large areas with high potential of RESs expansion, sometimes in combination with low 

transmission capacity to/from the area. 

It can be concluded that Austria’s power grid is generally able to handle a RES expansion 
proportionally in relation to its technical RES potentials with relatively few power grid 
overloads. Energy transmission to or from neighbouring countries is barely affected by grid 
overloads, indicating that power imports or exports are possible to balance Austria’s power 
supply. However, trans-national power flows were not investigated in detail. Implementing 
flexibilities into the energy system is advantageous to minimise power grid overloads and the 
need for grid strengthening. A market-oriented approach such as the price optimised power 
demand and generation should be coupled with a grid-oriented approach that considers the 
power grid’s current state (= power load flows and transmission capacities). Combining 
market- and grid-oriented approaches like in Scenario 3 results in the lowest count of 
overloaded power lines and overload hours. 
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Further information and results can be found in the third journal article [29]. 

 
Figure 25: Average power grid line overloads for Scenario 2 (worst case) 
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5 SUMMARY & OUTLOOK 
This doctoral thesis addresses the effects of expanding renewable energy sources on multi-
energy systems under various spatial resolutions. This includes suitable simulation 
methodologies, an approach to depict a national multi-energy system, and assessing various 
multi-energy systems with different spatial resolutions and scenarios. 

HyFlow Framework 

The basis for this doctoral thesis and all MES studies is the MES simulation and optimisation 
framework HyFlow. It can depict the grid-bound energy carriers power, natural gas and district 
heat, including energy grids, power plants, storage and sector-coupling options. A previous 
stage of HyFlow’s development can be found in [49]. However, the application of the 
previously developed HyFlow in various projects and literature reviews disclosed specific 
potential fields of improvements. These considered improvements include a fully flexible 
energy grid depiction, capabilities to add further objects into the MES and operate them based 
on a variety of different approaches and advanced load-flow calculation capabilities. The 
energy grid depiction is improved so that an individual count of different energy grid levels 
(e.g. pressure level) can be defined. The advanced HyFlow framework can implement an 
individual number of additional MES objects (e.g. power stations, storage, sector-coupling) at 
any user-defined location in the MES, compared to one sector-coupling object and one storage 
per energy carrier in the previous stage of development. Load flow calculations were 
improved for power and district heat. To determine power load-flows, the MATPOWER 
framework is integrated into HyFlow, allowing for both alternating and direct current power 
and optimal power flow load-flow calculations [68]. District heat load flow calculation is 
improved to cope with meshed grid topology instead of a tree topology without meshes. 
Future potential fields of HyFlow development can be the addition of further objects and 
corresponding operating strategies into HyFlow. 

The developed semi-dynamic gas load-flow calculation with batch tracking, tracing capability 
allows for determining timely and spatially resolved GCV fluctuations. The presented gas load-
flow calculation approach can be used to derive a similar concept for heat load-flow 
calculations by tracking water batches and their distinct temperatures instead of gas batches 
and their GCV. 

The presented methodologies can be applied to any other MES simulation research question 
to be addressed. 
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MES Model of Austria 

The MES model of Austria has been developed based on publicly available data, previous 
research projects and experiences from previous projects. The model divides Austria into 398 
so-called substation districts. For each substation district, distinct generation and 
consumption profiles are determined. The consumption side considers several sectors such as 
household, agriculture, service and industrial and the energy carriers power, natural gas and 
heat. Annual consumption data are temporally resolved using a combination of standardised 
load profiles and research results. To determine SSD specific generation profiles, all power 
plants (hydro run-off, (pumped)- storage hydro, PV, wind, biogas, biomass, natural gas) within 
a substation district are determined. A temporal resolved generation profile is calculated using 
water flow rates, standardised load profiles or generation timelines based on solar radiation 
or wind speed measurements. A detailed model of Austria’s power and natural gas energy 
infrastructure is established to consider energy grid properties between substation districts. 

The MES model of Austria can further be adapted to meet the demands of different scenarios 
to be investigated. Potential improvements can be implemented in both substation district-
related data and energy grids. The energy consumption and generation within a substation 
district can further be adjusted by considering for example a change of population between 
substation districts, open / closure of new industrial plants, the retirement of power plants or 
expansion of RESs. Furthermore, the effects of political decisions such as phasing out of gas 
boilers, the number of electric vehicles, or an increase in heat pump usage can be considered 
to a scenario-dependent degree. Considering future grid expansion or closure of grid sections, 
the energy grid infrastructure depiction can be updated accordingly. 

Effects of RES Expansion on MES 

The effects of RES expansion on MES with different spatial resolutions are mainly affected by 
the underlying scenario and its distinct RESs expansion strategy. As demonstrated in the case 
of Austria’s MES, a few grid strengthening measures would enable the integration of RESs in 
accordance with #mission2030 RES expansion targets. However, as demonstrated in the 
federal state and local use case, political decisions and local circumstances might lead to 
different RESs expansion scenarios, affecting especially power grids to a significantly different 
degree. To cope with these circumstances, alternative solution strategies should be 
considered. In the federal state use case, biomass and hydropower potentials are already 
exploited to a high degree. No wind expansion is allowed, leaving PV as the only RES to expand. 
This leads to temporary excess generation peaks, mainly in summer at a magnitude of the 
federal state’s power consumption. The excess power has to be either stored, exported or 
consumed. The local use case demonstrates both positive and negative effects of PtG as a 
power grid relief measure. If the grid relief measure is misplaced, hardly any RES expansion 
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can be integrated without having to avoid power grid overloads. If the PtG is positioned close 
to RES, the generated hydrogen or SNG can be fed into nearby natural gas grids and the 
installed RES generation can be expanded significantly. Especially hydrogen feed-in into 
natural gas grids can cause both temporal and spatial resolved GCV fluctuations in natural gas 
grids. Fluctuations must remain within defined boundaries to guarantee a predictable gas 
quality. Furthermore, the potential hydrogen amount that can be fed into the natural gas grid 
differs between summer and winter, due to varying natural gas demand for e.g. heating. 

The created models and methodologies may serve as a basis for further investigations. This 
may include improved or updated generation and demand data, different RES expansion 
strategies or deviating scenario parameters. The proposed solution strategies can be used or 
further adapted and investigated in any region or country with similar characteristics. 

Following key results can be concluded, assessing RES expansion at different spatial 
resolutions: 

 An equal distribution of RESs across Austria (e.g. realising a certain, equivalent 
percentage of potentials) according to RESs potentials is beneficial to implement RES 
in line with government targets. A purely market-oriented operation of flexibilities 
such as heat pumps, battery storage or electric vehicles results in demand peaks when 
electricity prices are low. To take advantage of cheap electricity and avoid energy grid 
overloads, the power grid’s status should be considered in addition – as a market 
oriented approach combined with grid oriented approach. Power distribution grid 
overloads can be more than halved and transmission grid overloads almost reduced to 
zero if market and grid oriented approaches are combined. Due to their flexibility, 
(pumped)-storage hydropower and natural gas-fired power plants can provide the 
necessary flexibility to ease and minimise power grid congestion. 

 Political decisions might limit or increase both potential solution strategies or 
challenges. This includes for example the favourable development of single RES or 
hydrogen concentration levels in natural gas grids. Heavy reliance on a single RES 
induces higher fluctuations in the power grid. If a federal state relies almost solely on 
PV to meet its renewable power generation target, excess power at the magnitude of 
a federal states power demand can be expected. Furthermore, seasonal and daily 
generation (e.g. winter-summer or day-night) might show stronger fluctuations 
compared to a more balanced RES expansion. The implementation of e.g. EV and PtH 
can reduce primary energy consumption by about 20 percent. 

 A PtG facility can enable the integration of further PV into a power grid. However, the 
PtG facility’s location must be carefully selected. If it is misplaced, no additional PV 
integration can be achieved at all. A location close to high potential PV generation is 
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favourable to achieve a maximum grid relief. Further considerations such as hydrogen 
feed-in limit and capacity or availability of CO2 for methanation should be considered 
additionally to enable the maximum possible grid relief. 

 When PtG is implemented into the MES to achieve a power grid relief, the feed-in of 
hydrogen into natural gas grids causes temporal and spatial GCV fluctuations with a 
high degree of volatility. Within few hours the gas supplied to a node might change 
from 100 per cent natural gas to a 50/50 per cent mixture of hydrogen and natural gas. 
The amount of hydrogen that can be fed into the natural gas grid varies over one year. 
Due to gas demand for heating in winter, about twice as much hydrogen can be fed 
into the natural gas transmission grid without violating hydrogen concentration levels 
compared to summer. It must be ensured that defined hydrogen concentration levels 
are not exceeded for consumers.  

 For electrolysis, achievable FLHs depend on both electrolysis sizing and mode of 
operation. A smaller electrolysis can achieve more FLHs compared to bigger ones. In 
our example, a 17.5 MW electrolysis achieves 3008 FLH, whereas an 87.5 MW 
electrolysis achieves about 20 per cent less FLHs. Suppose the electrolysis is operated 
based on the RL of substations with high PV generation and low demand only, more 
FLHs can be achieved compared to the consideration of further additional substations 
with different characteristics (e.g. high demand, few PV generation). An increasing 
number of FLHs benefit the economic efficiency, since fixed costs such as electrolysis 
depreciation can be allocated towards a larger amount of produced hydrogen. 

 Assuming a 52,5 MW electrolysis, hydrogen and SNG generation costs range between 
12.1 to 16.4 €Cent/kWh hydrogen or SNG. The generation of hydrogen is favourable 
over SNG, since fewer auxiliary units are necessary, reducing capital and operational 
expenditures. However, SNG feed-in enables an increased potential electrolysis sizing, 
since no hydrogen feed-in limitations have to be considered. 

It should be noted that an equal rate of increase of RESs potentials can be handled with 
minimum grid overloads. However, if at certain locations more RESs potentials are realised or 
political decisions only allow for certain RESs to be expanded, further measures are necessary. 
A power grid relief can be achieved via deployment of PtG or combining marked and grid 
oriented approach. However, if PtG is implemented, further factors such as location, mode of 
operation, hydrogen feed-in limits and capacities or availability of CO2 for methanation must 
be considered. 

This doctoral thesis displays potential future challenges arising with an increase of RESs 
expansion to transform the current energy system towards climate neutrality. It is 
demonstrated that the consideration of the total multi energy system is highly relevant and 
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advantageous to cope with potential challenges in the future energy system and to enable a 
smooth energy transition.  
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ABSTRACT 

Strategies to decarbonise energy sectors by substituting fossil fuels with renewable energy 
sources (RES) pose challenges for today’s energy system. RES are mainly decentralised, not 
always predictable and introduce a high degree of volatility into energy grids. To cope with this 
challenges, flexible multi-energy-systems (MES) may be beneficial. To assess impacts of high 
degree of RES on energy grids and derive suitable countermeasures, simulation tools are 
necessary. In this article we propose a modelling framework suitable to perform a detailed 
technical assessment of MES. This framework (HyFlow) allows for MES simulation and includes 
depiction of spatial area and simplification of electricity grids without neglecting its properties. 
Additionally, we demonstrate the application of HyFlow to assess the impacts of the Austrian 
energy strategy #mission2030 on the energy grids of an Austrian federal state. We present and 
analyse two scenarios with various degrees of future generation and demand developments, 
including sector-coupling technologies, energy storages and electric vehicles. Both scenarios 
demonstrate that a high degree of renewable electricity generation can be realised with few 
improvements of the current energy infrastructure. Hybrid technologies such as heat pumps and 
power-to-gas turned out to be crucial in terms of both, energy efficiency as well as flexibility. 
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1. Introduction

In order to meet the binding goals agreed to at the COP 
21 in Paris, two major strategies should be implemented: 
substituting fossil fuels with RES and increasing system 
efficiency [1]. These strategies present challenges for cur-
rent energy systems and their operators, since RES are 
mainly decentralised, not always predictable, and intro-
duce volatility into grids. Therefore, energy systems must 
be effectively designed and operated to provide temporal 
and spatial flexibility. MES, which incorporate multiple 
energy sectors, allow additional flexibility to be used 
across energy carriers and thus further increase system 
flexibility. Moreover, these MES can improve overall 
energy efficiency and allow for seasonal storage of differ-
ent energy carriers [2]. 

In general, energy system models which may deter-
mine optimal system design- and operation strategies, 

are tools for suggesting appropriate energy system 
improvement measures to grid operators or political 
decision makers [3]. There already exist a number of 
widely used modelling tools for representing energy 
grids and infrastructure, but they only consider sin-
gle-energy carrier networks. However, comprehensive 
modelling frameworks for MES, which link single-en-
ergy networks by using coupling technologies, are to the 
best of our knowledge not yet available [4], but may 
further advance the transition to RES. 

Making reliable statements with regard to holistic 
approaches for integrating RES in future energy systems 
and grid infrastructure requires adequate consideration 
of network interactions and dependencies by using com-
plex models. [5, 6] In the context of effectively  designing 
and operating grid-based MES, modelling frameworks 
must take into account multiple aspects of energy 
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 systems modelling. This includes energy network infra-
structures across different energy carriers and flexibility 
options like storage facilities. Three aspects are relevant 
for characterizing them: 

Firstly (1), the degree of detail determines the model 
accuracy. A decreased degree of detail reduces model 
complexity and hence, computational effort. The accu-
racy specifies how well the original behaviour of the 
system is preserved. In this work, the cellular approach 
addresses the issues of detail as a method that supports 
spatial resolution reduction and thus simplifies physical 
properties of energy grids. The second aspect (2) is the 
definition and consideration of boundary conditions 
which represent all assumptions as well as technical 
details for all relevant units within the system [1]. 
Finally, (3), the operation scheduling for flexible system 
units and utilities must be addressed. This can be done 
either by mathematical optimisation methods like linear 
programming or by heuristic approach, considering spe-
cific operation algorithms.

As shown in Figure 1, the development of the model-
ling objective directly influences a model’s level of 
detail (1). In turn, this affects the overall system design 
(2) and consequently the way the system is operated (3) 
[4].

2. Motivation

Substituting fossil fuels with RES brings major changes 
into our energy systems, since RES, firstly introduce 
high volatility into the grid and, secondly, are spatially 
spread. This is shown on the example of Austria in 
Figure 2: Most of Austria’s RES potentials are highly 
volatile solar- and wind-power or moderately volatile 
hydro-power. The only RES that can be deployed 
demand-orientated is biomass. This leads to power sur-
pluses – so called negative residual-load (Eq. (1)) during 
the summer months, mainly occurring in the electrical 
grid. In contrast, the winter months tend to show tempo-
ral shortfalls, while positive residual-loads, according to 
Eq. (1), occur. 

(1)

Besides their temporal volatility, the Austrian RES-
potential is not sufficient to cover the country’s prima-
ry-energy demand, which accounted to approximately 
381 TWh/a [7] in 2017. With RES potentials of around 
265 TWh/a [7], a shortfall of around 116 TWh/a [7] is 
left to be covered. In order to cover this gap, RES 
imports and/or measures to increase the primary energy 
efficiency have to be applied in the future.

As we show in Figure 2, besides this general shortfall 
of RES potentials, there is a strong spatial component as 
well: Especially the highly industrialised regions of 
Austria as well as the urban centres are strongly under-
supplied in the energy net-balance over a year (indicated 
in green). Besides the questions related to the RES vol-
atility and the systems energy-efficiency, this leads to 

[ ] [ ] [ ]Re , , ,s i Load i Gen i
P t P t P t= −

Abbreviations

BEV Battery electric vehicle;

DRE Degree of renewable expansion;

DSS Degree of self-sufficiency;

ELO Electricity line overload;

GtPH Gas-to-power-and-heat;

GtH Gas-to-heat;

KPI Key performance indicator

LP Linear programming;

MES Multi-energy-system;

MI(N)LP Mixed-integer-(non)-linear-programming;

PHEV Plug-in hybrid vehicle;

PtG(H) Power-to-gas(-and-heat);

PtH Power-to-heat;

RES Renewable energy sources;

Figure 1: Interactions of the areas in energy system modelling
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questions with regard to the energy grids, covering the 
distances between RES production and demand. Sejkora 
et al. provide a comprehensive overview on the spatially 
resolved energy and exergy system of Austria [7].

In order to address the challenges mentioned above, 
energy system simulations, considering more than one 
energy carrier, may act as a helpful tool in order to eval-
uate various solution strategies. 

The aim of this work is to show the correlation 
between the three major aspects of grid based MES as 
described above. How they are addressed today and how 
they can be combined in one novel system modelling 
framework. Further, we show the application and assess-
ment of this modelling framework on a case-study of an 
Austrian federal state. Therefore, we analyse future 
impacts of the Austrian Climate and Energy strategy 
#mission2030, which aims for 100 % renewable elec-
tricity production net-balanced over one year, until the 
year 2030 [8]. We also discuss a solution strategy, in 
order to enhance the system’s primary energy efficiency 
and to overcome congestions related to the #mis-
sion2030 RES expansion.

3. State of research

Current literature in energy system modelling covers 
distinct perspectives, approaches, and types of models 
based on different levels of detail. Different types of 
models (i.e. scenario models, planning models, operat-
ing models and optimisations), allow complex energy 
systems to be considered on several temporal and spatial 
levels [9]. Either energy-based or power-based perspec-
tives are applied, depending on the type of model. 
Energy-based perspectives use highly aggregated data 
such as annual energy demand and supply values, while 
power-based perspectives calculate models using 
time-resolved power values [1]. When integrating dis-
tributed and volatile RES, it is necessary to ensure the 
finest possible temporal resolution, since there must be a 
balance between energy generation and demand at all 
times [10]. 

Energy system modelling approaches are either based 
on one of two principles: top-down or bottom-up, both 
offering specific advantages as well as limitations [11]. 
While the top-down-approach pursues macroeconomic 

Figure 2: Energy balance in Austrian districts 
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• Energy carriers electricity, gas and heat must be 
included to depict MES.

• MES must be an operational model, that allows 
scenario based simulations.

Three open-source MES modelling tools Calliope, 
OEMOF and URBS could be identified meeting the cri-
teria mentioned above. However, they focus on eco-
nomic tasks such as optimal dispatch based on minimal 
costs not on technical questions.

Commercial software such as DIgSilent PowerFactory, 
NEPLAN and PSS Sincal provide highly accurate grid 
depiction and load flow calculation. However, they don’t 
provide any interconnection between different energy 
carriers, therefore they are unsuitable for the assessment 
of MES [16–18].

In comparison to MES planning tools like EnergyPLAN 
or TIMES, HyFlow aims not to determine an optimised 
MES. The main motivation for HyFlow is to assess tech-
nical infrastructure impacts by scenario based changes of 
consumer and producer behaviour as well as impacts of 
sector coupling and storage technologies. Therefore, 
MES planning tools such as EnergyPLAN or TIMES can 
be a valuable supplement for HyFlow, providing input 
data for further detailed technical assessment [19, 20].

To conclude, the literature analysis shows that multi-
ple MES assessment tools are available. However, as 
shown in Figure 3 existing grid based MES models 
cannot be used as scenario based operational models, 
commercial software cannot implement sector-coupling 
technologies and future MES development assessment 
tools lag detailed energy grid depiction.

Our self-developed hybrid MES simulation tool 
HyFlow aims to address before mentioned issues: a sce-
nario based operational model with implementable sec-
tor-coupling and storage technologies in combination 
with detailed energy grid depiction.

4. Methodology

The following section explains the methodology for 
each relevant part of MES modelling. The first subsec-
tion, “Cellular approach – level of detail”, explains the 
relevance of degree of detail when using the cellular 
approach which supports spatial-resolution reduction. 
Based on the cellular approach, network design of 
energy networks is described in the second subsection 
“Energy network modelling”. In subchapter three “MES 
modelling and simulation tool” we describe how we 
apply before mentioned methodologies in the mentioned 
grid-based MES modelling framework HyFlow.

considerations – simplifying and aggregating the energy 
sector by the underlying economic theory – the bot-
tom-up approach presents a techno-economic view. The 
bottom-up principle includes technological details which 
are evaluated using an economically-oriented concept 
corresponding to the investigated technologies, and 
therefore requires a comprehensive database [10, 11]. 

Simulation models and optimisation models are the 
most commonly applied models using a bottom-up 
approach. Simulation models are used for describing, 
explaining and predicting the behaviour of energy sys-
tems. Attaining a specific goal, such as optimal unit 
scheduling or optimal dispatch, requires the application 
of optimisation models in order to define an optimal set 
of technology options. This goal should be achieved by 
minimising operating costs under certain constraints, 
while at the same time, energy quantity and prices 
should remain unchanged [11].

The model formulation requires mathematical equa-
tions describing the energy system appropriately. Linear 
programming (LP), mixed-integer linear programming 
(MILP) and mixed-integer non-linear programming 
(MINLP) are most commonly used in this context. 
Almost all optimisation models used in energy system 
planning are LP models as they are fully linearised. They 
are therefore easy to use and deliver fast results. For the 
same reason, they tend to deviate for non-linear condi-
tions [9]. MILP models extend LP models as they offer 
greater detail in terms of technical properties. MINLP 
models tend to better approximate the real energy 
system as they also map non-linear conditions, but they 
require more calculation time [9, 12].

The models can also be categorised according to their 
modelling scope. While planning models are used to 
assess long-term developments of energy-systems, oper-
ating models are used to assess the reliability of scenar-
ios in terms of their operating conditions. They differ 
mainly with regards to the time horizon: planning 
models must consider long periods of time, whereas 
operating models range from one day to one year. 
Additionally, planning models usually use an ener-
gy-based-perspective, while operational models use 
power-based-perspectives [1].

For this work, MES operational models turn out to be 
relevant. To gain an overview about existing models, we 
compared listings from various databases [13–15]. 
Following filter criteria were applied on all previously 
described MES listings:

• MES must be open source and accessible to 
enable further development.
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4.1 Cellular approach – level of detail 

The main objective of this approach is to balance supply 
and demand at the lowest possible level to prevent high 
load flows over network connections. The cellular 
approach also is a means of aggregating users (e.g. con-
sumers, producers and storages) in nodes to reduce com-
putational time. Additionally, aggregating the users 
within one cell allows for standard load profiles [21] and 

Figure 3: Research gap between commercial software and existing grid-based MES models.

Step 1: classify consumers,

and storage-units

Step 2: find appropriate cell-

Step 3: aggregate consumers,

and storages for each cell

Step 4: cell connection according

to the existing infrastructure

Figure 4: Visualisation of process steps within the cellular approach

synthetic load profiles [22] to be used, even if the data of 
the modelled region is incomplete.

The cellular approach is designed to be as modular 
and generic as possible. The process of applying the 
cellular approach is visualised in Figure 4. All energy 
consumers, generation and storage units are aggregated 
to a single node within a defined cell or system bound-
ary. This procedure is followed for each energy carrier. 
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It is important to choose cells according to the geograph-
ical distribution of users, the number of aggregated 
users, and the grid routes. A more detailed explanation 
on cell design and recommendations within the cellular 
approach can be found in [23, 24]. 

The energy generation PGen,i(t) and the demand 
PLoad,i(t) for each time-step and each energy carrier are 
combined in the residual load PRes,i(t) as defined in  
Eq. (1). The resulting nodes containing the residual 
loads of each cell are now linked via intercellular con-
nections, if a real grid connection exists between the 
cells. Importantly, the interconnecting lines are mod-
elled to fit the original grid as accurately as possible. 
This includes network reduction measures such as 
appropriate compensation lines instead of multiple lines 
from one cell to another.

Cells of the same level (e.g. households) can be fur-
ther aggregated to a superior cell level (e.g. city quarter) 
in order to allow the spatial flexibility needed. Cells can 
represent a wide variety of sizes. They may be city quar-
ters as depicted in Figure 4, but may also represent a 
single household or any other unit. The size of the small-
est cell level is important because intracellular load 
flows within the smallest cell levels are neglected.

4.2 Energy network modelling

Electrical grid: Currently, the greatest challenge when 
implementing volatile renewables into an energy system, 
is the lack of transport and storage possibilities within 
the electrical grid [25]. Therefore, electric networks 
need to be accurately modelled in order to make reliable 
statements regarding infrastructural planning of future 
network structures. When modelling electrical grids, 
DC- and AC-load flow models are used. While 

DC-models are simplified, or rather linearised, by taking 
into account only active power flows, AC-models also 
consider reactive power flows. This allows for electrical 
grid transmission characteristics to be described more 
precisely [26]. Reactive power is required for building 
up electromagnetic fields which facilitate energy trans-
mission. Analysing reactive power in electrical networks 
allows additional network aspects to be assessed. This 
includes overloads of network elements, voltage stabil-
ity, network losses, network capacity calculations and 
determining the grids behaviour in case of failure. 
Network elements, non-linear loads, fluctuating power 
consumption and asymmetrical network loadings also 
introduce reactive power into the grid. Additionally, 
reactive power conditions within network structures 
depend on voltage levels and degrees of loading [27].

Modelling reactive power flows in aggregated net-
work models according to the cellular approach is there-
fore a complex process. Since each cell is represented by 
a single node, changes in the network structure occur. 
This requires the implementation of compensation ele-
ments. Therefore, we apply serial RLC-elements and 
adapt with them the changed nodal conditions after 
aggregation in order to correctly model active and reac-
tive power flows within the connecting lines between 
cells. This process and the structure of one compensa-
tion element are shown in Figure 5. 

These serial RLC-elements are parameterised using 
electrical line parameters of the neglected lines (dotted 
lines in Figure 5, left) within one cell. Thereby, these 
elements represent complex electrical impedances 
allowing variable active and reactive power correction 
with changing operating states of the network. The 
active and reactive power produced by them compen-

Figure 5: Grid reduction and compensation of losses by means of RLC-elements
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sates for the neglected line losses and, therefore, also 
corrects the overall network losses, the load flow via the 
slack-node as well as the load flows between the cells. 
Traupmann et al. [28] give a detailed explanation of grid 
reduction and compensation procedure. 

Pipeline grids – heat and gas grid: Enabling cross 
energy carrier load flows in MES, mainly for extending 
storage and transport possibilities available for covering 
both, positive and negative electrical residual loads, 
requires an optimised and coordinated use of existing 
infrastructures. Therefore, pipeline grids for heat and 
gas also need to be considered using correspondingly 
created models.

Pipeline network load flow calculations can be used 
to evaluate various gas- and heat network parameters 
such as average flow rates V, pressure drops ∆p, pressure 
distributions and temperatures. The mathematical for-
mulation of the load flow equations for pipeline net-
works is significantly different compared to the electrical 
grid. The correlation describing the behaviour of pipe-
line grids shows quadratic dependency according to 
Darcy’s law - Eq. (4), taking into account the Darcy 
friction factor λ, the pipe length l and diameter d as well 
as the fluid density ρ. [29] The following equations  
Eq. (2) to (4) show similarities between both electrical 
and pipeline networks:

(2)

(3)

(4)

Practical pipeline models use a static approach that 
solves the quadratic Darcy equation by using lineariza-
tion methods or non-linear solution methods [30, 31]. 
Compared to electrical networks, additional input vari-
ables are necessary to characterise a pipeline network. 
For example, input variables such as medium density, 
medium and ambient temperatures, pipe diameter, 
length, roughness, and thermal conductivity are consid-
ered. In district heating networks heat losses occur. They 
are decoupled from average flow rates and the corre-
sponding pressure drop. Therefore, they only depend on 
variable fluid and ambient temperatures [32]. Pressure 
losses are considered in both heat and gas networks. 
Heat losses over a pipe section are based on different 
inlet and calculated outlet temperature which considers 
pipe parameters such as thermal conductivity, pipe 

length and diameter. Boeckl et al. [33] give a detailed 
explanation of the grid procedure, depicted here briefly.

4.3 MES modelling and simulation 

The temporal and spatial challenges, explained in the 
previous sections, require for tools allowing the consid-
eration of various RES expansion scenarios, the determi-
nation of resulting grid constrains, as well as for the 
design of flexibility options needed for their mitigation. 
In this work we introduce a MES modelling framework 
- HyFlow - that addresses these points. In order to allow 
the consideration of a broad range of energy system 
case-studies, HyFlow works on three cell levels with a 
different spatial depth of detail, individually selectable 
by the user. Level 1 cells can for instance represent 
low-voltage grid areas and level 2 cells the medium volt-
age area supplying them. Consequently, in this example 
level 3 would be the high-voltage grid area, supplying 
the lower grid-levels. A level 3 cell is also concerned 
with the energy exchange to the superior energy system. 
So called slack-nodes allow energy to be transferred 
between network levels. This concept is shown in 
Figure 6.

In addition to the network structure of all considered 
energy carriers, information regarding physical network 
properties, timely resolved customer demands, timely 
resolved generation profiles as well as parameters for 
describing flexibility options like storages and sec-
tor-coupling technologies (= hybrid element) must be 
defined. Demand and generation data are represented by 
using residual loads according to Eq. (1). Flexibility 
options are integrated via technology-independent 
parameters in order to allow the implementation of var-
ious technologies, as shown in Table 1.

In HyFlow, for the operation of flexibility options we 
apply a rule-based approach instead of mathematical 
optimisation. Thereby we distinguish between cell- and 
overall system serving operation. The cell serving 
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approach aims to reduce the residual load of the corre-
sponding level 1 cell to a maximum extent. The overall 
system serving approach aims to reduce the electrical 
residual load of the highest level being considered 
(level 3 cell). The electrical residual load is chosen since 
electricity grids are considered as most critical of con-
gestions. An overview about which hybrid elements are 
implementable in HyFlow is given in Figure 7. Four 
main categories (GtPH, PtGH, PtH, GtH) of hybrid ele-
ments are shown, each category considering various 
subtypes of hybrid element technologies.

The computation-steps for considering the interac-
tions between the calculation of multi energy carrier 
load flows and the operation of cell- and system serving 
flexibility options, are shown in Figure 8 for one time-

step. Dark arrows indicate the first computation loop, 
whereas light arrows indicate an additional calculation 
loop in case system serving hybrid elements are acti-
vated.

In the first step, each level 1 cell and its correspond-
ing flexibility options, both, in cell as well as system 
serving operation mode, are fully used to minimise the 
residual load of the corresponding level 1 cell. Any 
energy storage capacity of system serving elements, still 
available after balancing cell-level 1, is used as described 
in step 3 and 4 to minimise the system’s residual load. 

After energy storages were used to minimise a 
level 1 cell’s residual load, cell-serving hybrid elements 
such as PtH, GtPH and GtH are used. The detailed mode 
of operation for each hybrid element depends on various 
factors such as storage levels and residual loads. For 
example, if a PtH hybrid element is to be used, the elec-
trical residual load of the corresponding level 1 cell must 
be negative (generation), the heat residual load positive 
(demand) and/or free storage capacity in thermal energy 
storages available. In this case, the generated electricity 
would be used to produce heat, and if heat demand is 
met and there is still electricity left, it would be used to 

Table 1: Necessary data for storage and hybrid elements

Storage Hybrid element

storage capacity
charge / discharge power
charge / discharge efficiency
self-discharge
operation strategy

power
conversion efficiency for each 
energy carrier
ramp rate up & down
operation strategy

Figure 7: Cross energy carrier and storage flexibility options in HyFlow
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charge the thermal energy storage, if the maximum 
power of the PtH hybrid element is not exceeded. 

In step three, each level 2 cell, with its corresponding 
and already balanced level 1 cells, is balanced. In 
Figure 6 two level 2 cells, A and B, and their four respec-
tively five corresponding level 1 cells are displayed. To 
calculate load flows within each level 2 cell, load flow 
calculations (see section 4.2) are performed. Leftover 
capacities from system serving storages located in cell-
level 1 are used in order to minimise residual loads of a 
single level 2 cell by transferring energy to or from 
energy storages in the corresponding level 1 cells con-
taining the storages. The remaining residual load is bal-
anced via slack node. 

Step four is similar to previously described step three. 
Just as in step three, load flow calculations are carried 
out in order to calculate load flows between level 2 cells. 
The remaining residual loads are balanced via slack 
node, per definition to or from outside the systems 
boundaries. Since storages are defined in level 1 cells 
only, virtual storage capacities between level 2 cells are 
used. The virtual storage capacity of each level 2 cell is 
the sum of all system serving storage capacities of the 
corresponding level 1 cells. If any system serving stor-
ages were used in step 4, the virtual storages’ charging 
levels change and have to be retransferred to the corre-
sponding level 1 cells of each level 2 cell. This  procedure 

is carried out in step 5, using an iterative process. 
However, the iterative process affects the residual loads 
of level 1 cells, where the system serving storage is 
physically located. Therefore, load flow calculations, 
similar to step 3 and 4 have to be executed again, to 
recalculate load flows and grid losses between both level 
1 and level 2 cells.

Afterwards, the need for usage of system serving 
hybrid elements is evaluated. In case hybrid elements 
were active in the previous time-step or used in the cur-
rent time-step, calculation steps one to five have to be 
repeated (see Figure 8 – grey arrows). The usage of 
system serving hybrid elements depends on the electric-
ity residual load. In case of a negative electricity residual 
load, excess power is used within the system by system 
serving hybrid elements such as PtH and PtGH. If the 
electricity residual load is positive, additional electricity 
is generated inside the system. Prerequisite conditions 
for both cases are the availability of suitable hybrid ele-
ments within the system.

As a result, time resolved residual loads for each 
energy carrier as well as the usage of storages and hybrid 
elements are displayed for all calculated time-steps. 
Further information such as line loads, node voltage, 
pressure or temperature levels as well as information 
regarding the usage of each energy storage and hybrid 
element can be assessed.

Figure 8: Calculation steps in HyFlow
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5. Model assessment on the case-study of an 
Austrian federal state’s MES

In order to demonstrate and assess the capabilities of 
HyFlow, the effects of the national Austrian climate and 
energy strategy #mission2030 on federal state level, are 
examined. With regards to the expansion of RES, the 
specific energy policy of the considered federal state 
doesn’t allow additional wind power [34–36]. Therefore, 
hydroelectric, photovoltaic and biomass expansion are 
the only RES options to be exploited in the future. In 
Table 2 technical- as well as exploitable renewable elec-
tricity potentials for the federal state are displayed. 

To take possible development-pathways of the federal 
state’s energy consumption until the year 2030 into con-
sideration, two different scenarios are presented:

Scenario 1 represents the climate and energy policy 
based scenario, where total energy demand is expected 
to be stable throughout the year 2030. Renewable elec-
tricity potentials are almost exploited up to a degree to 
meet the expected demand. In comparison to the climate 
and energy policy scenario a further, more ambitious 
scenario 2 is presented. 

In the second scenario the total energy demand is 
expected to decline, whereas the renewable technical 
potentials are fully exploited. Scenario 2 aims to show 
upcoming challenges from an increase of volatile elec-
tricity producers, especially in the federal state’s 
 electricity grid. Both scenarios were developed in 
 cooperation with the federal state’s regional utility, pro-
viding both, energy residual load and grid data. Based on 
grid data the federal state’s energy network is depicted in 

96 energy cells, with distinctive residual load 
 characteristics.

5.1 Scenario 1: Climate & Energy Strategy Scenario

In the study “Empowering Austria” from Oesterreichs 
Energie [41], several studies regarding future energy 
consumption development in Austria are compared. The 
final energy demand forecasted for the year 2030 ranges 
from a decrease of minus 9,5 to plus 1,7 percent, based 
on the final energy demand of year 2012. For this sce-
nario a conservative approach is selected, therefore the 
total final energy demand until the year 2030 is expected 
to be stable. Table 3 shows the expected final energy 
demand in the year 2030. Considering the trend of fur-
ther electrification and population growth, an increase in 
electricity demand and mobility can be expected. In the 
scenario, those increases are countered with savings in 
heat and natural gas sector.

To cope with an increasing electricity demand and to 
fulfil the federal state’s energy strategy for 2030, RES 
have to be expanded up to a level to produce 14.874 
GWh of electricity per year [42]. Figure 9 shows the 
amounts of each renewable source to be expanded until 
the year 2030. It can be seen that hydropower and bio-
mass potentials have almost been fully exploited today, 
therefore photovoltaic is the only real option to be 
expanded.

Scenario 1 is further divided into two cases to exam-
ine the influence of technologies such as heat pumps, 
electric vehicles, home electricity battery storage and a 
central power-to-gas facility on the federal states energy 
grids. In the base-case none of the mentioned technolo-

Table 2: Technical and exploitable renewable potential

Source Production 2017 [GWh] Technical potential [GWh] Exploitable potential [GWh]

Hydropower 9.909 [37] 11.158 [37, 38] 10.784 [38]

Biomass 963 [37] 2.470 [39] 1.370 [40]

Wind 90 [37] 812 [39] 90 [37]

Photovoltaic 252 [37] 3.344 [39] ---

Table 3: Demand development in climate & energy strategy scenario

Sector Final energy demand 2017 [GWh] Final energy demand 2030 [GWh]

Electricity 14.604 [37] 15.334

Natural gas 14.404 [37] 12.734

Heat 21.259 [37] 20.621

Mobility 17.921 [37] 18.548
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gies is implemented. In the advanced case, all technolo-
gies mentioned above are implemented. The degree of 
implementation of each technology follows the assump-
tions explained in the following: 

• We replace natural gas for heating purpose by 
heat pumps in combination with thermal storages. 
To determine the spatially resolved consumption 
of natural gas for heating purpose, the total 
natural gas consumption is separated in natural 
gas demand for heating and industrial process 
demand. The individual heating- and industrial 
process demand for each cell is calculated 
considering available consumption data from 
both, utilities and industrial companies as well as 
from the study Renewables4Industries [39].

• A study from Pötscher [44] expects all newly 
registered vehicles in the year 2030 to be a 
mixture of 70% plug-in and 30% battery electric 
vehicles (PHEV, BEV) . The Austrian Automobile 
Association ÖAMTC expects the share of newly 
registered petrol or diesel only powered vehicles 
to be almost zero in the year 2030. The ramp-up 
curve of BEV in the ÖAMTC study is almost 
linear from today’s market share until the year 
2030, therefore a linear ramp up curve is selected 
for this work [45]. Based on the trend of past 
vehicle registration statistics, the annual vehicle 
registration number is assumed to be stable with 
60.000 vehicles per year until the year 2030 [46]. 
The described statistics and ramp-up curve result 

in 130.000 BEV and 302.000 PHEV in the 
federal state in the year 2030. The charging 
behaviour of two PHEV is assumed to be like 
one BEV, therefore a total number of 281.000 
electric vehicles is considered in the scenarios 
with a time resolved arrival characteristic from 
the project Move2grid [47]. The number of 
electric vehicles per cell is calculated based on 
the share of population per cell, compared to the 
federal state’s total population.

• For every household we apply a home electricity 
battery storage, with a storage capacity of 
10 kWh and charge / discharge power of 4,8 kW.

• We implement a central PtG facility in the centre 
of the federal state with unlimited capacity  
to convert excess electricity generation into 
natural gas instead of exporting. The centralised 
location was selected according to the existing 
infrastructure of high pressure natural gas as 
well as the high voltage electricity transmission 
grid.

5.2 Scenario 2: Ambitious Scenario 

This scenario aims to demonstrate the occurring effects 
if renewables are exploited up to their exploitable poten-
tial (see Table 2). This results in a significant increase of 
volatile renewable electricity generation. The final 
energy demand in scenario 2 is reduced by 7,5 percent 
in each sector, compared to scenario 1, resulting in a 
final energy consumption as shown in Table 4. Scenario 2 

Figure 9: Expansion of renewable generation to fulfil energy strategy goal
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is divided in a base- and advanced case, analogously to 
scenario 1.

6 Results of federal state’s scenarios

In this chapter results from both scenarios are presented, 
discussed and compared. Additionally, we compare our 
results with other research in this field.

6.1 Scenario 1: Climate & Energy Strategy Scenario

Figure 10 shows the electricity demand and renewable 
generation in a summer- and a winter week for scenario 
1 in the year 2030. Negative electricity residual loads 
can appear even during winter months, rising signifi-
cantly in both, count and excess during summer months. 
The overproduction of electricity in summer reaches 
similar levels compared to the electricity demand.

A comparison of electricity load flows in the federal 
state’s transmission grid (transmission grid voltage: 
110 kV) to or from the superior electricity system grid 
for the base- and advanced case scenario is displayed in 
Figure 11 and Figure 12. In the advanced case, far less 
electricity is exported over the system boundaries, com-
pared to the base case. Instead of being exported, excess 
electricity is used within the system, feeding battery 
storages, heat pumps and a central PtG facility. Especially 
during days with high photovoltaic generation, the PtG 
facility is able to supply the federal state’s whole natural 
gas demand. From April until October electricity imports 
are hardly necessary, compared to winter months with 
excessive electricity imports.

The federal state’s primary energy demand can be 
reduced from 37.600 GWh by approximately 15 % in 
the base case to 32.100 GWh in the advanced case. 
Electric vehicles and sector-coupling technologies such 
as PtH and PtG are the main drivers for primary energy 
savings.

By examining the electricity grid in detail, line-over-
loads can be analysed. In the base case scenario, the 
total overload time is 3.500 hours (relative overload 
time: 0,41 %), whereas in the advanced case, a total 
overload time of 12.800 hours (relative overload time: 
1,49 %) occurs across the federal state’s electricity 

Table 4: Demand development in ambitious scenario

Sector Final energy 2017 

[GWh]

Final energy 2030 

[GWh]

Electricity 14.604 [37] 14.239

Natural gas 14.404 [37] 11.728

Heat 21.259 [37] 19.027

Mobility 17.921 [37] 17.204
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grid. The electricity grid examination shows that many 
overloads occur due to operation of the central PtG 
facility. Since no grid expansion is considered, the 
number of overload hours can be reduced significantly 
by expanding certain electricity lines, especially around 
the central PtG facility or considering several decen-
tralised PtG facilities.

6.2 Scenario 2: Ambitious Scenario

Compared to the previously presented scenario 1, the 
federal state’s electricity demand decreases slightly, 
whereas renewable generation increases significantly. 
This results in even more excess electricity generation, 

reaching up to more than twice the federal state’s peak 
electricity demand, shown in Figure 13.

Due to the higher overproduction of electricity in 
scenario 2 compared to scenario 1, the central PtG facil-
ity converts even more excess electricity into natural gas. 
The increase in electricity to natural gas conversion 
leads to occasionally negative residual loads in the fed-
eral state’s natural gas grid during summer. Negative 
natural gas residual loads can be stored temporary in the 
federal state’s natural gas storages. The amount of natu-
ral gas being imported can be reduced by about 25 per-
cent in the base case and 45 percent in the advanced case 
compared to the year 2017. 
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Heat pumps in combination with thermal storages can 
significantly reduce negative electricity residual loads 
during winter months. However, heat demand is low 
during summer months therefore, heat pumps hardly 
contribute to residual load reduction during summer. 
The federal state’s primary energy demand can be 
reduced from 35.900 GWh by approximately 18 percent 
in the base case to 29.400 GWh in the advanced case.

In the base case scenario, the total overload time is 
10.696 hours (relative overload time: 1,25 %), whereas 
in the advanced case a total overload time of 33.496 
hours (relative overload time: 3,90 %) occurs across the 
federal state’s electricity grid. Like in scenario 1, no line 
expansion has been considered and overloads appear 
mainly in certain grid sections close to the central PtG 
facility. 

6.3 Comparison and discussion of scenarios

The following Table 5 displays key performance indica-
tors (KPI) for both scenarios such as degree of self- 
sufficiency (DSS), share of RES in the electricity sector, 
degree of renewable expansion (DRE), relative electric-
ity line overload (ELO) time and primary energy 
demand. 

A high RES penetration correlates positively with 
DSS, ELO and negatively with primary energy demand. 
For both scenarios, the advanced case is capable of 
increasing electricity DSS compared to base case. 
Comparing relative ELO in each sub scenario a high 
degree of RES seems unfavourable in terms of relative 

ELO. However, a detailed overload analysis has shown 
that in both advanced cases line overloads occur mainly 
on a few transmission grid sections around the PtG facil-
ity. If these particular grid sections are strengthened the 
KPI relative ELO can be improved significantly.

6.4 Comparison of results with other research

Kroposki et al. [48] concludes that 100 % renewable 
grids require significant curtailment of renewables. The 
scenario simulations on Austrian federal state level pre-
sented here clearly show that curtailment of renewable 
generation can be avoided by strengthening only a few 
transmission lines. 

A PtG deployment scenario review by Eveloy and 
Gebreegziabher [49] shows that research regarding PtG 
deployment is mainly attached to excessive renewable 
energy generation. PtG facilities contribute positively to 
avoid curtailment of renewable generation, grid stabili-
zation and improvement of energy supply security [49]. 
Schwarz et al. [50], discuss the positive systematic 
effects of PtG in energy systems with high degree of 
renewable penetration. 

Our Simulations also show, similar to their results, 
positive impacts of flexibilities such as PtG on electric-
ity grids.

7 Conclusions

Within this work we discuss general aspects on model-
ling, designing and operating of MES, coupling the grid 
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bound energy carrier electricity, gas, and heat. Such 
systems allow for a better integration of volatile renew-
ables and provide the opportunity for an enhanced pri-
mary energy efficiency, compared to current energy 
systems with decoupled energy carriers. 

When modelling such MES, beside the volatile 
behaviour of future generation and demand, also their 
spatial distribution has to be considered. Therefore, we 
introduce a cellular approach which facilitates balancing 
energy production and demand on the lowest cell level 
being implemented. In order to investigate grid conges-
tions, resulting mainly from RES expansion, exact load 
flow calculations of all energy carriers have been 
applied. A measure for mitigating such congestions is 
the appropriate design- and operation of flexibility 
options. MES-flexibility options are particularly inter-
esting, since they enable cross energy carrier seasonal 
storages. 

All these mentioned aspects are integrated in our 
MES modelling framework HyFlow. The framework is a 
unique MES simulation tool that allows scenario based 
analysis of future MES with a technical focus on infra-
structure and flexibility options. Results from the inves-
tigated scenarios can provide decision support, especially 
for grid operators and political decision makers. 

The capabilities of HyFlow are presented on the 
example of two scenarios. In both we demonstrate, that 
an expansion of RES can be realised with few improve-
ments of the current energy infrastructure. The imple-
mentation of energy storages and MES elements, as for 
instance PtG, facilitate grid relief. However, the location 
of flexibility options has to be selected carefully. If mis-
placed or oversized, flexibility options can benefit over-
loads at certain grid sections, as both scenarios display. 
Overloads can be avoided by either strengthening partic-
ular grid sections, or several decentralised facilities 
instead of a central one.

The HyFlow framework can be further improved in 
areas such as load flow calculation, grid depiction and 
operational strategies of both storage and hybrid 
 technologies. We continuously aim to improve HyFlow 
based on feedback from its application in research 
 projects.
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a b s t r a c t

The integration of renewable electricity generation poses challenges for today's energy system. Since

renewable potentials are geographically unevenly distributed, solutions to overcome bottlenecks such as

grid congestion are necessary to raise as much renewable potentials as possible. In specific, a part of

Austria is characterised with high photovoltaic installation inquiries and low electricity demand. Elec-

tricity grids are designed to cope with today's loads, therefore the integration of inquired photovoltaic

would overstrain the built infrastructure. In this paper we investigate how power-to-gas can ease this

photovoltaic related grid strain. The feed-in of hydrogen into natural gas transmission pipelines and the

usage of hydrogen and biogas from local fermentation plants for methanation feeding synthetic natural

gas (SNG) into local distribution grid is assessed in various scenarios. Based on the technical assessment

results, an economic evaluation of each scenario is performed to determine generation costs of hydrogen

or SNG. Depending on the electrolysers location in the electricity grid, the installable photovoltaic power

can be increased significantly without causing electricity grid congestion. Costs for hydrogen and SNG

vary across each scenario, mainly influenced by CapEx for electrolyser and methanation as well as

electricity purchasing costs.

© 2021 Elsevier Ltd. All rights reserved.

1. Introduction

To meet the binding goals agreed to at the COP 21 in Paris, two

major strategies should be implemented: substituting fossil fuels

with renewable energy sources (RES) and increasing system effi-

ciency [1]. Research regarding the pathway to 100% renewable

energy systems has been gaining traction throughout the last 15

years. An increasing share of research is focusing on a cross-sectoral

approach, considering the full energy system, depicting e.g. elec-

tricity, natural gas, district heating grids, hydrogen or carbon-

dioxide grids in combination with storage and sector-coupling

options [2]. An enhanced use of RES in multi-energy-systems pre-

sents challenges for current energy systems and their operators,

since RES are mainly decentralised, not always predictable, and

introduce volatility into grids [3]. Kroposki et at [4]. concludes his

research on 100% volatile renewable energy by stating that

achieving 100% renewable energy will require [4]:

� New solutions matching supply and demand over multiple

timescales.

� Significant curtailment of variable renewable energy sources.

� Operation capable to cope with high instantaneous penetration

of variable renewable energy sources.

Austria's climate and energy strategy #mission2030 aims to

achieve 100% renewable electricity generation net balanced over

one year [5]. Since hydroelectric and biomass potentials are already

exploited to a high degree, an expansion of wind and photovoltaic

(PV) is the only feasible option to reach this goal. Therefore, the

currently installed wind generation capacity has to be tripled,

whereas the current photovoltaic installation has to be increased

elevenfold by the year 2030 [6].

Sejkora et al. [7] provide a comprehensive study regarding

technical exergy potentials of renewable energy sources for each

Austrian district. The RES exergy potential can be directly converted

into RES energy potential. As shown in Fig. 1, technical renewable

energy potentials differ in both spatial composition and quantity.

However, the availability of certain technical potentials doesn't

allow for inference of the developability of RES [7].

Bottlenecks in exploiting renewable energy potentials can be a* Corresponding author.

E-mail address: matthias.greiml@unileoben.ac.at (M. Greiml).
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lack of local consumers followed by possible transmission or dis-

tribution grid restrictions if a spatial balance of renewable gener-

ation is necessary. To avoid grid congestion, renewable energy

sources must be curtailed as ultima-ratio-measure to avoid supply

outages [4,8]. Other solution options as an alternative to curtail-

ment due to grid restrictions are: grid expansion, sector-coupling or

energy storage.

In order to address the challenges mentioned above, we aim to

demonstrate the positive effects of power-to-gas sector coupling in

a regionwith large photovoltaic potentials with a target to integrate

as much photovoltaic power as possible into the existing electricity

distribution grid.

1.1. Literature overview & research need

Studies such as [9e15] demonstrate the advantages of power-

to-gas sector coupling in regions with a high degree of renewable

penetration. To provide an overview of current fields of research for

the application of power-to-gas, literature sources are categorised

into two groups: The first group focuses on a macro perspective of

power-to-gas applications, investigating certain regions or a na-

tional power-to-gas potential. While the second group focuses on

certain single power-to-gas facilities. Depending on the scope of

the presented research, a technological and or economic potential

is investigated.

1.1.1. Single power-to-gas facility research
Using excess wind energy for a single power-to-gas facility,

Simonis and Newborough [10] investigate a power-to-gas deploy-

ment scenario in the region of Emden, Germany. The authors pro-

vide a detailed technical power-to-gas deployment plan, keeping

pace with local renewable energies expansion. Hydrogen is either

fed into the local natural gas grid or used for methanation by uti-

lising carbon dioxide from a local fermentation plant. The authors’

research also shows that electrolyser utilization increases

Abbreviation

AEL Alkaline water electrolysis

AF Annuity factor

BGS Biogas storage

CO2 sep CO2 separation

EP Electricity purchase

HS Hydrogen storage

LCOG Levelised costs of gas

NGP Natural gas pipeline

PEM Proton exchange membrane

PV Photovoltaic

RES Renewable energy sources

SNG Synthetic natural gas

SS Substation
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Fig. 1. Technical energy potential of RES per Austrian district, derived from Ref. [7] 
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significantly within five years due to an increased availability of

renewable energy [10].

Kopp et al. [16] provide a technical and economic evaluation of

the already operational 6 MW electrolyser, located in “Energiepark

Mainz”. The technical evaluation investigates the power-to-gas

process efficiency. The economic analysis focuses on various stra-

tegies for electricity procurement, showing that participation in the

german secondary control reservemarket can significantly improve

the facility's economic efficiency [16].

The influence of electricity prices and the usage of produced

hydrogen is assessed by Walker et al. [17]. The authors use various

electricity price limits to activate and deactivate the power-to-gas

facility and analyse corresponding operating costs for various sce-

narios. Furthermore, they assess potential revenue sources such as

replacing hydrogen from steam methane reformation, using

hydrogen for renewable ethanol production, and participating in

cap and trade carbon dioxide emission trading [17].

A framework for locating andmodelling the flexibility potentials

considering temporal and spatial resolution as well as load and

generation in middle voltage distribution systems is introduced by

Henni et al. [15]. The authors demonstrate their approach by

assessing a potential future single power-to-gas facility. The facil-

ities locations are selected based on the developed framework.

Local middle voltage electricity and natural gas grids are consid-

ered. However, the capacity of the grids has to be estimated.

Considering avoiding reimbursements or grid expansion, profit-

ability could be achieved in the future [15].

1.1.2. Macro perspective research of power-to-gas
Estermann et al. [9] investigate the feasibility of power-to-gas to

absorb surplus power from electricity distribution networks grids

in southern Germany. Furthermore, they include biomass poten-

tials as a carbon dioxide source for the production of synthetic

natural gas. Their focus is on low-voltage distribution grid relief,

however, no real-life grids are considered. A total installed power-

to-gas capacity of 370 MW could capture 20% of excess solar in

2025 [9].

A techno-economic assessment of the future role of power-to-

gas on both regional and local levels in Baden-Württemberg is

assessed by McKenna et al. [18]. A detailed assessment of potential

carbon dioxide sources, local renewable generation, as well as

power-to-gas potentials are presented. The authors expect a cost-

covering operation of power-to-gas in 2030. Any grid restrictions

are sparsely considered [18].

Guandalini et al. [19] investigated the long term power-to-gas

potential on the national Italian scale if the whole Italian renew-

able potentials are exploited. Five percent of Italy's natural gas

consumption or seven percent of Italy's national fuel consumption

could be replaced [19]. Similar research is carried out by Bailera

et al. [20] in Spain, stating a power-to-gas potential between 7 and

19,5 GW, depending on excess renewable energy in 2050 [20].

However, to decarbonise the Spanish electricity sector and indus-

trial combined heat and power units, a power-to-gas capacity be-

tween 80 and 90 GW is necessary [21].

Greiml et al. [22] demonstrate the positive systemic effects of

power-to-gas taking a federal state's energy infrastructure into

account. However, the work didn't focus on the power-to-gas fa-

cilities location in detail, its economics, and the influence of

renewable potentials tap ability [22].

Clegg and Mancarella [23] identified a lack of research focusing

on both network implications and benefits of power-to-gas on both

electricity and natural gas grids. To overcome before mentioned

gap, the authors introduce a new methodology that has been

applied on a simplified energy grid of Great Britain to investigate

the impact of power-to-gas on both electricity and gas grids. The

electricity grid consists of a 29 busbar model and the natural gas

grid of 79 nodes. Providing an alternative to curtailment, excess

wind can be used in power-to-gas units feeding hydrogen or syn-

thetic natural gas into gas grids [23].

Similar to the research described above, Jentsch and Trost [24]

investigate the role of power-to-gas with different degrees of

renewable energy generation in Germany. They use a simplified

spatially and time resolved energymodel for Germany, depicting 18

defined regions in Germany, to determine an optimized dispatch of

sector coupling and storage options [24].

To the best of our knowledge, the effect of power-to-gas on

energy transmission or distribution infrastructure is hardly inves-

tigated. Since they concentrate their research on power-to-gas

implementation on national state level, Clegg and Mancarella as

well as Jentsch and Trost include a very simplified depiction of

national energy infrastructure in their research. Their generic

infrastructure depiction doesn't allow for any deep analysis of ef-

fects caused by power-to-gas facilities on the built energy infra-

structure or on the implementation of RES potentials.

In this paper, we aim to close previously described scientific gap

by investigating the effects of power-to-gas on a rural distribution

grid section in Austria, with a high degree of potential future

renewable penetration. Furthermore, we aim to bridge between

both before mentioned scientific fields by combining technical

macro results with an economic assessment of potentially

deployable power-to-gas facilities. Following research questions

are to be investigated in this paper:

- To what extend can photovoltaic be expanded at certain sub-

stations, using variable power-to-gas power at different loca-

tions within a certain electricity- and natural gas grid section?

- What are the generation costs for hydrogen and synthetic nat-

ural gas?

- What are the effects of power-to-gas sizing and mode of oper-

ation on the economics of the power-to-gas facility?

To answer above described research question we have struc-

tured our paper as followed: The following subchapter describes

upcoming challenges in the examined area. In Section 2 the

methodology is described. Potential solution scenarios and their

corresponding technical and economic results are disclosed in

Section 3 and 4 respectively. Technical and economic results are

discussed in Section 5, followed by a conclusion and an outlook for

potential further research in Section 6.

1.2. Problem description

The examined part of Austria is sparsely populated without

large industrial energy consumers but has significant photovoltaic

potentials as can be seen in Fig. 2. Presently, the distribution grid

operator is faced with requests for photovoltaic installations that

are more than double the power of the current 110 kV distribution

grid capacity (refer to orange lines in Fig. 2). In Fig. 2, the examined

area including its infrastructure is depicted. Due to anonymization

reasons, each substation is named with a synonym.

It can be seen that substations (SS) with high photovoltaic re-

quests such as SS South and Rhine are connected to less powerful

distribution grid lines compared to other substations. At SS Drava

and SS North, the 110 kV distribution grid is connected to the

380 kV transmission grid (refer to red lines in Fig. 2). Adjacent to

the north and west, major natural gas pipelines (NGP) are

tangential to the examined area (refer to blue lines in Fig. 2). Near

SS Elbe, South and Rhine several fermentation plants are available

as potential carbon dioxide sources. In order to realise as much

requested photovoltaic power as possible solutions to overcome

M. Greiml, F. Fritz and T. Kienberger Energy 235 (2021) 121307
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grid congestions are necessary. Following solution scenarios are

investigated in this paper:

� Installation of power-to-gas electrolyser at SS South with

hydrogen feed-in into NGP 2.

� Installation of power-to-gas electrolyser at SS North with

hydrogen feed-in into NGP 1.

� Installation of power-to-gas electrolyser at SS South. Produced

hydrogen as well as biogas as carbon dioxide source from local

fermentation plants is used for methanation. Producedmethane

is being feed into local natural gas distribution grid.

For each scenario, we investigate to what extend the requested

photovoltaic power can be implemented into the electricity grid at

each substation without causing any grid congestion using power-

to-gas at the substations mentioned above. Based on the technical

assessment, the levelised costs of gas (LCOG) are to be calculated.

Currently, the guideline G31 issued by €Osterreichische Ver-

einigung für das Gas-und Wasserfach allows a maximum hydrogen

content of four percent of the volume in natural gas grids [25].

However, an increase of the hydrogen content to ten percent of the

volume and further can be expected in the future [26e28]. There-

fore, for this paper, themaximum amount of hydrogen in NGP 1 and

2 is defined at ten percent of the volume.

2. Methodology

For the load flow calculations within this work, we use the self-

developed software framework HyFlow [22,29]. HyFlow aims for

load flow based design and operation simulation of flexibility op-

tions such as storage, sector-coupling or demand responsive pro-

cesses, inmulti-energy-systems. In order to allow the consideration

of a broad range of energy system case studies, HyFlow depicts

three cell levels with various depths of detail for each energy carrier

considered. For example, level 1 cells can represent a 110 kV dis-

tribution grid, level 2 cells a 220 kV transmission grid, and one level

3 cell a 380 kV transmission grid. Slack nodes allow energy to be

transferred between network levels (Fig. 3 right image). If available,

energy can be transferred across energy carriers via sector coupling

options at each node (Fig. 3 left image). Sector coupling options

therefore influence cross sectoral energy carriers.

In the current version of HyFlow, the direct current power load

flow calculation has been upgraded with an alternating power load

flow calculation tool (Matpower). Matpower allows for the calcu-

lation of nodal prices as well as optimal power flow calculations

[30].

The control of hybrid elements depends on the electrical re-

sidual load (RLControl, Power(t) - Eqs. (2) and (1)) of a user-defined

subsection of the whole depicted area (see Fig. 4 and Eqs. (2-

1)e(2-3)). The described calculation is valid for Pelectrolyser smaller

than RLControl, Power. If RLControl, Power exceeds PElectrolyser, the elec-

trolyser is operated at its maximum rated power. This approach is

similar to other approaches described in Ref. [9] or [10] to absorb

excess renewable generation.

RLControl; PowerðtÞ¼
X

PRes;Power;iðtÞ (2-1)

��

RLControl; PowerðtÞ �0
�

∧

��

�RLControl; PowerðtÞ
�

�� Pmaxelectr:

��

(2-2)

PElectrolysis ¼RLControl; PowerðtÞ (2 e3)

2.1. Technical assessment

For each scenario, the process depicted in Fig. 5 is manually

performed to determine the maximum installable photovoltaic and

corresponding electrolyser power. Photovoltaic power iteration

starts from confirmed photovoltaic power (current maximum) and

is increased incrementally up to the confirmed, plus requested

photovoltaic power (refer to “no” path at green diamond in Fig. 5).

In case of grid overloads (refer to “yes” path at green diamond in

Fig. 5), it is evaluated if the electrolyser's power was increased

before the current simulation. If it has been increased (refer to “yes”

path at blue diamond in Fig. 5), the electrolyser doesn't avoid any

Fig. 2. Overview of examined area.
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grid overloads, therefore, a maximum PV power has been deter-

mined in the previous HyFlow simulation. If the electrolyser's po-

wer wasn't increased (refer to “no” path at blue diamond in Fig. 5)

before the current simulation, the electrolyser's power is increased

and a HyFlow simulation determines if grid overloads still occur.

As a result, various electrolyser and photovoltaic powers are

determined. For each of the investigated scenarios, further exami-

nations are performed on how produced hydrogen could be used

and if limitations occur.

The local distribution grid operator provided us residual loads of

each substation and photovoltaic generation profile both for one

year in 15 min resolved time-steps as well as technical data to

model power and gas grids.

2.2. Economic assessment

To enable a simplified economic comparison between scenarios,

the levelised costs of gas are calculated based on technical and

economic parameters for each scenario. To transform one-time

capital expenditure (CapEx) into annual payments, the annuity

method, according to Eqs. (2)e(4) is used [31]. For the calculation of

specific CapEx, two annuity factors are calculated. One considers a

12-year period (AF12) for an electrolyser and related planning and

construction expenses and the second annuity factor considers a

30-year period (AF30) for pipeline infrastructure, storage,

compressor, CO2 separation, andmethanation. For both discounting

factors an interest rate of four percent is considered. Costs for

Fig. 3. Various network levels in combination with cellular approach.

Fig. 4. Example for selected control substations.
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operational expenditure (OpEx) and electricity purchases can

hardly be predicted for a 12- or 30-year period, therefore no dis-

counting is applied. The simplified LCOG are calculated taking

specific CapEx, OpEx as well as costs for electricity, as displayed in

Fig. 6 and Eqs. (2-5)e(2-7) derived from Ref. [32] into account.

AF ¼
qn*ðq� 1Þ

qn � 1
(2 e4)

AF annuity factor

q discounting factor

n number of years

specific CapEx¼
CapEx AF12*AF12 þ CapEx AF30*AF30

feedin Energy
(2 e5)

specific OpEx¼
Annual OpEx
feedin Energy

(2 e6)

specific electricity costs¼
Purchased electricity

feedin Energy
(2 e7)

In the following section, we discuss costs for necessary infra-

structure components. Costs are determined based on expected

costs in the year 2025.

2.3. Electrolyser

Within this work we investigate proton exchange membrane

(PEM) electrolyser for hydrogen production. A review of power-to-

gas projects in Europe by Wulf et al. shows that the majority of

Fig. 5. Determination of maximum photovoltaic and electrolyser power.

Fig. 6. Calculation of LCOG.
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recently realised power-to-gas projects in Europe rely on PEM

technology [33]. Therefore, PEM CapEx and OpEx are considered.

Bertuccioli et al. [34] expect PEM electrolysers specific CapEx in

a range between 480 and 1270V/kW, whereas Butler and Spliethoff

[35] expect CapEx within a range between 500 and 1400 V/kW in

2025. Both expect OpEx excluding electricity within a range be-

tween two and five percent of CapEx per year [34,35]. Tremel [36]

includes several studies in PEM CapEx cross-down curves, ranging

from 400 to 900 V/kW in 2025. Thema et al. [37] expect PEM

electrolyser OpEx to be at about 900V/kW in 2025. The electrolyser

efficiency of current projects is up to 77% [37]. Schiebahn et al. [38]

expect a potential future PEM electrolyser efficiency up to 74%.

Manufacturers of PEM electrolysers such as H-TEC and Siemens

Energy specify the plant efficiency of their products between 74

and 75,5% [39,40].

2.4. Methanation

Gorre et al. [41] expects CapEx of 295e375 V/kWSNG and fixed

OpEx of five percent of CapEx as well as a variable OpEx of 0.63

V/(MWel � h) in 2030 [41]. A study from Frontier Economics expect

CapEx of 432e756 V/kWCH4 in 2030 and annual OpEx of four

percent of CapEx. The methanations efficiency is, based on several

other studies defined in a range between 78 and 83% [42]. To

convert V/kWSNG and V/kWCH4 into V/kWElectrolyser CapEx they

have to be multiplied with electrolyser and methanation efficiency.

Based on selected efficiencies of an electrolyser (75%) and metha-

nation (79%), CapEx ranges between 175 and 445 V/kWel [42].

2.5. CO2 separation

D€ohler [43] provides CapEx as well as fixed and variable OpEx

for various CO2 separation technologies such as pressure water

scrubbing, amine gas treating, and pressure swing adsorption.

Based on costs for the mentioned technologies, each cost category

is averaged. For several processing capacities, a cost function is

determined via regression (result see Table 3) [43].

2.6. Natural gas and hydrogen pipeline

Average costs for both natural gas and hydrogen transmission

and distribution pipelines are provided by van Leuween et al. [44].

The authors provide different cost estimates based on various

studies depending on the pipeline surroundings, as displayed in

Table 1. Hydrogenpipelines require advanced technology compared

to natural gas pipelines, resulting in higher CapEx [44].

OpEx are defined as 2% of CapEx [44]. In Ref. [26] costs for

natural gas pipelines were defined as shown in Table 2.

2.7. Hydrogen and biogas storage

Costs for storage of hydrogen and biogas are widely spread

depending on pressure, size, and technology. Gorre et al. [41]

expect hydrogen storage (HS) costs of 75 V/Nm3 in the year 2030

[41]. Van Leuween et al. [44] define the following costs for steel

tanks based on several literature sources: CapEx range between 23

and 195V/m3, and OpEx between 0,5 and 2,5% of CapEx [44]. CapEx

for low pressure biogas storage (BGS) range between 12 and 53

V/m3, according to D€ohler [43].

2.8. Compressor

Costs for hydrogen compressors vary within a wide range, ac-

cording to van Leuween et al. [44]. CapEx range between 144 and

18,500 V/kW, indicating that costs for compressors depend highly

on their application. Most values spread around 1500 V/kW for

compression up to 70 bar. OpEx range between 1,5 and 4% of CapEx

[44]. Costs for methane and biogas compressors were defined as

shown in Table 3 according to Refs. [26,44].

2.9. Planning and construction

For planning and construction of electrolyser and methanation

Gorre et al. [41] consider planning costs of 100e160 tV. For con-

struction, 10% of CapEx are considered [41].

2.10. Electricity purchase

A study from Kost et al. [45] regarding electricity generation

costs provides cross-down curves for various renewable energies

until the year 2035. For the year 2025, electricity generation costs

for open space photovoltaic in Germany are forecasted to range

between 3 and 5,5 Vcent/kWh [45]. Considering higher solar ra-

diation in the south of Austria compared to Germany, electricity

generation costs can be assumed to be at the lower end or below

the described range [46]. The International Renewable Energy

Agency [47] expects the global levelised costs of electricity for

photovoltaics to drop to a range of 0,02 to 0,08 US$/kWh until the

year 2030. For this study, costs for electricity purchases of 30

V/MWh are considered. Network fees for electricity grid are

considered amounting to 1,15 VCent/kWh excluding value-added

tax [48,49]. Electricity purchasing prices are defined considering

near term future PV generation costs. If electricity is purchased

from open market, the price might fluctuate depending on

addressed market and season.

2.11. Selected costs for economic assessment

In Table 3, the costs for necessary facilities based on literature

overview for the economic assessment of each scenario are

displayed.

3. Scenarios

In this section the three investigated scenarios are explained.

The local distribution grid operator provided us residual loads of

each substation and photovoltaic generation profile both for one

year in 15 min resolved time-steps as well as technical data to

model power and gas grids.

3.1. Scenario 1: hydrogen feed into NGP 2

As displayed in Fig. 7, an electrolyser is placed at SS South.

Produced hydrogen is fed into NGP 2. Two modes of operation for

Table 1

Pipeline costs according to van Leuween [44].

Rural Medium Urban

CapEx methane pipeline [V/m] 100 300 500

CapEx hydrogen pipeline [V/m] 350 450 550

Table 2

Pipeline costs according to Ref. [26].

CapEx OpEx

DN 150 PN 70 300 V/m 1 V/(m � a)

DN 150 PN 6 150 V/m 1 V/(m � a)
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the electrolyser are investigated to determine a suitable mode of

operation to increase electrolyser utilization:

� Electrolyser is activated once residual load of substations South

and Rhine turns negative (refer to Fig. 4).

� Electrolyser is activated once the residual load of all substations

except Drava, North and West turns negative.

3.2. Scenario 2: hydrogen feed into NGP 1

In scenario 2, an electrolyser is placed at substation North and

produced hydrogen is fed into NGP 1. The electrolyser is operated

like in scenario 1 with the addition of SS Maas in operating strategy

1.

3.3. Scenario 3: Methane/SNG feed into local natural gas
distribution grid

This scenario takes into consideration local fermentation plants

in proximity to substations Elbe, South, and Rhine. The total

amount of raw gas (60% CH4, 40% CO2) available for methanation is

approximately 3400 Nm3/h. A central electrolyser is placed at

substation South, operated like scenario 1 (see Fig. 9) (see Fig. 8).

This scenario is divided into sub-scenarios, as displayed in

Fig. 10.

To overcome different production profiles between volatile

photovoltaic powered electrolyser and steady fermentation plants,

storage options are investigated for both hydrogen and biogas in

technical terms such as storage capacity as well as economic terms.

In Fig. 11 different production profiles for both hydrogen and biogas

are displayed, displaying a need for storage solutions.

To avoid biogas flaring or curtailment of fermentation plants in

case no hydrogen is available from storage or photovoltaic gener-

ation, two further cases for each sub-scenario are considered. These

include CO2 separation (CO2 sep) from biogas to produce methane,

to be fed into the local distribution grid, or electricity purchase (EP)

to operate the electrolyser with purchased electricity and provide

hydrogen for methanation.

4. Results

In this sectionwe present technical as well as economical results

for each scenario.

Table 3

Defined costs for economic assessment.

CapEx OpEx fix OpEx variable

Electrolyser 800 V/kWEl 3%/a CapEx e

Methanation 200 V/kWEl 5%/a CapEx 0;63*PMW*hoper
CO2 separator 1528* _VBiogas þ 872004 141* _VBiogas þ 82654 0;042* _VBiogas þ 8;71

Hydrogen pipeline 500 V/m 1 V/(m � a) e

Natural gas or biogas pipeline PN70 300 V/m 1 V/(m � a) e

Natural gas or biogas pipeline PN6 150V/m 1 V/(m � a) e

Hydrogen storage 50 V/m3 1,5%/a CapEx

Biogas storage 50 V/m3 1,5%/a CapEx

Hydrogen compressor 1500 V/kWEl 2,5%/a CapEx 7e�3
*PComp*hoper

Biomethan/Biogas compressor 389802þ 996* _VBiogas
2,5%/a CapEx

M. Greiml, F. Fritz and T. Kienberger Energy 235 (2021) 121307

Fig. 7. Scenario 1 - hydrogen feed into NGP 2.

8



4.1. Scenario 1: hydrogen feed into NGP 2

4.1.1. Assessment of technical results
The electrolysers mode of operation significantly impacts the

achievable full-load hours, as displayed in Fig. 12, where achieved

full-load hours based on installed photovoltaic and electrolyser

power are shown. Operating the electrolyser based on the residual

load of substations South and Rhine (operation strategy #1) is far

more advantageous compared to operating strategy #2 when

considering achieved full-load hours. Substations South and Rhine

have a low consumption in combination with high photovoltaic

potentials. An increased utilization occurs because an over-

production of electricity is achieved earlier, leading to longer

electrolyser production time. Operating strategy #2 increases

Fig. 8. Scenario 2 - hydrogen feed into NGP 1.

Fig. 9. Scenario 3 - Methane feed into local distribution grid.
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demand in combination with a marginal increase of photovoltaic

potentials, resulting in a decreasing electrolyser utilization.

Therefore, results based on operating strategy #1 will be displayed

further onwards.

Fig. 13 displays the maximum photovoltaic power per substat-

ion that can be added to the electricity grid for certain electrolyser

powers. “PV committed” represents the current maximum instal-

lable photovoltaic power according to distribution grid operator.

“PV inquiredþ committed” power contains the sum of photovoltaic

power installation inquiries. Up to 500 MW of photovoltaic power

could be added to the grid by installing a 227,5 MW electrolyser. A

further increase of electrolyser power cannot integrate any further

photovoltaic into the electricity grid due to overloads (refer to

“electricity grid limitation” in Fig. 13), occurring at grid sections

between SS Maas - North and South - Rhine.

However, the minimum flowrate in NGP 2 during summer is

Fig. 10. Sub-scenarios in scenario 3.

Fig. 11. Display of different production profiles and storage usage.

Fig. 12. Electrolyser full-load hours in dependence on operation strategy.
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about 65,000e100,000 Nm3/h [50], allowing a maximum electro-

lyser power in the range of 30e55 MW to cope with a ten percent

hydrogen feed-in limit. A hydrogen storage could store excess

hydrogen during daytime, and feed into NGP 2 during night time.

Implementing a storage could further increase the installable

electrolyser power up to approximately 100 MW (refer to “feed-in

limit NGP 2” in Fig. 13). Table 4 contains technical key figures of

scenario 1. It can be seen that an increase in electrolyser power

results in a decrease of both full-load hours and the ratio between

added photovoltaic power compared to electrolyser power (Padded

PV: PEL installed).

4.1.2. Assessment of economic results
The following tables display calculated CapEx (Table 5) as well as

OpEx and Electricity costs (Table 6) for two different electrolyser

dimensions. CapEx for electrolyser representing about 75% of total

CapEx is the main CapEx driver. OpEx and electricity costs are

predominantly caused by the electrolyser, therefore about 90% of

specific hydrogen costs are caused by the electrolyser.

Specific hydrogen costs of 11,7 and 12,2 VCent/kWhH2 are equal

to 4,4 and 4,8 V/kgH2.

4.2. Scenario 2: hydrogen feed into NGP 1

4.2.1. Assessment of technical results
Fig. 14 displays the maximum photovoltaic power per substat-

ion that can be added to the electricity grid for a certain electrolyser

power. It can be seen that any increase in electrolyser power

doesn't correspond with an increase of installed photovoltaic. Since

the electrolyser is located at a substation without any photovoltaic

potentials, the electricity has to be transferred via the electricity

grid to the electrolyser. This causes overloads of the electricity grid

section Maas e North.

Due to the power grid limitation explained before, we provide

technical results in Table 7, with comparable electrolyser powers as

in scenario 1.

Compared to scenario 1, the added photovoltaic power doesn't

increase with rising electrolyser power. Therefore the ratio

Padded PV: PEL installed is lower compared to scenario 1.

4.2.2. Assessment of economic results
The following tables display calculated CapEx (Table 8) aswell as

annual OpEx and Electricity costs (Table 9) for two different elec-

trolyser dimensions.

Specific hydrogen costs of 13,4 and 14,0 VCent/kWhH2 are equal

to 5,3 and 5,5 V/kgH2. Although the absolute CapEx values for the

equipment are lower compared to scenario 1, because of fewer

infrastructure requirements (H2 pipeline and storage), the specific

CapEx values are higher due to fewer electrolyser full-load hours.

Lower full-load hours compared to scenario 1 are caused by

including SS Maas into the control area of the electrolyser.

Fig. 13. Maximum installable PV per SS and electrolyser power e scenario 1.

Table 4

Technical results of scenario 1.

35 MW electrolyser 52,5 MW electrolyser

added PV Power 152 MW 172 MW

full-load hours electrolyser 2770 h 2598 h

electricity consumption 97,0 GWh 136,4 GWh

Padded PV: PEL installed 4,3 3,3

Table 5

CapEx for scenario 1.

35 MW electrolyser 52,5 MW electrolyser

Electrolyser 28 Mio. V 42 Mio. V

H2 storage e 2,6 Mio. V

H2 pipeline 5,5 Mio. V 5,5 Mio. V

H2 compressor 645,000 V 967,500 V

Planning and construction 2,96 Mio. V 4,36 Mio. V

Produced H2 73,0 GWh 102,3 GWh

Spec. CapEx 0,050 V/kWhH2 0,053 V/kWhH2

Table 6

Annual OpEx and electricity costs for scenario 1.

35 MW electrolyser 52,5 MW electrolyser

Electrolyser 840,000 V 1,26 Mio. V

H2 storage e 51,600 V

H2 pipeline 11,000 V 11,000 V

H2 compressor 24,495 V 36,744 V

Spec. OpEx 0,012 V/kWhH2 0,013 V/kWhH2

Annual electricity costs 4,04 Mio. V 5,66 Mio. V

Spec. electricity costs 0,055 V/kWhH2 0,055 V/kWhH2
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4.3. Scenario 3: Methane/SNG feed into local natural gas
distribution grid

4.3.1. Assessment of technical results
Results for both hydrogen and biogas storage are equal in terms

of purchased power, therefore, in Fig. 15 we distinguish between

photovoltaic- and grid sourced electricity. In the case of the lowest

considered electrolyser power of 47,5 MW, about 45% of the used

electricity is sourced from the electricity grid. Compared to an

electrolyser power of 65 MW, only about 25% electricity purchases

from the grid. Electricity purchases are necessary only in case no

CO2-separation is installed.

If electrolyser power is increased to 55 MWor beyond, it can be

seen in Fig. 16 that even small power increases lead to large storage

size growth. This can be explained by the annual production

characteristics of photovoltaic. From April to September, consider-

ably more hydrogen is produced, which is stored to be used during

winter months. A declining number of storage cycles indicates a

longer storage duration. There is hardly any difference between

both storage technologies (hydrogen or biogas storage) in the

technical assessment.

As demonstrated, if biogas or hydrogen is stored, the influence is

negligible in the technical assessment. The main difference be-

tween both sub-cases of each sub-scenario (see Fig. 10) is if either

electricity purchase or CO2 separation is applied.

Fig. 17 displays electrolyser full-load hours in the range of

2500e2650 h per year if a CO2 separation is used. In the case of

electricity purchases, electrolysers reach far more full-load hours.

Based on the available amount of CO2, an electrolyser power up to

97 MW could be installed. However, in this case, annual storage of

hydrogen would be necessary. If further CO2 potentials can be

tapped, an electrolyser power of 227,5 MW could be installed

before electricity grid restrictions prohibit any further increase of

electrolyser power. Table 10 contains technical key figures for

scenario 3 for an electrolyser power similar to scenario 1 and 2.

4.3.2. Assessment of economic results
The economic assessment is split into two parts, according to

sub-scenarios defined in Fig. 10. Produced methane is related to

methane produced from methanation (SNG) and CO2 separation.

Firstly, the costs of hydrogen storage are investigated (see

Table 11 and Table 12).

Methane costs are 16,4 VCent/kWhSNG for CO2 separation and

14,5 VCent/kWhSNG for electricity purchase. The price difference is

caused by CO2 separation, and different methane production.

Secondly, the costs for biogas storage are investigated (see

Table 13 and Table 14).

Methane costs are 15,4 VCent/kWhSNG for CO2 separation and

14,0 VCent/kWhSNG for electricity purchase. The price difference is

caused by CO2 separation, and different amounts of methane

production.

Comparing all four displayed sub-scenarios, biogas storage in

combination with electricity purchases is the most cost efficient

solution for methanation.

Fig. 14. Maximum installable PV per SS and electrolyser power e scenario 2.

Table 7

Technical results of scenario 2.

35 MW electrolyser 52,5 MW electrolyser

added PV Power 94 MW 94 MW

full-load hours electrolyser 2108 h 1931 h

electricity consumption 73,8 GWh 101,4 GWh

Padded PV: PEL installed 2,7 1,8

Table 8

CapEx for scenario 2.

35 MW electrolyser 52,5 MW electrolyser

Electrolyser 28 Mio. V 42 Mio. V

H2 pipeline 2,5 Mio. V 2,5 Mio. V

H2 compressor 645,000 V 967,500 V

Planning and construction 2,96 Mio. V 4,36 Mio. V

Produced H2 55,3 GWh 76,0 GWh

Spec. CapEx 0,063 V/kWhH2 0,068 V/kWhH2

Table 9

Annual OpEx and electricity costs for scenario 2.

35 MW electrolyser 52,5 MW electrolyser

Electrolyser 840,000 V 1,26 Mio. V

H2 pipeline 5000 V 5000 V

H2 compressor 24,945 V 32,906 V

Spec. OpEx 0,016 V/kWhH2 0,017 V/kWhH2

Annual electricity costs 3,06 Mio. V 4,21 Mio. V

Spec. electricity costs 0,055 V/kWhH2 0,055 V/kWhH2
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Fig. 15. Results electricity purchase for both sub-scenarios.

Fig. 16. Storage size and cycles.

Fig. 17. Comparison of electrolyser full-load hours between CO2 separation and electricity purchase.

Table 10

Technical results of scenario 2.

52,5 MW electrolyser, CO2 separation 52,5 MW electrolyser, Electricity purchase

added PV Power 172 MW 172 MW

full-load hours electrolyser 2610 h 4265 h

electricity consumption 137,0 GWh 223,9 GWh

Padded PV: PEL installed 3,3 3,3

Annual storage cycles 106 106
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5. Discussion of results

In this section, scenario results are discussed and compared

with other research.

In Fig. 18 the costs for hydrogen or SNG as well as achievable

photovoltaic power are displayed. Hydrogen generation costs range

from 11,7 to 14 VCent/kWhH2. Methane generation costs range

from 14 to 16,4 VCent/kWhSNG.

Gorre et al. [41] calculates SNG production costs between a

range of 8,5 to 31 VCent/kWhSNG in 2030. The electrolyser power is

10 MW and operates between 1000 and 6000 full-load hours per

year. Electricity costs are expected to be 25 V/MWh [41]. Zauner

et al. [51] expect SNG production costs of 43VCent/kWhSNG in 2020

and 21 VCent/kWhSNG in 2030. A 50e100 MW electrolyser is

considered, operated with energy from a 100 MW photovoltaic

plant. The electrolysis achieves 1400 full-load hours if it's feed from

photovoltaic and 4000 to 6000 full-load hours if additional elec-

tricity purchases are considered. Electricity purchases can reduce

SNG production costs to 14 VCent/kWhSNG in 2020 and 10 to 12

VCent/kWhSNG 2030. Electricity prices are estimated to be 35

V/MWh in 2020 and 65 V/MWh in 2030 [51]. The calculated costs

in Scenario 3 are in range with other research papers. A detailed

comparison is difficult since each study has its unique scenarios. For

example, our cost calculation includes necessary infrastructure

investments.

Greenpeace Energy [52] published a study, concluding several

papers regarding the costs of green hydrogen. Costs are expected to

be 16,5 VCent/kWhH2 in 2020 and between 9 and 12 VCent/kWhH2

in 2030. Currently, hydrogen from fossil sources can be sourced for

about one quarter of the electrolysers costs [52]. Kayfeci et al. [53]

calculates hydrogen production costs from photovoltaic of 5,8 to

23,3 $USD/kg, equal to 17,9 to 49,9 VCent/kWhH2

(EUR:USD ¼ 1:1,2) [53].

The economic comparison of results shows that calculated

production costs are in linewith other research. However, any price

deviation of the main cost drivers such as electrolyser and

methanation CapEx or electricity purchase costs lead to signifi-

cantly different results.

In Fig. 19, each scenarios’ limitations as well as installed

photovoltaic and electrolyser power are displayed. Only scenario 1

and 3 enable the installed photovoltaic power to increase beyond

grid limits. If limitations such as feed-in limit and CO2 availability

can be solved, up to 227,5 MW electrolyser and 500 MW photo-

voltaic can be integrated into the electrical grid.

If the total inquired and committed photovoltaic potential of

621 MW should be integrated into the grid, further solutions such

as a second electrolyser or electricity grid expansion are to be

investigated. In contrast to our research, there are suggestions to

implement large quantities of electrolysers in low- and middle

voltage electricity grids [9,15].

The electrolyser's achievable full-load hours are not only influ-

enced by the electrolysers location but also its mode of operation.

Aswe've demonstrated, themode of operation can be influenced by

the considered area (see results of scenario 1) as well as applied

technology (CO2 separation or electricity purchases in scenario 3).

The economic efficiency of the electrolyser could potentially be

further enhanced if waste heat is considered. For example, a H-TEC

electrolyser can provide waste heat at a temperature of up to 65 �C

[40]. However, the waste heat production corresponds with

hydrogen production, therefore waste heat would mainly accrue

during summer months. Further research would be necessary to

assess the usability of waste heat in the examined area. Scenario 2

has shown in comparison to scenario 1 and 3 that the electrolyser's

location has to be selected carefully. If the electrolyser is misplaced,

no grid relief can be achieved. In order to preselect suitable loca-

tions, the framework described in Ref. [15] could be helpful for

similar future research. Comparing the ratio between additionally

installed photovoltaic and electrolyser's power (Padded PV: PEL

installed), a smaller electrolyser power is favourable because the ratio

between additionally installed photovoltaic and electrolyser's

Table 11

CapEx for sub-scenario hydrogen storage.

52,5 MW electrolyser

CO2 separation Electricity purchase

Electrolyser 42 Mio. V 42 Mio. V

Methanation 10,5 Mio. V 10,5 Mio. V

CO2 separation 6,1 Mio. V e

H2 pipeline 5,5 Mio. V 5,5 Mio. V

H2 storage 6,1 Mio. V 6,1 Mio. V

Methane compressor 3,8 Mio. V 3,8 Mio. V

Methane pipeline 9,2 Mio. V 9,2

Planning and construction 5,4 Mio. V 5,4 Mio. V

Produced methane 106,1 GWh 133,1 GWh

Spec. CapEx 0,074 V/kWhSNG 0,056 V/kWhSNG

Table 12

Annual OpEx and electricity costs for sub-scenario hydrogen storage.

52,5 MW electrolyser

CO2 separation Electricity purchase

Electrolyser 1,26 Mio. V 1,26 Mio. V

Methanation 709,261 V 814,737 V

CO2 separation 1,08 Mio. V e

H2 pipeline 11,000 V 11,000 V

H2 storage 122,306 V 122,306 V

Methane compressor 222,862 V 304,238 V

Methane pipeline 61,000 V 61,000 V

Spec. OpEx 0,036 V/kWhSNG 0,019 V/kWhSNG

Annual electricity costs 5,70 Mio. V 9,29 Mio. V

Spec. electricity costs 0,054 V/kWhSNG 0,070 V/kWhSNG

Table 13

CapEx for sub-scenario biogas storage.

52,5 MW electrolyser

CO2 separation Electricity purchase

Electrolyser 42 Mio. V 42 Mio. V

Methanation 10,5 Mio. V 10,5 Mio. V

CO2 separation 6,1 Mio. V e

H2 pipeline 5,5 Mio. V 5,5 Mio. V

Biogas storage 2,2 Mio. V 2,2 Mio. V

Methane compressor 3,8 Mio. V 3,8 Mio. V

Methane pipeline 9,2 Mio. V 9,2

Planning and construction 5,4 Mio. V 5,4 Mio. V

Produced methane 106,1 GWh 133,1 GWh

Spec. CapEx 0,068 V/kWhSNG 0,051 V/kWhSNG

Table 14

Annual OpEx and electricity costs for sub-scenario biogas storage.

52,5 MW electrolyser

CO2 separation Electricity purchase

Electrolyser 1,26 Mio. V 1,26 Mio. V

Methanation 709,971 V 814,737 V

CO2 separation 1,09 Mio. V e

H2 pipeline 11,000 V 11,000 V

Biogas storage 43,775 V 43,775 V

Methane compressor 222,912 V 304,238 V

Methane pipeline 61,000 V 61,000 V

Spec. OpEx 0,032 V/kWhSNG 0,019 V/kWhSNG

Annual electricity costs 5,70 Mio. V 9,29 Mio. V

Spec. electricity costs 0,054 V/kWhSNG 0,070 V/kWhSNG
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power is greater. Additionally, a smaller electrolyser can achieve

higher full-load hours, benefitting the electrolysers economic effi-

ciency. The correlation between higher achievable full-load hours

and smaller electrolyser power is also observed in Ref. [10],

although electricity is sourced from wind power.

In case grid expansion is considered as an alternative to power-

to-gas, the grid section from SS Elbe via Rhine and Maas to North,

totaling approximately 100 km length, must be strengthened.

CapEx of 600 V/m, based on an Austrian 110 kV grid construction

cost analysis can be used to determine grid expansion costs [54].

Without a detailed analysis, the CapEx for grid strengthening of 60

Mio.V is comparable to the presented power-to-gas scenarios.

6. Conclusion and future outlook

Within this work, we discuss the positive impact of power-to-

gas sector-coupling in terms of increasing renewable photovoltaic

electricity generation in an Austrian region. Current literature

regarding power-to-gas research is mainly focused on either a

regional or national level power-to-gas potential, or the operation

of a single power-to-gas facility. A scientific gap was identified;

both mentioned fields of research don't consider the restrictions in

real-life energy grids in their assessment. To bridge between both

areas of research we conducted a technical assessment of the in-

fluence of power-to-gas on an existing energy grid and used tech-

nical results to determine the production costs for renewable

hydrogen or SNG.

The examined region is rural, lagging major electricity con-

sumers but offers high renewable potentials. Due to the low

electricity demand, the local distribution grid's capacity is not

designed to integrate high PV potentials. We believe the described

approach of using an electrolyser as a grid relief measure can be

considered in any region with a similar characteristic, provided the

natural gas grid is accessible and within close proximity. A region

with similar characteristics may include:

� High potential of renewable energy sources

� Low transmission capacity of electricity grids

� Low electricity demand

� Rural, sparsely populated area

In case a carbon-dioxide source (e.g. from: fermentation plants,

industry) is available, produced hydrogen can be used for metha-

nation and feed-in natural gas grids without restrictions.

The examined scenarios show that an electricity grid relief can

be achieved using power-to-gas as long as the electrolyser is

correctly positioned. The location as well as the mode of operation

influences both the technical and economic efficiency of the elec-

trolyser. Technically, using a 227,5 MW electrolyser, up to 500 MW

of photovoltaic could be implemented into the current electricity

grid. Depending on the electrolyser's rated power, between 1650

full-load hours for a 227,5 MW electrolyser up to 3000 full-load

hours for a 17,5 MW electrolyser from excess photovoltaic gener-

ation can be achieved. In case electricity purchases are allowed, the

electrolyser's full-load hours can be increased up to 4700 h. Smaller

electrolyser powers are favourable in terms of both economic and

technical efficiency. Further research should be carried out if

several smaller decentralised electrolysers are favourable

Fig. 18. Technical and economical results.

Fig. 19. Technical limits comparison of each scenario.
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compared to one centralised electrolyser in both technical and

economic efficiency. Furthermore, the usage of waste heat could be

investigated to increase the electrolysers economic efficiency.

Based on technical results, such as electrolyser's full-load hours

and literature values for possible further cost developments, an

economic assessment for each scenario was carried out. The eco-

nomic assessment shows that generation costs for hydrogen (11,7

to 14 VCent/kWh) or SNG (14e16,4 VCent/kWh) in Austria are in

line with literature expectations. The main cost drivers for both

renewable hydrogen and SNG are CapEx for electrolyser and

methanation as well as energy purchasing costs. Although costs are

calculated to the best of our knowledge based on various literature

sources, deviations from the assumed costs may lead to signifi-

cantly different generation costs for hydrogen or SNG.

Raw materials for fermentation plants and large-scale photo-

voltaic consume large land areas for plantation and installation,

potentially leading to land use conflicts. One further step should be

a life-cycle assessment in order to examine the environmental

impact of the proposed solution.
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Abstract: The European Union and the Austrian government have set ambitious plans to expand

renewable energy sources and lower carbon dioxide emissions. However, the expansion of volatile

renewable energy sources may affect today’s energy system. To investigate future challenges in Aus-

tria’s energy system, a suitable simulation methodology, temporal and spatially resolved generation

and consumption data and energy grid depiction, is necessary. In this paper, we introduce a flexible

multi-energy simulation framework with optimization capabilities that can be applied to a broad

range of use cases. Furthermore, it is shown how a spatially and temporally resolved multi-energy

system model can be set up on a national scale. To consider actual infrastructure properties, a detailed

energy grid depiction is considered. Three scenarios assess the potential future energy system of

Austria, focusing on the power grid, based on the government’s renewable energy sources expansion

targets in the year 2030. Results show that the overwhelming majority of line overloads accrue in

Austria’s power distribution grid. Furthermore, the mode of operation of flexible consumer and

generation also affects the number of line overloads as well.

Keywords: 100% renewable energy sources (RESs); multi-energy system (MES) modelling;

multi-energy system (MES) simulation; hybrid grid; national multi-energy system (MES)

1. Introduction

Climate change is seen as a serious problem by ninety-three per cent of Europeans.
According to the European Commission, the same number of Europeans have taken at least
one action to tackle climate change. By setting up the ambitious “European Green Deal”
program in December 2019, the European Commission aims to achieve a climate-neutral
European Union by 2050 [1,2]. Concretizing the path towards achieving “European Green
Deal” targets, the European Commission set up the “Fit for 55” program as an interim goal
in July 2021. This program aims to reduce the European Union’s carbon dioxide emissions
by fifty-five per cent by the year 1990 [3].

As a member of the European Union, the Austrian government has set even more
ambitious targets, aiming to achieve net CO2 neutrality by 2040 [4]. Furthermore, the
Austrian #mission2030 aims to achieve a hundred per cent renewable power generation net-
balanced over one year until the year 2030. To achieve this target, renewable energy sources
(RES), mainly volatile wind and photovoltaics, have to be expanded significantly [5].

The enhanced usage of RESs presents challenges for both the energy system and its
operators since RESs are decentralized, hardly predictable, and introduce volatility into
energy grids [6]. Achieving a hundred per cent RES might require:

• A spatial and timely compensation of energy;
• An increase in flexibility for both demand and generation in an energy system;
• The ability to cope with high instantaneous penetration of RES;

Energies 2022, 15, 3581. https://doi.org/10.3390/en15103581 https://www.mdpi.com/journal/energies
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• Curtailment of RES as ultima-ratio.

In order to integrate a high share of RESs into existing energy systems and to avoid
previously described issues, new approaches are necessary. In recent years, research focused
on a cross-sectoral approach to consider the energy carriers’ individual advantages in an
energy system. This approach allows for the implementation of power, natural gas, district
heating, hydrogen, and carbon dioxide grids, combined with storage and sector coupling
(SC) options [7].

A need to address previously described challenges can be derived by looking at the
distribution of RES in Austria. Sejkora et al. [8] provide a comprehensive overview of
Austria’s spatial distribution of technical exergy potentials of RES, which can be directly
converted into RES energy potential [8]. Referring to Figure 1, it can be seen that renewable
potentials are widely spread all over Austria, fluctuating in both the type of RES and
the quantity in each district. However, it can be seen that wind potentials are mainly to
be found in eastern Austria, whereas hydropower potentials are located in the western
parts of Austria. Biomass and photovoltaics can be considered as more evenly distributed
across Austria.

Figure 1. Technical energy potentials of RES per Austrian district, derived from [8,9].

Integrating further RES into the current energy system might lead to issues as previ-
ously disclosed. To address them, we introduce an updated multi-energy-system (MES)
simulation framework, HyFlow, and discuss simulation results based on potential scenarios
of the Austrian energy system in the year 2030.

1.1. Literature Overview and Research Need

As there are numerous publications on the topic of MES models, this section aims
to display the current state of research regarding MES simulation and optimization ap-
proaches. Furthermore, we introduce research focusing on Austria’s national multi-energy
system models.

1.1.1. MES Simulation and Optimization Approaches

According to Klemm and Vennemann [10], energy system models can be methodologi-
cally categorized in optimization, forecasting/simulation, and back-casting. Depending on
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the defined objective function, optimization is capable of determining an optimal solution
or scenario. Forecasting or Simulation models show the system’s behavior according to the
selected input parameter. This scenario-based approach likely doesn’t represent an optimal
solution with regard to the selected boundary conditions. In back-casting models, an
envisioned future state or properties are defined. Based on the future state, the back-casting
model develops paths to these future conditions. Further categorization criteria could
be assessment criteria, as well as analytical or mathematical approaches and challenges.
The structural and technological details of MES models can include geographic coverage,
spatial and temporal resolution, time horizon, sectoral coverage, and demand sectors [10].

Several pieces of research provide a comprehensive overview and comparison of exist-
ing MES assessment approaches, such as [10–14]. As can be seen in the before-mentioned
sources, the predominant modelling approach for MES is optimization followed by sim-
ulation. Since the methodology described in this paper can be categorized as an MES
simulation model, the following section focuses on MES simulation models. Still, it will
also display differences compared to optimization models.

Bottechia et al. [12] introduce the modular, multi-energy carrier, and multi-nodal multi-
energy system simulator (MESS). The framework is designed for urban areas; however,
wider spatial coverage is also possible. The authors compare and investigate the cause
of differences of MESS results with Calliope (MES optimization framework), based on a
simple MES. The outcome of both methods tends to be similar yet different due to the
individual model’s target function and mode of operation. One further advantage of MESS
over Calliope is a much faster computation time. A main disadvantage of MESS might be
that only one grid level can be depicted [12].

A combination of Pandapower [15] and Pandapipes [13] is proposed by Lohmeier
et al. [13] to create a multi-energy grid simulation framework with a focus on detailed
energy grid depiction. The so-called multi-energy controller, similar to the energy hub
concept, allows for the implementation of sector coupling or energy storage options. The
authors demonstrate the capabilities of the MES simulation framework based on two use
cases. Since detailed energy grid calculations, as well as multi-energy controllers, are
computation time intensive tasks, one disadvantage of the proposed model is extensive
computation time, when simulating a full year in 15 min time steps [13].

Böckl et al. [16] introduces a previous version of the MES simulation framework
HyFlow, which is utilized for various research questions, such as [17–19]. By applying
HyFlow, potential fields of improvements became visible, since the previous HyFlow
version is not capable of addressing issues, such as:

• More than two individual network levels;
• No energy transfers across various network levels, since only step-by-step energy

transfer via each network level is possible (energy must always flow via each network
level without skipping network levels);

• A lack of selectable control strategies for both sector coupling and energy storage
options;

• Implementation of further components of an energy system is only possible with high
programming effort.

In [20,21], an MES optimization framework is proposed, consisting of individual
energy hubs, interconnected with individual energy grids. Both models provide a two-
stage optimization for the energy hub and the whole system. In dependence of the target
function, individual research questions are addressed.

1.1.2. MES Investigations on National Level

This section aims to provide an overview of existing research on national MESs to
demonstrate current research approaches.

Sejkora et al. [22] display how Austria’s future energy system could be composed if
exergy efficiency is defined as optimization criteria in a fully decarbonized energy system,
where RES are expanded according to #mission2030 targets [5,22]. The research shows that
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with restricted RES expansion in Austria, significant imports of sustainable methane and
hydrogen will be necessary in the future. This research can provide guidelines for future
technologies in MES, but cannot address any spatial problems [22]. In comparison, the
project ONE100 from Austrian Gas Grid Management shows an energy system where RES
are expanded until their maximum potential. In this case, import demand is significantly
reduced to four per cent of total energy consumption. This research aims to achieve an
economically optimized energy system. The model contains a rough spatial resolution of
Austria, dividing Austria into 19 interconnected regions [23].

In [24], a comprehensive overview of research in the field of optimizing national
energy system models is provided. However, the spatial resolution of each model shown
is quite low. A lack of subnational data availability is seen as the main reason for the low
spatial resolution [24].

1.1.3. Research Need

Flexible MES simulation frameworks to cover a wide range of individual problems are
not available yet. Furthermore, to the best of our knowledge, it has never been attempted
before to set up a national MES simulation model with detailed spatial resolution and
detailed infrastructure depiction.

In this paper, we aim to close previously described scientific gaps by presenting a new
version of our self-developed MES simulation framework HyFlow and demonstrate its
capabilities based on Austria’s energy system in 2030. The following research questions are
to be investigated in this paper:

• Based on the scientific gap, how should an MES simulation framework be designed to
cope with a national MES and various other research questions with a high degree of
both spatial and temporal resolution?

• What steps have to be taken to model Austria’s national energy system with detailed
spatial and temporal resolution?

• What are the effects on power infrastructure based on #mission2030 renewable energy
sources expansion, considering different modes of flexibility operation and power
load flow optimization?

To answer the research questions this paper is structured as follows. The following
subchapter describes considered challenges modelling the Austrian energy system. In
Section 2, the methodology to set up an MES simulation framework and national MES
model is described. Investigated scenarios and their corresponding results are disclosed in
Sections 3 and 4, respectively. Simulation results are discussed in Section 5, followed by a
conclusion and an outlook for potential further research in Section 6.

1.2. Problem Description

To address previously mentioned research questions, various obstacles need to be
addressed beforehand. As demonstrated in the literature research, MES simulation frame-
works that are currently available can be significantly improved to address a wide and
flexible range of research questions, especially in the following fields:

• The flexible depiction of various network levels of all energy carriers (power, gas,
heat), independent of spatial resolution. This should enable a large range of spa-
tial resolution to be able to depict various areas, from single consumers up to the
state level.

• The possibility to assign various flexibility options, such as sector coupling technolo-
gies, storage options, demand-side management (DSM), and operation-flexible power
plants. This should include the possibility of flexibly adding any further compo-
nents to expand the MES framework’s functionality. Flexibilities may operate, e.g., as
load following units or with various optimization-based operation strategies, such as
maximizing profits or maximizing the degree of self-sufficiency in a specified area.
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• State of art load flow consideration via adequate load flow calculation for all consid-
ered energy carriers. Depending on the user’s selection, power flow simulation or
optimal power flow load flow calculations should be selectable for the power grid.

The updated HyFlow MES simulation framework can address the previously men-
tioned points to develop a generic and flexible MES simulation framework.

As outlined in [24], a lack of subnational data is a major challenge when modelling a
national MES. This challenge is addressed twice in this paper:

• Suitable approaches and data to be found to achieve a detailed spatial resolution.
This includes consumption and generation data for all energy carriers. If data are not
available in low spatial resolution, a suitable approach must be found to distribute
general data towards smaller entities.

• Currently, no models of Austria’s power, natural gas, and district heating energy
infrastructure are openly available. To allow for the consideration of real grid proper-
ties, an energy grid model must be developed, based on available data to depict the
Austrian energy infrastructure.

To demonstrate the capabilities of HyFlow, three scenarios of the Austrian energy
system in the year 2030 are simulated to show the effects of RES expansion and various
modes of operation of flexibilities, such as heat pumps, electric vehicles, power storage,
and gas-fired power plants.

2. Methodology

This section is split into two main parts to provide a methodological overview of the
HyFlow MES simulation framework and all the necessary steps to create an MES model of
Austria, to be assessed with HyFlow.

2.1. HyFlow

To provide a comprehensive overview of the HyFlow MES simulation framework, the
general modelling structure, the input data, the calculation procedure, and the implementa-
tion of flexibility options are discussed in the following sub-chapters.

2.1.1. General Modelling Structure

In HyFlow, the examined area can be divided into several cells. In this work, so-
called substation districts are used (refer to Section 2.2.5. Spatial Data Distribution). This
approach is called the cellular approach; further details can be found in [16]. All entities
within one cell are aggregated into its corresponding cell. Therefore, a cell represents the
smallest spatially resolved area, resulting in a node. In Figure 2, an example of a single
node is displayed. To implement consumption and generation in one single term, the term
“residual load” (RL) is used and defined as per Equation (1).

PRL[t] = Pdemand[t]− PGeneration[t] (1)
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Figure 2. Example of a single node.

In Table 1, an overview of the node parameters is provided. Further parameters such
as maximum and minimum voltage, pressure, and temperature can also be defined.

Table 1. Overview node class parameters.

Parameter Type Description

Node ID scalar One unique number is assigned to each node.

Power ID
1 by 2
vector

Vector at [1 1] is currently a spare parameter.
Vector at [1 2] indicates the node’s position in the power grid.

Gas ID
1 by 3
vector

Vector at [1 1] indicates the node’s pressure level (e.g., 2 = 70 bar).
Vector at [1 2] indicates the node’s subgroup.
Vector at [1 3] indicates the node’s number within the subgroup.

Heat ID
1 by 3
vector

Please refer to Gas ID.

RL collection array

This array contains all objects, and their behavior can be expressed
in active and reactive power, gas, or heat RL. Power RL is defined
as per Equation (1), valid for all other energy carriers too. The RL
collection in Figure 2 includes wind energy, electrolysis, electric car,
photovoltaics, gas to heat (GtH), and an industrial consumer.

Nodes can be interconnected with other nodes. Depending on the availability of
energy grids, a node-edge depiction is established. An example of several nodes with
various connections of energy carriers (edges) is shown in Figure 3. It can be seen that
all nodes are connected to the power grid. Nodes 12, 13, 14, and 327 represent one gas
sub-grid. Node number 14 supplies gas to a lower pressure network (since the first vector
position of gas ID is higher), consisting of nodes 26 and 27. As an example of RL collection
objects, further implementable objects that can be added to a node’s RL collection, such as
consumer, producer, sector coupling technology, storage options, and electric vehicles, are
shown adjacent to their corresponding node.
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Figure 3. Energy infrastructure depiction.

To ensure that only the objects that are represented by an RL (refer to all classes
hierarchically below “RL” in Figure 4) are addable to a RL collection, the programming
principle of inheritance is used. A basic class “RL” is defined with simple properties (refer
to Table 2 and functions. Based on the “RL” class, any derivative object can be developed
and implemented by the user, with additional parameters to accommodate each object’s
individual need. Figure 4 displays available derivatives of the “RL” class. In each class,
individual operating strategies can be implemented, depending on the user’s need and
addressed research question.

Figure 4. RL class and inherited derivatives.
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Table 2. Overview of RL class properties.

Parameter Description

type

Defines the type of underlying object.
Residual load or Power station
1: Pre-defined residual load profile or power station with predefined
temporally resolved profiles (e.g., residual load, water flowrate).
Sector coupling
2: Power to gas and heat (PtGH).
3: Power to heat (PtH).
4: Heat to power (HtP).
5: Gas to heat (GtH).
6: Gas to power and heat (GtPH).
Energy storage
7: Power storage.
8: Gas storage.
9: Heat storage.
DSM
10: Electric vehicle.
11: Demand-side management.

RLgas
This vector contains the object’s pre-set or calculated gas RL. The calculated
gas RL depends on the object’s operating strategy.

RLheat Refer to RLgas.

RLpower Like RLgas, except that active and reactive power RLs are considered.

RLgasFlex These parameters contain the object’s RL flexibility. The usage of these
parameters depends on the object’s operating strategy. The implementation
of flexibility is explained in Section 2.1.4.

RLheatFlex

RLpowerFlex

2.1.2. Input Data

Before a simulation can be carried out in HyFlow, various input data need to be
defined and read in for further processing. The input data are stored in individual objects,
according to Table 2 and Figure 4. Node data must be defined, including parameters
described in Table 1. Temporally resolved gas, heat, active, and reactive power RL data,
including their associated node, can be defined. Properties for sector coupling options,
storage, electric vehicle/DSM, and power stations (including their corresponding operating
strategy) must be defined. Additionally, temporally resolved data for storage (e.g., water
inflow in (pumped)-storage hydropower plant) are necessary. Properties include rated
power, conversion or in-/output efficiencies, storage capacities, operating strategy, and
further technology-specific properties.

Since the open-source power flow framework MATPOWER is used for power flow
(PF) or optimal power flow (OPF) calculations, input data must reflect MATPOWER
framework requirements. Therefore, tables for branch (=edge), bus (=node), generator,
and generator cost data must be defined. The structure can be found in the MATPOWER
documentation [25,26].

Gas and heat network properties follow the same principle scheme. For gas and
heat, two tables need to be created. In the first sheet, connections between nodes at the
same pressure level can be defined (e.g., between nodes 13 and 14 in Figure 3). The sheet
number two contains connections between nodes at different pressure levels (e.g., between
nodes 14 and 26 in Figure 3). Parameters are the gas or heat IDs of the connected nodes,
length, diameter, roughness, and—in the case of heat—thermal conductivity of grid sections
(edges).

2.1.3. Calculation Procedure and Grid Simulation

The calculation process of HyFlow is shown in Figure 5. The process of each dashed
box will be explained further.
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Figure 5. Overview of the calculation process.

Determination of RL

All objects in the RL collection of each specific node are assessed. Each object in the
RL collection must provide an RL or flexibility based on the operating strategy of the
object. The calculated summarized RLs and flexibilities of each node are transferred to the
subsequent load flow calculations. The implementation and usage of flexibility are further
explained in Section 2.1.4.

Power Grid PF or OPF

Depending on the users’ selection MATPOWER PF or OPF, calculations can be per-
formed for the power grid. Depending on the usage of PF or OPF, input data must be
determined differently. In the case of PF simulation, all node residual loads and gener-
ator in-/outputs must be determined before a PF simulation can be performed. The PF
simulation determines power load flows “as they physically are”, without considering
line restrictions or generation costs, for example. OPF mathematically optimizes load
flows and generator dispatch, considering generation costs, line restrictions, and maxi-
mum/minimum generator power, based on the target function of minimum generation
costs in the total power system [26]. Optimization restrictions, such as transmission line
capacities or insufficient generation capacities, might cause an OPF to be incapable to
converge. The advanced capabilities of OPF, compared to PF, come at the cost of higher
complexity and increased likelihood of calculation failures. Further details regarding
MATPOWER are provided in [26].

Before performing a PF or OPF calculation, bus (active and reactive power RL) and
generator data (generation) must be updated in the MATPOWER data structure, based on
the previous step’s results (Determination of RL).
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Gas and Heat Load Flow Calculation

Rüdiger adopts the node potential analysis for power grids in combination with
Darcy’s equation (refer to Equation (2)) to determine gas load flows [27].

∆p = λ·
8·ρ·l·

.
V

2

d5·π2 (2)

For heat load flows, Rüdiger’s approach is extended by a second iteration loop to
determine node temperatures and heat losses (refer to Equation (3) [28]) in both forward
and return flow recursively.

Tendnode = (Tstartnode − Tambient)·e
−2·π·k·l

cp ·ρ·
·
V + Tambient (3)

Both gas and heat load flow calculations can be characterized as steady-state load flow
calculation approaches.

Process and Storage of Results

In the case of power OPF, MATPOWER determines each generator’s generation
based on minimum system generation costs. Therefore, the determined generation must
be transferred to the corresponding object in the RL collection. The same procedure is
necessary in case flexibilities are used. Depending on the energy carrier, further load flow
calculation results such as load flows, voltage, angle, pressure, and temperature levels
are stored.

2.1.4. Implementation and Usage of Flexibility Options

Power flexibility might generally accrue from sector coupling options, energy storage,
or DSM, displayed by the yellow circles in Figure 6. Figure 6 also shows the general
representation of each MES node, which is automatically adapted, depending on the
properties of the node. A node optimization, similar to Chen et al. [29], is used to determine
the node’s flexibility band (green box in Figure 7) and usage of objects to provide flexibility
(yellow box in Figure 7). Generally, node optimization aims to increase the profit of an MES
(equal to minimizing costs), considering RL coverage, energy prices, technical properties
of SC, and storage options [29]. This approach and its optimization target is adapted to
determine the maximum/minimum power flexibility and the usage of objects providing
flexibility, as explained further shortly.



Energies 2022, 15, 3581 11 of 33

Figure 6. Generic node optimization representation.

Figure 7. Process for optimized operating strategy, providing flexibility.

To consider flexibility in the HyFlow calculation process, the calculation process
displayed in Figure 5 must be adapted. This adaption affects the upper three dashed boxes
in Figure 5. The additional calculations to be performed are depicted in Figure 7.

If an object provides flexibility according to its operating strategy, it is considered for
the following calculation procedure. If no flexibility is provided by the object, the RL is de-
termined based on the objects operating strategy. To determine the total available flexibility
per node, two optimizations are performed, aiming to determine the maximum possible
positive and negative power RL (green box in Figure 7, target functions in Equations (A4)
and (A5) in Appendix A), resulting in a flexibility band between both maximum and
minimum power. For these optimizations, no energy prices are considered. The previously
described calculation is carried out in the “Determine RL” section outlined in Figure 5.



Energies 2022, 15, 3581 12 of 33

Once a node’s maximum positive and negative power flexibility is determined, it can be
implemented in the MATPOWER framework as a generator at the corresponding node.
The OPF, considering the whole depicted power system, determines the actual need for
flexibility, ranging between the minimum and maximum possible flexibility of each node
providing flexibility. So far, the need for flexibility at each node is determined; however, it is
yet unknown which objects are used to what extent to provide the determined flexibility. To
address this question, another node optimization is carried out (yellow box in Figure 7) to
determine the actual usage of each object providing flexibility (target function in Equation
(A1) in Appendix B). This optimization is carried out considering energy prices; therefore,
the usage of the object is optimized economically. The determined optimal usage of each
object providing flexibility is transferred to each corresponding object.

Yalmip [30] and Gurobi [31] are used to solve the optimization problems. Refer to
“Appendix A. Node Optimization” for further mathematical details.

2.2. Austrian MES Modelling

The following modelling approaches are applied to develop an Austrian MES model.
This includes an infrastructural depiction of power, natural gas, and heat grids, as well as
timely and spatially resolved consumption and generation profiles.

2.2.1. Power Grid

The basis for the power grid model is a transmission grid plan. It shows the name
of a substation’s location and the transmission capacity of each line between substations
for 110, 220, and 380 kV. However, the transmission grid plan only shows a past grid
status. To determine a potential future power grid in 2030, potential grid expansion projects
have to be included. The 220 and 380 kV transmission grid is operated by the Austrian
Power Grid (APG), providing a grid development plan annually [32–37]. The 110 kV
distribution grid is mainly owned and operated by nine local utilities in each federal state.
Particularly for Upper Austria and Carinthia, detailed 110 kV grid expansion information
is available [38,39]. Since the location of current and future substations and lines is roughly
known, the geographic information system software QGIS [40], satellite images [41], and
Open Street Map [42] are used to determine the exact location of substations and the
course of power lines. MATPOWER requires line resistance, reactance, total line charging
susceptance, and the maximum allowed apparent power flow [26]. APG provides detailed
technical data for the transmission grid, which are used to parametrize the 220 and 380 kV
grid [43]. The 110 kV grid is parametrized with literature values for resistance, reactance,
and total line charging susceptance, as well as other already published projects [17,18,44,45],
based on the maximum transmission current in the transmission grid plan.

2.2.2. Natural Gas Grid

To spatially depict Austria’s natural gas infrastructure, we apply a similar approach
compared to the power grid. Length and diameter for transnational pipelines and primary
distribution system pipelines are available at Austrian Gas Grid Management (AGGM) [46].
The pipeline routing and length of national network level one (national transmission
grid) and two (national distribution grid) can be derived from [47,48]. The diameter and
pressure level are determined using statistical data [49], as well as information from utilities
provided by request and previous projects [17]. Wall roughness is parameterized with the
wall roughness of welded and seamless steel tubes [50].

2.2.3. Heat Grid

Currently, heat grids in Austria cover regional heat demand. Since the spatial resolution
for an Austrian MES model is inadequate to depict regional heat grids, technical properties
are assumed for interconnected regions, especially in urban areas. As a guideline, results
from [51,52] are used to determine which areas of Austria are supplied with district heat.
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2.2.4. Model of Austrian Natural Gas and Power Grid

Figure 8 displays the created model of Austria’s power and natural gas infrastructure.
It can be seen that the availability of Austria’s energy infrastructure is much denser in
urban and suburban areas in comparison to rural areas. Based on the infrastructure
depiction in Figure 8 and Voronoi diagram methodology (refer to Section 2.2.5. Spatial Data
Distribution), a corresponding node-edge model can be derived.

Figure 8. Model of Austria’s power and natural gas infrastructure [9].

2.2.5. Spatial Data Distribution

To achieve a spatial resolution of Austria, a suitable methodology has to be selected
to determine a spatial division of Austria. This is necessary to aggregate all objects (e.g.,
storage, power stations, RLs) within a spatial division into one node. A Voronoi diagram
creates polygons starting from central points, dividing a layer into areas of equal nearest
neighbors [53]. This approach is used with substations of the power grid as central points
to determine single areas. The area covered by one substation is further referred to as
a substation district (SSD). An example of the created SSDs within a selected area of
Austria can be seen in Figure 13. In [8], the RES potentials of each Austrian community are
determined. The RES potential data of each community are summed up to determine the
SSD RES potential if a community is located within the boundaries of an SSD. Furthermore,
power and natural gas (for both process and heating use) final energy consumption data
from industrial, private, agricultural, and public and private service sectors are provided
at a district level in [8]. To distribute final energy consumption data at the district level to
a single community, the share of employees or households per community from Statistik
Austria, in comparison to the district, is used [54]. Heat demand is modelled using the
Austrian Heat Map [52]. Heat demand data are from 2012 but are quite stable till now [55].
Since heat demand data are available on a district level, and the same approach as for
power and gas is used to distribute district demand to municipalities and then to SSDs.
The useful energy analysis from Statistik Austria also provides information at the federal
state level regarding the energy carrier used to provide heat [55].
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2.2.6. Temporally Resolved Consumption Data

Annual energy consumption data of each SSD must be combined with temporally
resolved load profiles to determine a temporally resolved RL profile for each SSD. For
industrial power and gas demand, subsector specific load profiles are derived from [56]. For
household, agriculture, and public and private service power consumption standardized
load profiles (SLP) H0, L0, and G0 are used [57]. The reactive power is considered using
literature and empiric values [58–60]. A cos(ϕ) of 0,98 is used. The temporal resolution of
natural gas for non-heating purposes for households, agriculture, and service is determined
based on the relatively steady cooking gas SigLinDe function [61]. The annual heating
RL of each SSD is determined using the sectors corresponding SigLinDe function [61].
The temperature used as input data for the SigLinDe function is obtained for each SSDs
substation from [62,63].

2.2.7. Temporally Resolved Generation Data

Oesterreichs Energie published a map of all power generation facilities in Austria with
a power generation capacity greater than 10 MW [64,65]. In the following, we explain how
each category of power station has been implemented into Austria’s MES model.

Hydro Run-Off and Storage Power Station

The basic model of hydro run-off and storage power stations can be seen in Figure 9.
Power generation is calculated using Equation (4) [66].

P = η·ρ·QTurbine·g·∆h (4)

Figure 9. Hydro run-off and storage power plant model.

Each run-off and storage power station with a generation capacity greater than 10 MW
is implemented into Austria’s MES model in its corresponding SSD. Power station data
are sourced from [67–79]. The temporally resolved generation is determined using run-off
water measurements [80]. If the measurement point is different to the power station’s
location, interpolation is conducted between two measurement points. For hydropower
stations with less than 10 MW, a different approach had to be used. Kleinwasserkraft
Österreich [81] provides power and annual generation data for small-scale hydropower
stations. These data are used together with hydropower potentials from [8] to determine
small-scale hydropower in each SSD. Since no sufficient run-off measurements are available
for small rivers, a standardized load profile based on measured data from small rivers
(refer to Appendix B for measurement points) [80] is created, presented in Figure 10. A
polynomial trend curve is used to smoothen the curve.
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Figure 10. SLP small river, for small-scale hydro run-off power plants.

To cope with an additional 5 TWh of power, based on the government’s RES expansion
target [4], an increase in generation is carried out according to hydropower potentials
from [82]. The small river SLP is used as a temporally resolved generation profile for these
power stations.

(Pumped)-Storage Hydropower Plant

(Pumped)-storage hydropower plants are modelled as a simplified, flexible cascade of
reservoirs, interconnected with pumps and turbines (refer to Figure 11).

Figure 11. (Pumped)-storage hydropower plant model.

Technical properties such as storage capacity (Volume), annual inflow from natural
sources (Qin), and pump and turbine power (PTurbine, PPump) are sourced from [68–70,73–
76,79,82–84]. Furthermore, future projects such as [85,86] are considered as well. The pump
(ηPump) and turbine (ηTurbine) efficiency is set to 0.88 [87]. Reservoirs are naturally fed by
water from glacier or snow melt. To determine a temporally resolved water inflow, suitable
measurement data from [80] are used to derive an annual water inflow characteristic,
displayed in Figure 12 (refer to Appendix C for measurement points). It can be seen that
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the majority of natural inflow occurs during the summer months; in contrast, hardly any
inflow can be expected in the winter months.

Figure 12. Annual (pumped)-storage hydropower plant natural inflow distribution.

The scenario-dependent generation and consumption profile for (pumped)-storage
hydropower plants is described in the following chapter.

Biomass Combined Heat and Power (CHP) and Biogas Power Plants

Biomass CHP and biogas power plants are sourced from [88,89] and temporally
resolved via SLP (E0) [57].

Photovoltaics

The installed photovoltaic power for each federal state is sourced from [90] and evenly
distributed to each SSD via PV potentials from [8]. To reach the national goal of 11 TWh
photovoltaics [4], photovoltaics are expanded, according to potentials in [8], by applying
a split between rooftop and open area potentials of nine to one. Temporally resolved
generation profiles are considered for each SSD, sourced from [62,63,91].

Wind

The locations of each wind park and their corresponding power levels are sourced
from [92] and aggregated to the installed wind power of each SSD. To reach the national
goal of 10 TWh wind power addition [4], the power at each SSD is evenly expanded
according to potentials in [8]. Temporally resolved generation profiles are considered for
each SSD, sourced from [62,63,93].

Thermal Generation

Technical data, such as power and efficiencies, of Austria’s (combined cycle) gas turbine
and large-scale CHP power plants are based on operators’ publications [67,72,94–97]. If no
efficiency data are available, an estimation based on comparable power plants is applied.
The scenario-depended generation profile is described in the following chapter.

2.2.8. Power Exchange with Neighboring Countries

Power exchange with neighboring countries of Austria is considered based on data
from ENTSO-E’s transparency platform for the year 2019 [98].
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2.2.9. Example of Energy Infrastructure Depiction

An example of Austria’s energy infrastructure and power plants can be seen in
Figure 13. Exemplarily, an SSD is highlighted in yellow. The highlighted SSD contains
several biogas plants and is connected to the power and natural gas grid. It can be seen
that substations are concentrated in urban areas, whereas the substation density is lower in
rural areas. More substations, compared to assignable municipalities, may especially occur
in urban areas. In this case, suitable substations are manually selected and merged to create
the Voronoi diagram. Hydropower plants are concentrated along large rivers, whereas
wind, biomass CHP, and biogas are spread all over the area.

Figure 13. Example of Austria’s energy infrastructure and power plants [9].

3. Scenarios

In this chapter, potential developments of the Austrian energy system are investigated
based on three scenarios for the year 2030. Therefore, we apply the methodologies shown
in Section 2. The following points are considered for each scenario:

• Since power, gas, and heat consumption are based on past data, sufficient studies need
to be found to estimate the energy consumption in 2030. Austria’s Umweltbundesamt
(UBA) [99] estimates energy consumption in the years 2020, 2030, and 2050, based on
the year 2015. Power demand is expected to remain stable between 2015 and 2020 and
then increase between seven and thirty per cent, depending on the scenario. Electric
vehicles, heat pumps, and electrolysis are seen as major drivers of power consumption
growth. Since these consumers are additionally considered in each following scenario,
we assume that the power demand will stay constant without. Depending on the
scenario, a slight increase or decrease in natural gas consumption is assumed by UBA;
therefore, we assume constant consumption [99]. Based on #mission2030 targets,
thermal renovation of existing buildings should be doubled to two per cent per year,
from current levels of around one per cent [5]. If a 50% heat demand reduction
through a thermal renovation is assumed, heat demand might drop by thirteen per
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cent, until 2030. The assumption of 50% heat demand reduction seems reasonable since
subsidiaries are granted if more than 40% heat demand reduction is achieved [100].
The 13% heat reduction is between both UBA scenarios (WAM, WEM) for the final
energy consumption of buildings [99].

• The number of electric vehicles in each SSD is determined based on vehicle registration
data and trends in each federal state [101]. The share of electric vehicles in 2030 is
expected to be 20%, based on scenarios in [102]. In Austria, a car is used for an average
of 13,700 km per year. Based on the average consumption of 20 kWh/100 km, an
annual electric energy demand per car of about 2750 kWh can be expected [103,104].
The temporal charging characteristic is scenario-dependent and can be explained in
the following subchapters. All electric vehicles account for approximately 3 TWh of
additional power consumption.

• The share of heat pumps for each SSD is determined based on the share of ambient
heat usage for heating purpose divided by an assumed coefficient of performance of
three [55]. Heat pump usage might increase by six-fold until 2030 based on [105]. The
mode of operation depends on the scenario. All heat pumps account for approximately
1.9 TWh of additional power consumption.

• For every fourth household, battery energy storage with a storage capacity of 8 kWh,
charging–discharging power of 2 kW, and an input–output efficiency of 90% [106] is
implemented with a scenario-dependent mode of operation.

• Renewable energy sources are expanded according to plans of the federal government,
shown in Table 3.

Table 3. Expansion of RES until 2030 [4,107].

RES Generation 2018 Expansion Until 2030

Hydro 37.6 TWh +5 TWh

Wind 6.0 TWh +10 TWh

Photovoltaics 1.5 TWh +11 TWh

Biomass 4.9 TWh +1 TWh

Total 50 TWh +27 TWh

Table 4 below provides an overview of the differences between each scenario. The
modes of operation are explained in each scenario description.

Table 4. Scenario parameters.

Scenario 1 Scenario 2 Scenario 3

Thermal generation and
(pumped)-storage hydro

ENTSO-E ENTSO-E Flexibility

Electric vehicle SLP Optimized Optimized

Battery storage Greedy Optimized Optimized

Heat pump Load following
Optimized with

storage
Optimized with

storage

Power grid calculation PF PF OPF

3.1. Scenario 1—BAU

In this scenario, certain elements of the energy system are operated in the business-as-
usual (BAU) mode. Electric vehicles are charged according to the SLP, derived from [108],
with 3.7 kW charging power. Since the number of electric vehicles is above 1000 for the
vast majority of substation districts, a low coincidence factor can be applied [108,109]. Heat
pumps are operated as heat demand occurs, without a storage option. Temporal battery
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storage behavior is determined as follows. The energy demand of an average household
per SSD is coupled with an SLP (H0 [57]) and a 5 kW photovoltaic generation capacity,
considering the SSDs’ individual PV generation profile. One-quarter of households are
equipped with battery storage. The battery storages operate according to the greedy
algorithm to minimize the household energy demand from the power grid. Examples
of the application of the greedy algorithm can be found in [110,111]. (Pumped)-storage
hydropower and thermal power plants are operated according to ENTSO-E generation
data from 2019 [98]. The resulting power RLs are added to each SSDs RL.

3.2. Scenario 2—Demand Optimization

Demand optimization is applied in this scenario to operate certain elements economi-
cally. An optimization concept similar to energy hubs is used to determine an economically
optimized mode of operation of energy storage, heat pumps, and electric vehicles [29]. To
enable a flexible operation of heat pumps, each heat pump is equipped with a thermal
storage capacity of 50 kWh and a charging–discharging capacity of 10 kW. Electric vehicles
charge their average daily consumption of about 7.5 kWh with 3.7 kW charging power.
Peak demand times (6:00–9:00 and 17:00–20:00) are excluded from charging. The optimiza-
tion is carried out, using power price data from 2019 [112] and each node’s RL. As a result,
price-optimal RLs of heat pumps, power storage, and electric vehicles are determined and
added to each node’s RLs.

3.3. Scenario 3—Demand Optimization and Flexibility

Heat pumps, electric vehicles, and battery power storage are operated, like in Scenario
2. Thermal power plants and (pumped)-storage hydropower plants are operated as addi-
tional flexibility (refer to Section 2.1.4). Since generation costs are considered in OPF for
generator dispatch, the generation costs of each power source are set as follows:

• Subsidized forms of power generation, such as biogas, biomass CHP, wind, photo-
voltaics, and small-scale hydropower with 10 EUR/MWh;

• Large-scale hydropower 50 EUR/MWh;
• Flexibilities (gas turbine and CHP and (pumped)-storage hydropower) and import/

export with 100 EUR/MWh.

4. Results

In all three discussed MES scenarios, natural gas and district heat grids show no critical
overloads. Therefore, power grid results are discussed in detail. In Table 5, a comparison
of overloaded distribution power grid (DG) and transmission power grid (TG) lines are
displayed. Scenario 2 shows that the number of time steps, as well as affected power grid
lines, increases compared to Scenario 1. This can be explained by the price-optimized mode
of operation, since demand increases disproportionately in time steps with cheaper power,
leading to RL peaks.

Table 5. Comparison of scenario results.

Scenario 1 Scenario 2 Scenario 3

Overload time DG 182,205 time steps 206,592 time steps 81,991 time steps

Average DG line overload 38.8% 42.5% 35.5%

Count of overloaded DG lines 39/480 57/480 40/480

Overload time TG 3904 time steps 8131 time steps 144 time steps

Average TG line overload 16.0% 16.3 30.1%

Count of overloaded TG lines 5/104 7/104 6/104
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To evaluate the degree of power line overloads, two different overloads are evaluated.
As displayed in Figure 14, the average line overload and the top five per cent (based on the
number of overloaded time steps) of line overloads are determined for each power grid line.

Figure 14. General determination of line overloads (an average and the top five per cent).

Subsequently, the worst (Scenario 2) and best (Scenario 3) case scenarios in terms of
line overloads are displayed. In Figure 15, the average line loadings of Austria’s power
grid are displayed for Scenario 2. The thickness of each line qualitatively indicates the
maximum transmission capacity of each line. Green lines indicate grid sections that are not
affected by overloads. Orange to red lines indicate the average degree of overloads of the
affected line section. Exemplarily, some grid sections are marked with a purple circle or
ellipse-shaped indicators, allowing for the differentiation of the following overloads types:

• Continuous purple line—sections with low transmission capacity, e.g., single three-
wire system;

• Dotted purple line—overloaded lines in urban areas;
• Dashed purple line—branch line with low transmission capacity in combination with

either high potential of RES generation or demand;
• Dashed-dotted purple line—high potential of RES expansion.

Figure 15. Average line overloads of Austria’s power grid—Scenario 2.
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In Figure 16, the top five per cent overloads of Austria’s electricity grid are displayed
for Scenario 2. It can be seen that most overloaded transmission and distribution grid lines
are overloaded by a rather small degree.

Figure 16. The top 5% line overloads of Austria’s power grid—Scenario 2.

In following Figure 17 the annual load curve for a highly overloaded power branch
line is displayed. It can be seen that the maximum transmission capacity is exceeded in both
positive as well as negative direction. A positive and negative sign is related to the direction
of power flow. This means that branch line overloads are caused by both consumptions at
the end of the branch line and excess generation flowing from the end of the branch line
towards the distribution grid.

Figure 17. Annual load curve of a power branch line (ranked from min to max).

In Figure 18, the average power grid line overloads are displayed for Scenario 3. In
comparison to Figure 15, the magnitude of the average overloads is significantly lower
(refer to the scale magnitude). This observation is supported by line overload data dis-
played in Table 5, where line overloads in Scenario 3 are approximately halved in terms of
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count, compared to Scenarios 1 and 2. A similar context can be observed by comparing
Figures 16 and 19 where the magnitude of the top five per cent of overloads are significantly
lower in Scenario 3, compared to Scenario 2.

Figure 18. The average line overloads of Austria’s power grid—Scenario 3.

Figure 19. The top 5% line overloads of Austria’s power grid—Scenario 3.

In Table 6, the power generation from each source is displayed for each scenario. It
can be seen that the results for Scenarios 1 and 2 are identical, except for a small difference
in imported and exported power. However, in Scenario 3, the generation from gas turbine
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and CHP and (pumped)-storage hydropower is reduced by about fifty per cent compared
to generations from Scenarios 1 and 2. The lower generation from both before-mentioned
sources reduces power exports by about one third compared to Scenarios 1 and 2. The
curtailment of generation occurs in Scenario 3 only, since OPF is used instead of PF for
power load flow calculation to avoid line overloads. Imports and exports are calculated
based on power line load flows connecting Austria with neighboring countries; therefore,
the calculated power energy imports and exports do not consider loop flows.

Table 6. Comparison of power generation for each scenario.

Scenario 1 Scenario 2 Scenario 3

Biomass 6.0 TWh 6.0 TWh 6.0 TWh

Photovoltaics 12.1 TWh 12.1 TWh 12.1 TWh

Wind 15.5 TWh 15.5 TWh 15.5 TWh

Gas turbine and CHP 10.8 TWh 10.8 TWh
Consumption: 0.83 TWh

Generation: 8.2 TWh(Pumped)-storage hydropower
Consumption: 1.5 TWh

Generation: 8.5 TWh

Hydropower >10 MW 27.9 TWh 27.9 TWh 27.9 TWh

Hydropower ≤10 MW 11.6 TWh 11.6 TWh 11.6 TWh

Import 8.1 TWh 10.5 TWh 3.7 TWh

Export 36.0 TWh 37.5 TWh 23.0 TWh

5. Discussion

In this section, we discuss the temporally and spatially resolved MES model of Austria,
as well as the simulation results.

5.1. MES Model of Austria

Although Austria’s #mission2030 aims for a net-balanced RES power supply over one
year, depending on the applied scenario, significant power exports compared to imports
are visible in Table 6 [5]. This gap can be explained exemplarily for Scenario 3 as follows.
In Austria’s MES model, power generation from company-owned CHP and power plants
is not considered, since power is generated behind the meter and, therefore, company
internally used. The internal generation reduces a company’s power demand from the grid,
as considered in the consumption data source [8]. This internal generation accounts for
a total power generation of approximately 8 TWh [107]. The 7.5 TWh generation of the
gas turbine and CHP has to be considered as well, since it is not a RES and therefore is
not considered in the #mission2030 power generation target [5]. The remaining 3.8 TWh
contain power grid losses, self-consumption of power plants, pumped-storage hydropower
losses, variations of input data from [8], and others. This is in accordance with Austria’s
#mission2030.

The lack of subnational data available is seen as a main reason for a low spatial
resolution in MES optimization projects [24]. These issues also present a main challenge
within this work; however, based on experiences in [8], proven strategies are used to
distribute aggregated data to more detailed granularity.

The Voronoi diagram is used because a more detailed approach may require further
infrastructure data (e.g., roads) [113]. The Voronoi diagram does not take any local and
geographical properties into account. Therefore, a community might be assigned to an SSD
located across a mountain chain, for example. This case of misallocation is investigated
manually since a small number of municipalities are affected. However, in this case, the
municipalities are rather small in terms of energy consumption; therefore, the error of
misallocation is considered to be negligible.



Energies 2022, 15, 3581 24 of 33

The usage of SLPs is valid if a number of several 100 consumers is aggregated [114].
This number is achieved for residential and to a smaller degree, for agricultural as well as
public and private services consumers. The number of industrial consumers is significantly
lower compared to the residential and service sectors. The quality of temporal consumption
data can be further improved in the industrial sector, provided that more accurate industrial
load profiles are available.

A temporal resolution of minutes to hours and days is common for MES frameworks
which cover local levels up to regional and national levels [115]. This is important since
the availability of data defines the achievable temporal resolution. For example, SLPs are
available for 15 min (residential, agricultural, public, and private services) or, in the case
of industrial SLPs, one-hour intervals. In comparison, wind and photovoltaic generation
profiles are temporally resolved over one hour, whereas water flow rates, used to calculate
hydropower plants generation, are available as daily averages. Although the simulation
is carried out in 15 min interval time steps, a one-hour time step might be considered in
the future to decrease computation time. Generally, simulating an MES system of the dis-
played size for a full year in 15 min’s interval time steps takes approximately 2 days of
calculation time. If node optimization is used additionally (Scenario 3), the computation time
increases further.

5.2. Simulation Results

As displayed in Table 5, line overloads can be significantly reduced by more than fifty
per cent in Scenario 3 compared to Scenarios 1 and 2, showing a positive effect of OPF and
flexibility usage. Transmission line capacities represent a constraint using OPF applied
in Scenario 3, therefore a number of zero line overloads should be expected. However,
based on simulation results from Scenarios 1 and 2, the capacity of overloaded power
grid sections is increased to enable the OPF to converge, since any unsolvable violation of
transmission capacity would result in a termination of an OPF calculation. The count of the
overload time for Scenario 3 is carried out using the original transmission capacity used in
Scenario 1 and 2, considering the load flow occurring with increased line capacity.

Depending on the scenario, more than ninety-five per cent of line overloads occur
in the distribution grid. Overloads can be caused by various reasons such as high RES
potentials, low transmission capacity or in urban areas. No clear reason could be identified
for overloads in urban areas. Potential issues might arise from the data source (consumption
data) or loss of precision due to the need for grid simplification in urban areas.

In Scenario 3, the export of power is reduced significantly in comparison to Scenarios
1 and 2, since the power generation from natural gas CHP, gas turbine and especially
(pumped)-storage hydropower plants is reduced. This is achieved by operating gas turbine
and CHP, and (pumped)-storage hydropower plants as dispatchable flexibility. Since
(pumped)-storage hydropower plants are located in western Austria and gas CHP and
turbine are close to cities (=high power consumption), natural gas CHP and turbine are
more likely to be activated due to lower transmission losses. This point can be further
addressed through different flexibility pricing to favour (pumped)-storage hydropower
usage over natural gas turbine and CHP power plants. However, this might have effects on
the west–east power transmission in Austria’s power grid.

6. Conclusions and Future Outlook

Within this work, we introduce a unique MES simulation framework and investigate
the effects of the expansion of renewable energy sources on Austria’s energy infrastructure
based on a created MES model within this work.

The literature review has shown that current available multi-energy system simulation
and optimization frameworks are not capable of depicting a national MES with a high
degree of both high spatial and timely resolution. To overcome this scientific gap, the
updated MES simulation framework HyFlow is introduced. The proposed MES simulation
framework is capable of implementing the energy carrier power, natural gas and district
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heat (and their corresponding energy grid infrastructure), a broad range of individual
consumers and producers, as well as storage and sector coupling options. Due to the
flexible MES depiction approach, a wide range of research questions can be addressed. We
believe that the HyFlow framework is unique in both existing and potential expansion
capabilities and should be used to address various further research questions. This may
include the addition of further capabilities to be added to the existing MES framework,
such as further modes of operation, new objects, or improved gas and heat load flow
calculations.

To depict a national MES, three main points must be addressed. First, detailed energy
infrastructure models must be available. Due to the unavailability of Austria’s energy
grid infrastructure models, sufficient available sources and data from existing research
are used to create a detailed model of Austria’s energy infrastructure. Second and third,
the examined area must be fed with both spatial and time-resolved consumption and
generation data. To spatially resolute Austria, Voronoi diagrams based on power grid
substations are used to divide Austria into so-called substation districts. To time-resolve the
energy demands and generations of each substation district, a combination of SLPs and real-
measured data is used. The created MES model of Austria may serve as a foundation for
any further assessments of the Austrian MES. Potential fields could be the implementation
of further flexibilities (e.g., storage and sector coupling) or assessment of other energy
grids (gas, heat). If detailed RES expansion plans are available, the spatial distribution of
RES expansion can be updated and its effects on energy grid infrastructure can be further
investigated. New energy grid projects can be added to increase the transmission capacity
between SSDs. We believe that this demonstrated approach can be a useful guideline to
create a spatially and temporally resolved model of any national or regional MES.

Based on the created MES model of Austria and the presented MES simulation frame-
work HyFlow, three scenarios are examined. The scenarios investigate the effects of Aus-
trian government targets to achieve a one hundred per cent renewable power generation,
net-balanced over one year. Renewable generation is expanded (mainly volatile wind and
photovoltaics) by the aimed amount of the Austrian government. Additionally, electric
vehicles, battery storage, and heat pumps are implemented into the MES simulation to an
expectable future degree. Each scenario considers the same renewable expansion but differ-
entiates between modes of flexibilities operation, such as (pumped)-storage hydropower,
gas-fired power plants, heat pumps, electric vehicles, and battery storage. Results show
that the mode of operation of flexibilities and the power load flow calculation methodology
(PF and OPF) can lead to significantly different results, in terms of power line overload
counts. By optimizing the consumption and generation of electric vehicles, battery storage
and heat pumps based on the power price timeline (=market oriented), short demand peaks
can occur, leading to the highest count of power grid overloads of all three investigated
scenarios. In contrast, using OPF in combination with the flexible dispatch of natural
gas-fired and (pumped)-storage hydropower plants line overloads are reduced by more
than fifty per cent. The usage of OPF is therefore advantageous in contrast to PF, in terms
of flexibility usage. It can be concluded that a solely price-optimized operation (market
oriented) leads to grid overloads due to the neglectance of the power grids’ transmission
capacities. Therefore, both market and energy grid transmission capacity should be consid-
ered. A high degree of flexibilities, in a grid-supporting operation, are favorable to mitigate
power grid overloads. Potentially, the addition of further flexibilities might have further
positive impacts on the power grid.
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Abbreviations

APG Austrian Power Grid
CHP combined heat and power
DG distribution grid
EC energy carrier
GtH gas to heat
GtPH gas to power and heat
HtP heat to power
MES multi-energy system
MESS multi-energy system simulator
OPF optimal power flow
PF power flow
PtGH power to gas and heat
PtH power to heat
RES renewable energy source
RL residual load
SC sector coupling
SLP standardized Load Profile
SSD sub-station district
TG transmission grid
UBA Umweltbundesamt (Federal Environment Agency)

Appendix A. Node Optimization

The node optimization and flexibility determination can be depicted in a four-stage
process, displayed in Figure A1. Main parameters are explained in the following subchapters.

Figure A1. Optimization process.

Appendix A.1. Input Data

In Table A1, the input data for node optimization and flexibility determination are
explained. Depending on the optimization problem, different input data are required. The
optimization is adapted based on [29].
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Table A1. Optimization input data.

Parameter Type Description

P_RL_Set scalar Residual load setting for the current time step.

t scalar Duration of one time step [h].

Converter matrix

Defines properties of each converter. Each row represents
one converter.
[FP, FH, FG, TP, TH, TG, MinP, MaxP, Ramp, PPrevPeriod]
FP—convert from power (1 or 0).
FH—convert from heat (1 or 0).
FG—convert from gas (1 or 0).
TP—convert to power (η in [1]).
TH—convert to heat (η in [1]).
TG—convert to gas (η in [1]).
MinP—minimum power [W].
MaxP—maximum power [W].
Ramp—ramp rate based on MaxP.
PPrevPeriod—power of previous period [W].

P_Storage
H_Storage
G_Storage

matrix

Defines properties of each storage. Each row represents one
storage. For power, heat, and gas, individual matrices have
to be set up with the following structure.
[LP, MinSL, MaxSL, ISL, ηIn, MinIn, MaxIn, ηOut, MinOut,
MaxOut]
LP—storage loss per period [1/h].
MinSL—minimum allowed storage level [Wh].
MaxSL—maximum allowed storage level [Wh].
ISL—initial storage level [Wh].
ηIn—input efficiency [1].
MinIn—minimum input power [W].
MaxIn—maximum input power [W].
ηOut—output efficiency [1].
MinOut—minimum output power [W].
MaxOut—maximum output power [W].

P_DSM
H_DSM
G_DSM

matrix

Defines properties of each DSM. Each row represents one
DSM. For power, heat, and gas, individual matrices have to
be set up with the following structure.
[MinP, MaxP]
MinP—minimum feed-in (demand) or maximum feed-out
(generation) power.
MaxP—maximum feed-in (demand) or minimum feed-out
(generation) power.

eVehicle vector

Defines parameters for electric vehicles.
[EC, CP, NoP, SB_1, EB_1, SB_2, EB_2]
EC—energy to be charged within NoP [Wh].
CP—charging power [W].
NoP—number of time steps before charging of EC must be
finished (e.g., one day).
SB_1, SB_2—the start of the charging break period.
EB_1, EB_2—the end of the charging break period.

P_Price
H_Price
G_Price

vector
The number of rows is equivalent to the forecasting period.
A separate vector must be defined for each energy carrier’s
price.

P_RL
H_RL
G_RL

vector
The number of rows is equivalent to the forecasting period.
A separate vector must be defined for each energy carrier’s
residual load [W].

G_Connect
H_Connect

scalar
Indicates if the node is connected (variable = 1) to gas/heat
grid or not (variable = 0).

ops vector Contains settings for the Gurobi optimizer.
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Appendix A.2. Node Optimization Target Function (TF)

TF = min(
P,H,G

∑
EC

((

PEC − P€
EC

)

·EPEC·t
)

) (A1)

PEC—consumed power for each energy carrier (EC).
P€

EC—feed-in (sold) power for each EC.
EPEC—price of EC.

Appendix A.3. Flexibility Determination Target Function

Positive and negative flexibility is determined according to (A2) and (A3).

TFFlex, neg = max(PC,out) (A2)

PC,out—power converter power output.

TFFlex, pos = max(PC,in) (A3)

PC,in—power converter power input.
To determine the total positive (A4) and negative flexibility (A5), storage and DSM

options also have to be considered.

Flexpos = TFFlex, pos + min
(

MaxIn,
MaxSL − ISL

t·η IN

)

+ DSMMaxP (A4)

Flexneg = TFFlex, neg + min
(

MaxOut,
ISL·ηOut

t

)

+ DSMMinP (A5)

Appendix A.4. Results

The main optimization outputs are time-resolved RLs for each converter, storage, and
DSM, as well as specific results such as storage level. Furthermore, an additional parameter
indicates if the optimization problem can be solved successfully.

Appendix B. Measurement Points for Small Hydropower Plant SLP

For each federal state, a random small river measurement point from [80] is used to
create an SLP for small-scale hydropower plants, as displayed in Table A2.

Table A2. Measurement points used for small hydropower plant SLP [80].

Federal State Measurement Point # Name

Vorarlberg 200105 Garsella

Tyrol 230706 In der Au

Salzburg 203265 Schweighofbrücke

Carinthia 213389 Kaunz

Styria 211029 Anger

Upper Austria 204784 Riedau

Lower Austria 208041 Hollenstein

Burgenland 210039 Piringsdorf (Pfarrbrücke)

Vienna None None
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Appendix C. Measurement Points for Natural Inflow Curve for (Pumped)-Storage

Hydropower Plants

Natural water inflow into (pumped)-storage hydropower plants originates from water
sources at high altitudes, such as snow and glacier melt. Therefore, measurement points
from [80] at high elevation are selected to determine an annual inflow characteristic for
(pumped)-storage hydropower plants, as displayed in Table A3.

Table A3. Measurement points used for annual (pumped)-storage hydropower plant inflow SLP [80].

Measurement Point Name Measurement Point # Elevation [m]

Gepatschalm 230300 1895

Vent (oberhalb Niedertalbach) 201350 1891

Obergurgl 201376 1879

Neukaser 201996 1786

Innergschlöß 212068 1686

Kees 203893 2040
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