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Abstract 
Climate change has become one of the main concerns for humankind over the last decade, the 

environmental consequence is linked to the increase in global average temperatures. It can be 

explained by the gradual increase in greenhouse gas emissions, such as carbon dioxide (CO2). 

Therefore, the society aims to become carbon-neutral by 2050. To achieve this target, one of 

the most promising solutions is Carbon Capture and Storage (CCS), which involves capturing 

CO2 from industrial sources or the atmosphere, underground injection, and ultimately storing 

CO2 in deep geological formations. The most favorable option includes saline aquifers, because 

of their high storage capacity potential. The realization of the CCS projects would require 

highly precise modeling tools, which are capable to describe the geochemical and physical 

processes, which lead to the evaporation of the saline formation water due to the injection of 

dry supercritical CO2 into brine aquifers. This mechanism leads to an increase in brine salinity 

and salt precipitation, which mainly happens because of water vaporization inside the CO2-

saturated (dry-out) region. Therefore, permeability and porosity are altered and injectivity 

impairment arises. It is vital to understand the parameters which enhance salt precipitation, 

patterns of precipitation, and the displacement process of brine by CO2. The study will use 

publicly available multiphysics frameworks DuMux and Moose to evaluate the displacement 

process of brine by CO2 at the near injection region (assuming partitioning phase equilibrium 

is already achieved). The flow is described by two-phase immiscible displacement, but with 

slightly mutual solubility between phases. The final target is to analyze the role of different 

parameters in the salt precipitation process, considering different injection rates and evaluating 

the role of relative permeability and the stabilizing effect of capillary pressure by using the 

extended Brooks-Corey and Van Genuchten models.  The obtained results and observations 

were compared with the benchmark simulator TOUGH2, which is utilized as commercial 

software and can be considered a proven simulator. All simulators - Moose, DuMux, and 

TOUGH2 are using the same principle of local equilibrium assumption, therefore all of them 

showed an accumulation of salt near the core inlet consistently with more prominent 

precipitation under the capillary-driven back flow of brine.  

 



 

Zusammenfassung 

Der Klimawandel ist in den letzten zehn Jahren zu einem Hauptanliegen der Menschheit 

geworden, dessen wichtigste Umweltfolge der Anstieg der globalen Durchschnittstemperatur 

ist. Der Temperaturanstieg lässt sich durch die allmähliche Steigerung der 

Treibhausgasemissionen, wie Kohlendioxid (CO2), erklären. Daher ist es das Ziel der 

Gesellschaft, bis 2050 Kohlenstoffneutral zu werden. Um dieses Ziel zu erreichen, ist eine der 

vielversprechendsten Lösungen, die Kohlenstoffabscheidung und -speicherung (Carbon 

Capture and Storage, CCS) einzusetzen. Dabei wird das CO2 aus dem industriellen Quellen oder 

aus der Atmosphäre abgeschieden, in den Untergrund injiziert und schließlich in tiefen 

geologischen Formationen gespeichert. Die günstigste Option sind salzhaltige Aquifere, da sie 

über ein hohes Speicherpotenzial verfügen. Die Realisierung von CCS-Projekten würde 

hochpräzise Modellierungswerkzeuge erfordern, und eines den Hauptproblemen ist die 

Beschreibung der geochemischen und physikalischen Prozesse, die bei der Injektion von 

trockenem überkritischem CO2 in Sole-Aquifere zur Verdunstung des salzigen 

Formationswassers führen. Dieser Mechanismus führt zu einem Anstieg des Salzgehalts und 

zu Salzausfällungen, die hauptsächlich durch die Wasserverdampfung innerhalb der CO2-

gesättigten (ausgetrockneten) Region verursacht werden. Dadurch verändern sich 

Durchlässigkeit und Porosität, und die Injektivität wird beeinträchtigt. Es ist von 

entscheidender Bedeutung, die Parameter zu verstehen, die die Salzausfällung, die Muster der 

Ausfällung und den Verdrängungsprozess der Sole durch CO2 fördern. In der Studie werden 

die öffentlich zugänglichen Multiphysik-Frameworks DuMux und Moose verwendet. Mit Hilfe 

dieser zwei Programmen kann der Verdrängungsprozess von Sole durch CO2 in der Nähe der 

Injektionsregion bewertet werden (unter der Annahme, dass bereits ein 

Teilphasengleichgewicht erreicht ist). Die Strömung wird durch eine zweiphasige, leicht 

mischbare Verdrängung beschrieben, wobei die primäre Entwässerung dominiert. Das 

endgültige Ziel ist die Ermittlung der Auswirkungen der ausgewählten Parameter im 

Salzausfällungsprozess. Darüberhinaus werden verschiedene Injektionsraten berücksichtigt. 

Weiters wird die Rolle der relativen Permeabilität und der stabilisierenden Wirkung des 

Kapillardrucks unter Verwendung erweiterter Brooks-Corey- und Van-Genuchten-Modelle 

bewertet.  Die erzielten Ergebnisse und Beobachtungen wurden mit dem Benchmark-Simulator 

TOUGH2 verglichen, der als kommerzielle Software eingesetzt wird und als bewährter 

Simulator angesehen werden kann. Alle Simulatoren - Moose, DuMux und TOUGH2 - 

verwenden dasselbe Prinzip, und zwar die Annahme eines lokalen Gleichgewichts. Aus diesem 

Grund zeigten alle Simulatoren eine Anhäufung von Salz in der Nähe des Kerneingangs mit 

einer stärkeren Ausfällung unter dem kapillargetriebenen Rückfluss der Sole. 



 

 

 

 

 

  

  

  

  

  

 

 

  

  

  

 
 

 

 

  

  

  

 

 

  

  

 

 

  

  

 

 

 





8 Introduction 

 

 

1.2 Scope and Objectives 

 

In this study, publicly available multiphysics frameworks DuMux and Moose were used to 

simulate and analyze CO2 plume migration in a saline aquifer. The objective was to evaluate 

the abilities of these simulators in predicting salt precipitation during CCS operations and prove 

the existence of an effective porosity reduction and hence, permeability. In addition, to 

determine the key processes controlling the drying of the porous media during the injection of 

dry gas, and identify the parameters needed to predict the behavior of the salt (dissolved and 

solid) inside the core. The sensitivity analysis was performed, where parameters, such as - 

injection rate, capillary forces back flow (using different equations) and relative permeability 

were tested. For the evaluation, the obtained results and observations were compared with the 

benchmark simulator TOUGH2, which is utilized as commercial software and can be 

considered a proven simulator. The experimental conditions from the CT-lab experiment were 

mimicked and introduced into the simulator. The simulation setup was described by one meter, 

ten centimeters in diameter core plug, which was generated in GMSH software. The conditions 

for the experiment assume 100 bar pressure and 45 degrees temperature to achieve supercritical 

conditions for CO2 injection, which corresponds to a pressure and temperature windows in a 

depth of about 1000 meter. The scenario will require the injection rates of 2 and 20ml/min, the 

recordings will be made after 1, 5, 10 and 25.5 pore volumes injected.  

1.3 Achievements 

The numerical models for this thesis were built and demonstrated that it would be possible to 

achieve the desired simulation work with only one assumption where the local equilibrium 

approach is applied to CO2 injection modeling. Both simulators used in this study were able to 

precisely reproduce both the propagation of the CO2 saturation front within represented core 

plug domain and the salt precipitation at the inlet with a given brine salinity and various 

injection parameters. The displacement process has shown a strong dependency on the Relative 

Permeability − Saturation – Capillary pressure model, which is signified by the large variations 

in plume extent and saturation distribution. Further, the geochemical and physical mechanisms, 

such as two-phase brine displacement by the injected front, vaporization of residual brine into 

the dry CO2 phase, molecular diffusion of dissolved salt into the aqueous phase, and enhanced 

brine mineralization due to capillary forces, were well reproduced using laboratory experiment 

scale and slightly heterogeneous porous domain. The results have revealed that the salt 

precipitation mechanism was initiated only in the dry-out region around the injection boundary, 

excluding the two-phase zone beyond the dry-out region.  



 

1.4 Technical Issues 

The main challenge has come due to the absence of proven results from the laboratory 

experiment, which has been performed on an identical scale. This may be the reason that there 

are just very few CO2 numerical simulation experiments reported in the literature, which would 

include not only displacement mechanism but vaporization of brine into the dry supercritical 

CO2 front. Another issue has arisen due to the non-iterative mass transfer approach between the 

brine phase and the CO2 phase. Since 2005 (Spycher and Pruess, 2005; Spycher et al., 2003) 

there were limited attempts to create the kinetic model for phase partitioning. Therefore, most 

of the simulators are still considering the non-iterative local equilibrium phase partitioning 

assumption. According to this approach, the solubility of the displacing phase in the displaced 

phase happens instantaneously, approximately 5% of the CO2 is immediately dissolved after 

contacting the brine, which leads to the fact that the reaction rate becomes infinite. Some 

projects have revealed that the local equilibrium assumption does not correspond to the real 

physical and geochemical mechanism inside the porous medium and the mass transfer occurred 

along the whole length of the core. However, the experiments on the bigger scale are still in 

progress and the reaction kinetic data is pending for the kinetic model update and progressive 

development. 

1.5 Overview of Master’s Thesis 

In this master’s thesis, for the background, it is important to provide the most recent update 

regarding the path to the net-zero transition via CSS (Carbon Capture and Storage), the most 

recent projects and technologies, mainly associated with storage in saline aquifers, the 

discussion is provided in Chapter 2. The geochemistry and physics description behind salt 

precipitation and previous numerical simulations work for the CO2 injection, including the 

analytical approach for the reaction kinetics model are revised. The most recent ambiguities 

between static equilibrium and kinetic models in the literature were identified and, therefore, 

the shortcomings of the clogging models used for numerical simulations. The models’ setup 

and mathematical explanation behind the simulation mechanism are fully described in Chapter 

3.  The description and capabilities of the publicly available multiphysics frameworks – DuMux 

and Moose, are extensively provided in Chapter 3 as well. Chapter 4 discusses the obtained 

results and compares them with the TOUGH2 simulator, the main observations include the 

influence of the injection rate, the effect of the capillary forces, different mobility ratios from 

the relative permeability curves, and the salt patterns formed.  
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possible mitigation pathways to limit warming to 1.5 – 2 oC above pre-industrial levels.  In 

addition, it was predicted using a modelled pathway that the GHG emissions peak will be 

reached by 2025 and then fall by 43% by 2030.   

 

Figure 1 Globally averaged greenhouse gas concentrations and global anthropogenic CO2 emissions 

(IPCC, 2014). 

 

Figure 2 Comparison of CO2 emissions from fossil fuel projects vs. global CO2 limits (C. Schumer et 

al, 2022). 

From Figure 3 it is visible that the averaged atmospheric CO2 concentration was constantly 

gradually rising and reached a new high of 413.2 ppm in 2020. However, as can be seen on the 

right graph, there is a reduction trend in the CO2 concentration growth rate between 2019 to 

2020, but overall growth was larger than the average annual growth rate over the last decade. 

This year society has seriously thought about the consequences of global warming, in addition 

to the reduction of approximately 5.6% in fossil fuel CO2 emissions in 2019-2020 due to the 

COVID-19 restrictions and the agreement of OPEC+ to decline the production by extra 500,000 

barrels of oil a day from the global market (OPEC, 2019). Nevertheless, the situation is 

worsening day by day because of constant perturbations of the ecosystem due to droughts and 



 

 

 

the melting of the polar icecaps, and consequently, the increasing ocean levels. The ability of 

these ecosystems and oceans to act as “sinks” is reducing, thus their ability to absorb CO2 is 

suppressed and the natural “shield” is at stake against larger temperature increases.  

 

Figure 3 Globally averaged CO2 mole fraction (left) and its growth rate (right) from 1984 to 2020. 

Increases in successive annual means are shown as the shaded columns ion(right). The red line on 

(left) is the monthly mean with the seasonal variation removed; the blue dots and blue line on (left) 

depict the monthly averages (WMO Global Atmosphere Watch, 2021). 

Different strategies are trying to achieve the net-zero path of the CO2 emissions, considering: 

retiring unproductive fossil fuel infrastructure, avoidance of the new carbon-inefficient projects, 

retrofitting fossil-fueled power plants with carbon capture and storage (CCS) technologies, and 

switching to energy-efficient, lower-carbon fuels (for example, coal to natural gas) or prioritize 

the usage of renewable and nuclear energy sources. Carbon Capture and Storage (CCS) has 

become an indispensable tool and a great reflection of humanity’s efforts to withstand climate 

change and reach its goal of net-zero emissions. The most demanding energy industries as 

diverse as iron and steel, cement, natural gas, electricity generation, refineries, and fertilizer 

production can reduce the emission output by utilizing the ability of CCS. The recent innovative 

steps into carbon dioxide removal (CDR) are the applications of Direct Air Capture (DAC) and 

Bioenergy with CCS (BECCS) (IEA, 2022), capturing historical CO2 emissions from the 

atmosphere. From that first indirect attempt to store CO2 (injection was used as EOR) in 1972 

to today, the term “CCS” has grown to a global project and relief for the heavy industry, with 

26 CCS facilities currently in operation around the world that were managed to capture and 

sequestrate 300 million metric tons of CO2 (P. Loria 2021). Nevertheless, future CCS projects 

provide promising results regarding storage capacity, but the number of projects is not enough 

for a considerable impact on climate change. To achieve the requirement of IEA SDS, 5,635 

Mtpa of CO2 must be stored by 2050, which demands 70–100 new facilities annually 

(Townsend and Gillespie, 2020). 
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The storage capacity and well injectivity are the parameters to review for the storage potential 

and success of a CCUS project. There are several suitable geological formations for carbon 

dioxide storage to consider: depleted oil and gas reservoirs, sequestration through enhanced oil 

recovery (EOR), coal seams, and deep saline aquifers (Figure 4). In terms of economic 

feasibility, CO2 application in (EOR) projects and sequestration in depleted oil and gas 

reservoirs, are currently assumed to be the most economically attractive options. CO2 storage 

in geothermal reservoirs would also be prescribed for this category. However, the highest 

storage potential in terms of volume available to hold CO2 is related to the saline aquifers 

(Intergovernmental Panel on Climate Change, 2005).  To sum up, the perspective of geological 

storage can be confirmed by the example of the natural carbon dioxide reservoir, where CO2 

was stored over millions of years. The Pisgah field was discovered by Shell in 1960 with 

tremendous amounts of CO2 under the Mississippi river (Shell, 2015).  

 

Figure 4 Overview of the suitable geological formations for carbon dioxide storage (Global CCS 

Institute, 2022). 

The first example of a successful storage project is related to the facility which was is in 

operation since 1972, the Terrell Natural Gas Plant (US), it utilizes CO2 in the Enhance Oil 

Recovery application and still permanently captures and stores at a rate of 0.4 Mtpa. Another 

significant successful attempt was made at the Shute Creek Gas Processing Plant in the US, it 

can capture 7 Mtpa annually, making it the largest industrial Carbon Storage project in the 

world (P. Loria 2021). In addition, good results were achieved for Sleipner and Snohvit in 

Norway (Maldal and Tappel, 2004; Torp and Gale, 2004), Weyburn in Canada (Preston et al., 



 

 

 

2005), and Quest in Canada (Shell, 2015). As can be noted from Figure 5, the leading CCS 

project countries are still the US and Canada, however, promising intentions are made by China 

as well. Nevertheless, as was already mentioned, these facilities are not enough to reach climate 

goals. The possibility of the such slow development of the CCS industry would be described 

by uncertainties in CO2-capturing technologies and underground processes related to the 

interaction between carbon dioxide and highly saline brines. Bette and Heinemann(1989) and 

Miri; Hellevang (2016) have assumed that injection of CO2 into a very saline environment 

would lead to mineralization and precipitation of salts, like Halite, after reaching critical CO2 

saturation, hence, evaporation of the brine into the dry-CO2 phase. This mechanism has side 

effects on porosity and permeability reduction, leading to major injectivity impairment 

problems. To make the CCS projects efficient, it is important to consider impairment issues, 

otherwise, it would require drilling more wells, because maintaining high injection rates within 

one well, potentially could lead to formation clogging and pressure drop (Kim et al., 2012, p. 

398) (Miri et al., 2015) (Peysson, 2012).  

 

Figure 5 Number of CCS facilities by scale, location, and phase of development as of June 2021 (P. 

Loria 2021). 

For geological disposal, the trapping processes of CO2 can be differentiated into two major 

mechanisms – physical and geochemical (Figure 6). These stages are well represented as the 

function of time in Figure 7. Physical trapping is a mostly instantaneous process, by means, the 

storage operation is initiated just after the CO2 injection and tends to last less than a century 

(Juanes et al. 2006). The first physical barrier to be encountered is structural trapping, mainly 

it is a tight sealing rock on top of a formation that avoids the upward migration of CO2. During 

the storage procedure, carbon dioxide is maintained in either the supercritical or the gas phase 

as a function of depth at the associated pressure and temperature. The propagation of the CO2 
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front can be described by the domination of the viscous forces (T. Ajayi et al, 2019). From the 

start of the injection, the supercritical CO2 tends to form the plume, which migrates upward 

through the porous and permeable rock due to the buoyancy effect under the influence of 

density difference compared to the host fluids, for example, brine, and laterally via permeable 

pathways, reaching cap rock, fault, or other sealed structures (Han, 2008). This will maintain 

the CO2 under the “cap” and prevent further migration. The best example to describe structural 

trapping is the salt dome formations. Another physical process of CO2 sequestration can be 

described by acting capillary forces or residual trapping. This mechanism is an example of 

immobile trapping, where capillary forces prevail over viscous and buoyancy forces, leading to 

CO2 trapping without the existence of a physical barrier (Bennion, 2010). Saadatpoor et al. 

(2010) have suggested that surface tension between CO2 and host fluid prevents the CO2 from 

migration, it can be explained by higher capillary entry pressure than the average pore pressure, 

leading to immobilization of the CO2 in the pores at residual gas saturation. Such behavior is 

typical for rocks with small-scale capillary heterogeneities (T. Ajayi et al, 2019).  According to 

recent observations, it was proposed that capillary trapping provides better efficiency for CO2 

underground disposal, but mainly in the short-term perspective (Burnside and Naylor 2014; 

Lamy et al. 2010). In addition, it minimizes the risks of major failure related to stratigraphic 

traps over a short time scale. 

 

 

Figure 6 Different CO2 trapping mechanisms during the geological storage process (T. Ajayi et al, 

2019). 



 

 

 

 

Figure 7 Governing processes after the injection of CO2 into saline aquifers (IPCC Special Report, 

2005). 

 

In the case of geochemical trapping, it occurs when CO2 interacts with the formation brine and 

the rock employing geochemical reactions, suspended to reside in the mobile phase – solubility 

trapping or immobile phase – mineral trapping. This solubility trapping signifies the dissipation 

of CO2 as a separate phase, providing the opportunity for massive storage capacity, and leading 

to the long-term, most efficient, and stable storage option for CO2 underground disposal. T. 

Ajayi et al (2019) have described the solubility trapping in a similar procedure, where sugar 

dissolves in hot water during a tea or coffee break. In the same manner, CO2 dissolves in brine 

in both supercritical or gaseous states, leading to denser CO2-saturated brine and, hence, the 

downward fingering of this compositional phase, which eliminates any buoyancy effect. The 

CO2-saturated brine sinks to the bottom of the formation over time, providing secure storage. 

The solubility trapping is manifested by the formation of insoluble ionic species as described 

below Eqn. 1- 4, but mainly weak carbonic acid (Eq. 1). The CO2 dissolution in the formation 

brine is strongly controlled by an increase in temperature and salinity, as a result, solubility 

decreases. 

1) CO2(aq) + H2O ↔ H+ + HCO−3 

2) Ca 2+ + CO2(aq) + H2O ↔ H+ + CaHCO3(aq) 

3) Na + + CO2(aq) + H2O ↔ H+ + NaHCO3(aq) 

4) Mg 2+ + 2CO2(aq) + 2H2O ↔ H+ + Mg(HCO3)2(aq) 

The mineral trapping happens due to the conversion reactions between CO2 and solid minerals, 

causing calcite precipitation. However, the reaction process is relatively slow, because it is 

initiated just after solubility trapping, but considered the most permanent and secure storage 
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mechanism. In contact with the aqueous phase, carbon dioxide results in weak acid, then 

bicarbonate ions are formed after a reaction between acid and resident rock, which are 

influenced by the mineralogy of the formation. For example, potassium basic silicate (Eq. 5) 

and calcium (Eq. 6) are formed, the reactions are shown below. The geochemical effects gain 

importance due to influence on the rock permeability and porosity (Benson and Cole 2008; 

Darcis et al., 2011). The formation impairment problems have gained extreme importance in 

predicting the success of the CCS operation, mainly geochemical modeling is vital for the 

analysis of the future carbon storage plays. The visual representation of the trapping 

mechanisms is well described in Figure 8. 

 

5) 3K-feldspar + 2CO2(aq) + 2H2O ↔ Muscovite + 6Quartz + 2K+ + 2HCO− 

6) Ca2+ + CO2(aq) + H2O ↔ Calcite + 2H+ 

 

 

Figure 8 CO2 trapping mechanisms at Geologic CO2 Sequestration sites (Jun, Young-Shin & Zhang, 

Lijie & Min, Yujia & Li, Qingyun., 2017). 

 

 

 

 

 



 

 

 

2.2 Mechanisms and physics of CO2 underground behavior 

 

Injection of CO2 requires storage which provides sufficient depth, hence, temperature and 

pressure exceed the CO2 critical point (T ~ 31.1 oC; P ~ 73 Bar), making the carbon dioxide 

supercritical (Figure 9). Supercritical CO2 is superior compared to other phases because it 

provides the density of the liquid - between about 250 and 800 kg/m3, and viscosity of the gas, 

so the main benefits are related to the injectivity and storage capacity (Celia et al., 2015). While 

a significant volume of CO2 can be stored per volume of pore space, the density of the formation 

brine is still higher, and CO2 is only slightly soluble, hence, the injected phase will remain as a 

separate fluid phase for a significant period. The injection and post-injection periods of CO2 

storage in saline aquifers can be described by many physical mechanisms, including buoyancy 

(gravity migration), and viscous and capillary forces. The injection phase is mainly 

characterized by viscous forces in the vertical and lateral directions and the movement is 

explained by the pressure gradient.  Then, the displacement process starts, and the plume 

migrates as primary drainage of immiscible fluids if the fluids are mutually saturated (Ott et. al, 

2014), where both buoyancy and capillary forces act to trap the CO2. The relative permeability 

and capillary pressure are the important parameters to consider for the plume evolution in deep 

saline aquifers, as they have a great impact on CO2 saturation distribution and residual 

saturation, hence, trapping. The macroscopic displacement efficiency is predominantly 

determined by relative permeability and capillary pressure functions. The main impacts to 

consider are described by the spatial extent of the CO2 plume, the extent of capillary trapping, 

and the injectivity of the well. The post-injection migration, mainly plume extension is 

described by the drainage along the leading edge of the propagating CO2 plume and imbibition 

along the trailing edge. Consequently, the imbibition along the trailing edge leaves some carbon 

dioxide trapped behind the migrating plume of the CO2, at residual saturations or slightly above 

corresponding to CO2 (Celia et al., 2015). 
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Figure 9 Phase diagram of CO2 (S.Patel, 2019). 

In addition, the phenomenon hysteresis occurs after the drainage and imbibition-like processes, 

which can signify the pathways change of the capillary pressure and relative permeability 

curves. It was suggested that hysteresis is vital for the precise description of the trapping 

processes related to CO2 modelling (Juanes et al. 2006). The injected carbon dioxide migrates 

upwards due to density difference, however, the series of blobs is observed at the top, because 

water displaces CO2 at the trailing edge and the remaining CO2 plume gets disconnected. These 

blobs are characterized by the CO2 trapped inside and dissolving in the brine under the 

governance of residual or capillary forces. This dissolution is manifested by three principal 

mechanisms:  

 (a) diffusion of CO2 into the water phase. 

(b) geochemical reactions with the host rock and minerals (mineral trapping). 

(c) convective mixing, described by the density difference between the saturated brine with 

dissolved CO2 and the unsaturated brine (T. Ajayi et al, 2019). 

According to Ennis-King and Paterson (2003), long-term dissolution is governed by the 

prevailing mechanism of convective mixing rather than pure diffusion. Convective mixing is 

much faster and leads to gravitational instabilities, bringing additional benefit to solubility 

trapping. The mentioned above properties are strongly connected to the heterogeneity and 

wettability of the aquifer. Heterogeneity is described by the small and large scales. For the small 

scale, viscous and capillary forces are responsible for the flow, and gravity forces are usually 

neglected. Considering the large scales, the formation possesses are dependent on the variable 

pore throat sizes, which are responsible for the different capillarity. The difference in capillary 



 

 

 

pressure is strongly connected to the amount of injected CO2 required to displace the formation 

brine, resulting in more volume of CO2 being trapped as the entry pressure is overcome (T. 

Ajayi et al, 2019). Wettability and interfacial tension are also integral attributes in governing 

the underground flow processes. It was proposed that changes in them would mostly alter the 

capillary pressures in a porous medium (Bennion and Bachu, 2006; Jung and Wan 2012; Park 

et al. 2015; Yang et al. 2005). In most cases, CO2 is referred to as the non-wetting phase, while 

water is the wetting phase, however, the conditions may change during the CO2 upward 

migration. As can be noted from Eq. (7) (Young–Laplace equation), there is a straight 

dependency between Pc (capillary pressure), the pore throat size (R), the interfacial tension (!), 

and the contact angles (θ) between the wetting fluid and the rock surface.  

7) !" = !"$2 − !' =	 ("#$,&'"∗)*+q	)
.

 

The main attention of this thesis is dedicated to the process of water evaporation into the CO2-

rich phase when the dry CO2 is injected. In this section, the mechanism of dry-out and 

precipitation is just briefly explained. The injection of dry-CO2 leads to water evaporation into 

it, until the CO2 phase becomes reached with water vapor, to form ‘‘wet’’ CO2, leaving the dry-

CO2 behind. Consequently, the dry-out zone near the injection well and so-called ‘” drying front” 

(leading edge of the dry zone) is formed, where eventually all the water in this area has 

evaporated (Celia et al., 2015). In the case of injection in the highly saline aquifer, brine is 

evaporated, leaving the precipitated salt in the pore space (Pruess and Muller, 2009). From 

Figure 10 the sharp interface between the invading CO2 front and the drying front can be noted. 

 

Figure 10 Schematic of the CO2 injection front, with the thickness of the CO2 denoted by h(r,t), and the 

drying front, with thickness denoted by i(r,t) (Nordbotten and Celia, 2006a). 
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2.3 The principals behind the CO2/Brine numerical 

simulation 

 

For the successful CSS implementation at a real field scale, it is vital to test the number of 

“what ifs” utilizing efficient numerical tools. These simulation tools are essential in all phases 

of the CCS deployment, from the project planning phase to the post-injection/plume migration 

phase. In addition, the numerical simulations can provide benefits in estimating the storage 

capacity of the reservoir, evaluation of the risk assessment and efficient injection strategies, 

mitigation of the hydraulic properties reduction and options for tracking CO2 underground 

behavior under the governance of certain reservoir conditions, such as formation pressure, 

temperature, permeability, porosity, relative permeability, capillary pressure, assessment of 

plume extent and shape, and monitoring the leakage potential and formation clogging. In the 

ideal case, numerical simulators should be capable of mimicking the four primary trapping 

mechanisms for CO2 storage, which were described before (Doughty, 2010). In general, 

numerical simulators are based on the multiphase, multicomponent framework, including non-

isothermal behavior, with advection term, diffusion and dispersion of fluid components, and 

conduction and advection of heat. To describe the fluid properties during the flow, a specialized, 

high-accuracy equation of state for CO2 and brine is required. Nevertheless, the auxiliary 

important parameter in the description of CO2/Brine displacement is the formulation of the 

mutual solubility of CO2 into the liquid brine and vice versa water into the CO2-rich gas phase. 

The majority of numerical simulators assume the CO2/Brine displacement is immiscible with 

instantaneous mutual solubility. By instantaneous it means after the first contact the phases are 

mutually saturated, for example in some studies the first contact (instantaneous) solubility is 

stated to be around 5% by mass dissolving into the brine, and less than 1% by volume of H2O, 

can evaporate into the CO2 phase (Celia et al., 2015). 

Mathematical models are an integral part of the description of the fluid movement in the 

subsurface. The basis of every numerical simulator starts from the mass balance equations 

governing the flow of multiphase, multicomponent fluids in permeable media. For example, 

TOUGH2 uses the integral finite difference method (IFDM) to solve the mass and heat balance 

equations. The system includes NK components and NPH phases in equilibrium, the 

formulation can be written in the following Eq. (8) (K.Pruess, N.Muller, 2009): 

8) /
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The investigated flow system is integrated over an arbitrary subdomain Vn. The flow is 

bounded by the closed surface Gn. The quantity M (on the left part of eqn.) represents the 



 

 

 

accumulation term, which is described by mass per volume, with k = 1, . . ., NK denotes the 

components that participated in the flow (H2O, NaCl, CO2). The term F governs mass flux (Eq. 

12), and q indicates sinks and sources. The unit n defines the normal vector on surface element 

dGn, pointing in the direction of Vn. The Eq. (8) can be described by the rate of fluid mass 

change in Vn, which is equal to the net inflow across the surface of Vn, plus net gain from 

injection or any other source (K.Pruess, N.Muller, 2009). 

The accumulation term is provided by Eq. (9), where the mass of species κ per volume of rock 

is written as a sum over all phases (liquid, gas, and solid phases) b present in the system: 

9) *5 = 1∑ 3646565 +	(1	 − 	φ):16  

Where φ denotes the porosity, Sβ is the saturation of phase β, 4 is the density of phase β 

(kg.m−3 ), and 565  is the mass fraction of component κ present in phase β. The final term on the 

right side describes the fluid absorption into the porous rock where Cκ is the mass of adsorbed 

component per volume of solid rock-grain material (kg.m−3). In addition, the density ρβ is 

typically a function of pressure and temperature but also depends on the mass fraction of 

individual components, as described in the specific equation of state used in each model. These 

equations are bounded by constitutive equations for the saturation and mass fractions, obeying 

the following equations (C. Green et al, 2018). 

10) ∑ 36 = 1		;<=>?<=@$A	B?<"=@$A6  

11) ∑ 5611 = 1	C<;;	B?<"=@$A 

The fluid flux is a sum of the advective flux (sum over all phases in equilibrium) and diffusive-

and-dispersive flux: 

12) -1 = ∑ 561-67/89)0:89 +	-/:;;<+:*2=/:+>9?+:*21
6  

From Eq. (12), -67/89)0:89 - advective flux of each phase is described by a multiphase version 

of Darcy‘s law, where each phase has its density (ρβ), relative permeability (kr,β), viscosity µβ 

(kg.m−1 .s−1 ), and pressure Pβ (Pa): 

13) -67/89)0:89 = 46D6 = −46
11!"
@"

E∇!6 − 46GH 

In the Darcy’s equation above (13), D6 is the Darcy velocity m.s-1  (volume flux) in phase b, I 

(m2) is absolute permeability,	I?6 is the relative permeability of the phase b and is a function 

of the saturation, µb is viscosity, and Pb (the fluid pressure of the certain phase) is the sum Pβ = 

Pβ + Pcβ,  where Pβ is the reference pressure (usually taken to be the gas phase), and Pcβ is the 





 

 

 

The fluid properties of the gas phase are mainly calculated using the equation of state. For 

example, the TOUGH2 simulator uses the cubic EOS summarized in Spycher and Pruess (2010), 

and Moose and DuMux calculations are based on the Span and Wagner EOS (Span and Wagner, 

1996). Viscosity is calculated using the formulation presented in Fenghour et al. (1998) or 

Vesovic et al. (1990), while thermal conductivity is taken from Scalabrin et al. (2006) (C. Green 

et al, 2018). 

The aqueous phase density, on the example of the TOUGH2 simulator (Pan et al., 2015), is 

calculated assuming the additivity of the volumes of brine and dissolved CO2 (Eq. 19). The 

density of the brine and dissolved salt is provided as in Battistelli et al. (1997) from the 

correlations of Haas (1976) and Andersen et al. (1992). The impact of dissolved CO2 and the 

density of CO2 by itself is determined as a function of temperature. The appropriate correlation 

was proposed by García (2001), where the molar volume of dissolved CO2 is found at infinite 

dilution. Brine viscosity is found from a correlation presented by Phillips et al. (1981) and the 

viscosity of pure CO2 is provided as a function of pressure and temperature, obtained through 

bivariate interpolation from a tabulation of CO2 viscosity using the correlations developed by 

Altunin (1975). 
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Where X2 denotes the mass fraction of CO2 in the aqueous phase, and 4&'" is the partial 

density of dissolved CO2. 

Dissolution of CO2 into pure water, as for liquids with very low miscibility, is calculated using 

Henry’s. where the Henry constant for the solutes and the saturated vapor pressure are both 

divided by phase pressure. However, this formulation is only valid for pure water and CO2 

dissolution. The modelling of the CO2 injection into saline aquifer requires a different mutual 

solubility approach, where NaCl is treated aa s separate component and, hence, a separate solid 

phase, because of the formation dry-out and precipitation of NaCl near the injection point. The 

non-iterative solution for the phase partitioning, including three different components – CO2, 

H2O, and NaCl, was proposed by Spycher and Pruess (2003). The basic equilibrium between 

water and CO2 (without salt effect) is expressed by two reactions:  

1) H2O(aq) <==> H2O(g),      KH2O = L H2O(g)/	PH H2O 

2) CO2(aq) <==> CO2(g),        KCO2(g) = L CO2(g)/	PH CO2(aq) 

The equilibrium constant K is expressed by the fugacity (L) for gaseous H2O and CO2, and 

activities (PH ) for aqueous CO2 and liquid H2O. The values of constant K are strongly related 

to the temperature and pressure. 
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The mutual solubilities of the water mole fraction in the CO2-rich phase (yH2O) and the CO2 

mole fraction in the aqueous phase (xCO2), with additional effect from the dissolved salts, which 

is expressed by the activity coefficients, are represented below (20),(21): 
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Where K0 is the thermodynamic equilibrium constant for each component at temperature T and 

reference pressure P0 (1 bar). P denotes the total pressure, V- is the average partial molar volume 

of each pure condensed phase over the pressure range P0 – P; L  describes the fugacity 

coefficient of each component in the CO2-rich phase, and R is the gas constant. The effect of 

the brine salinity is included in the activity coefficient of water <I"' , and PSH  denotes the 

activity coefficient for aqueous CO2. According to Spycher and Pruess (2005), the best result 

is achieved with the activity coefficient provided by the Duan and Sun (2003) study, because it 

was fitted over a wider Pressure/Temperature range. 

The above equations are solved, by rearranging and expressing them as A and B, resulting in: 
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Rewriting Eq. (20) in the form, where the water activity is approximated as water mole fraction, 

getting: 

24) QI"' = W	(1 − 5)*" − 5+7T0) 

The mutual solubilities are represented by Eq. (25),(26): 

25) QI"' =
(EBUBG8(9/)
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26) 5&'" = X	(1 − QI"') 

Xsalt expresses the mole fraction of the dissolved salt with additional dissolved CO2. It can be 

governed by the equation below (27): 

27) 5;<Y= = XY8(9/
MM.MDO=XY8(9/=Y40'(())	

 

Where: m stands for molality,  3  refers to the stoichiometric number of ions represented in the 

dissolved salt (in the case of NaCl - 2). The formula for the CO2 molality is provided below 

(28): 
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The application of the salt molality provides more benefits than mole fraction as input property, 

due to its independency of m to the CO2 solubility. The derivation can be observed in Spycher 

and Pruess's (2005) paper.  The final equation of the water mole fraction in the gas phase (yH2O) 

after some rearrangements, yields (29): 

29) 4/01 = (345)77.79:
( !
"#$)(77.79:;<=%&'();<=%&'(5	

 

Finally, after obtaining the fugacities coefficients from Spycher and Pruess(2005), Eq. (26) and 

(29), can be solver non-iteratively, providing the desired mutual solubilities of CO2 and 

H2O+NaCl (salt can be presented as a separate component). However, an important remark 

should be made, this approach provides the assumption of an instantaneous local equilibrium 

in the description of phase partitioning between CO2 and brine. This behavior can be seen in 

Figure 11. Assuming the CO2 is maintained under the super-critical conditions (T ~ 31.1 oC; P 

~ 73 Bar), reading from Figure 11, the mass fraction of dissolved CO2 in the brine phase is 

already around 5%, which does not reflect the real picture, it was suggested that CO2 did not 

become saturated with water instantaneously, leading to the mass transfer along the whole 

length of the core (S.M.Roels, H.Ott, 2014).  However, the local equilibrium assumption is 

beneficial when the mass transfer time scale is faster than the advection time scale (Niessner 

and Hassanizadeh, 2009); in this case, the reaction kinetics becomes infinite and phase 

partitioning occurs instantaneously. 

 

Figure 11 Dissolved CO2 mass fraction in brine - comparison between MOOSE and TOUGH2 (C. 

Green., et al, 2018). 
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2.3.1 Plume migration-associated parameters 
 

Besides the mentioned fluid flow equations and parameters for the numerical model’s 

calculation, in these simulators’ propagation of the injected CO2 phase and further interaction 

between the reservoir brine (wetting phase), CO2 (nonwetting phase), and porous medium 

expressed by the constitutive relations between relative permeability (kr), fluid saturation (S), 

and capillary pressure (Pc) (M. Oostrom., et al, 2015). Relative permeabilities and capillary 

pressure have a significant effect on the channelling or viscous instabilities of the displacement 

process, providing the characterization of the local pore space occupation (displacement 

efficiency) and the macroscopic bypassing (sweep efficiency) (Garcia et al., 2003).  

The consequence of both mechanisms is bypassing on a macroscopic scale. However, the 

reasons behind them are different, for example, channelling occurs due to variation of the rock 

properties: porosity and permeability. For the successful performance of the numerical 

simulator the spatial variation of the rock properties must be known beforehand – from the 

laboratory experiments or the existing literature examples, then the saturation distribution can 

in principle be correctly described. Nevertheless, the second cause of instability - viscous 

fingering, is caused by hydrodynamic perturbations and is independent of the porous medium 

properties, so can arise even in the homogeneous case. Ott et al. (2012) have assumed that 

channeling and viscous instability are likely to have a combined effect and enhance each other, 

leading to the reduction of the available pore space for CO2 storage and unpredictable plume 

migration. Therefore, it is a critical task for the numerical simulation to predict and test under 

what conditions a displacement gets unstable. The storage in saline aquifers results in the larger 

mobility of the injected СO2, rather than the displaced brine, leading to a significant increase in 

instabilities occurrence. 

The stability of the propagation front can be expressed through the mobility ratio, which means 

the ratio of the mobilities of displacing (CO2) and displaced (brine) phase (Eq. 30). The first 

input parameter in numerical simulators to affect the mobility ratio is relative permeability data. 

30) * = 1!,:;/@:;
1!,;/@;

 

Where, kr represents the relative permeability of the wetting and non-wetting phases, Z  

denotes the viscosity of these phases. It was proposed that the best explanation can be 

obtained by the shock front relative permeability concept (Figure 12).  



 

 

 

 

Figure 12 Immiscible displacement of brine by CO2 (Berg and Ott, 2012). 

The suggestion of the shock front relative permeability for the CO2/Brine is expressed by the 

following mobility Eq. (31), where the main difference is reflected by the end-point relative 

permeability term: 

31) *Z =
1!,40'(Z8<04%)/@40'
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There are three different models to express the relative permeability in numerical simulation. 

Most S – Pc – Kr relations reported in the subsurface scCO2 literature use the empirical model 

proposed by Corey (1954), Brooks and Corey (1966) and van Genuchten (1980). The most 

widely used is the Brooks-Corey’s (1966) simple polynomial functions. In modeling tools, the 

calculation of the relative permeability change is performed through the concept of effective 

saturation (Eq. 32): 

32) 39;;
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Where,	5)**?
 is the effective saturation for phase β; 5? is the saturation for phase β and 5@)%?  is 

the residual saturation for phase β. The term∑ 5@)%?
)

?)  denotes the sum of the residual saturations 

of both phases. 

The first model (33) is the relative permeability of the phase is given by Corey (1954). It can 

be considered the simplest because it does not provide any interconnection to the porous 

medium properties: 

33) Kr = kr(Send-point) * Seffn, where n is a Corey exponent 

The study of Ott et al. (2012) has shown the clear effect of the relative permeability and Corey 

exponents on the front stability can be seen. There is a transition between stable to unstable 

displacement if the Corey exponent for the displacing fluid is higher or equal to the displaced 

fluid.  
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Figure 13 Flood displacement simulation model with 0 Pc and different Corey exponents (Berg and 

Ott, 2012). 

The same simulation was performed to investigate the effect of the capillary pressure, by testing 

different interfacial tension values. Capillary forces provide a stabilization effect on the viscous 

fingering, but only along the short scale. There is Young’s Laplace Eq. (34) (Bear, 1972), to 

provide an understanding of the relationship between capillary pressure and interfacial tension. 

Higher IFT leads to higher Pc. However, obtaining IFT and contact angle values in real porous 

rocks is challenging, so empirical and semi-empirical formulations for predicting the capillary 

pressure have been proposed. The Brooks-Corey (Brooks and Corey, 1966) and the van 

Genuchten (van Genuchten, 1980) capillary-pressure relationship relate capillary pressure to 

effective saturation. These models will be discussed further. 

 

34) !) = "#?@?')*+]
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	, where [^E^" is IFT between phases, θ is the contact angle of the 

wetting phase on the surface of the porous medium and R - radius of curvature  



 

 

 

 

Figure 14 Transition from unstable to stable displacement with increasing IFTs – Pc (Corey exponents 

were the same) (Berg and Ott, 2012). 

The most widely used kr − S − Pc model was proposed by Brooks and Corey (1966). It can be 

considered as an extension of the previous Corey (1954) formulation and assumes that the pore 

space is represented in a form of a bundle of capillary tubes, where Pc and kr are coupled 

through the pore-geometry parameter (Dury et al., 1999). This model has received recognition 

in benchmarking simulations (Class et al., 2009; Ebigbo et al., 2007; Kolditz et al., 2012), and 

was proposed to use for the analysis of coupled wellbore-reservoir flow during the injection. 

The wetting phase is given by Equation (35) and non-wetting by Eq. (36): 

35) I?,$ = (3RBB)_"=
AB
B ` 

Where l is the Brooks–Corey pore geometry factor (statistical distribution of pore sizes in the 

porous medium). 

36) I?,2$ = (1 − 39;;)"(1 − (3RBB)("=a)/a) 

The capillary pressure using the Brooks-Corey relationship is expressed (37): 

37) !" = 	!939;;
BE/a , Pe is the threshold entry pressure 

The Van Genuchten (1980) relative permeability and capillary pressure model is used as the 

default for the TOUGH2 simulator. It is another example of coupled kr − S − Pc model, where 
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the same pore-geometry parameter m is used in both the S − Pc and kr − S relations. Term m 

denotes the van Genuchten shape parameter, which describes pore-geometry. Another 

parameter that is related to S – Pc is a (Pa−1), which can be roughly described by the inverse of 

the gas entry pressure (M. Oostrom, et al., 2015).  

The Van Genuchten relative permeability model is provided below for the wetting phase 

Eq.(38) and non-wetting (39): 

38) I? = \39;;(1 − (1 − 39;;
@
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The numerical problem may arise because the derivative of Seff→1 tends to infinity. It 

means, when the Seff oscillates around 1, the simulation does not converge well. 

The capillary pressure is expressed by Eq. (40): 

40) !" = ^
0

E

b
(39;;

BE/Y − 1)EBY ,    if Seff >=1 then Pc = 0; the parameter m must 

satisfy 0 < m < 1 

The comparison of the both Brooks-Corey and Van Genuchten models was provided 

by (M. Oostrom, et al., 2015), using the STOMP-CO2 simulator, using the Berea sandstone as 

a core sample. The 2-D simulation results are provided below to evaluate the effects of 

buoyancy, relative permeability, and capillary pressure on the plume development. As can be 

seen in Figure 15, there is no evident displacement instability can be observed, mainly due to 

the capillary pressure stabilizing effect. The Van Genucten model has provided a larger extent 

of the migrated plume. In addition, there is obvious gravity overrun, because of buoyancy 

effects associated with a less dense CO2 phase than the brine phase.  



 

 

 

 

Figure 15 Gas saturation after 30 years of injection into Berea sandstone using the (a) Brooks-Corey, 

(b) van Genuchten relative permeability and capillary pressure models(M. Oostrom, et al., 2015). 

 

The final remark regarding the work of numerical simulators should be made. The principle 

behind the simulation is required to solve the system of equations with two-phase pressures and 

the two-phase saturations as primary unknowns. The additional complication is caused by the 

dependency of the system on relative permeability (kr, D) and capillary pressure (Pс), and its 

effect on saturation, leading to a non-linear system of equations. To solve these non-linearities, 

a nonlinear solver is required, the common example is Newton's non-linear solver, with the 

Implicit Pressure – Explicit Saturation (IMPES) approach. Then, the proposed domain is 

discretized and the system is solved via finite differences or finite elements approach 

(K.W.Bandilla et at., 2014).  
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2.4 Physics behind the salt precipitation mechanisms in 

saline aquifers during CO2 injection  

 

Many studies have confirmed that the injected super-critical CO2 displaces the formation brine 

in the form of two-phase displacement away from the injection point. The trapped/residual brine 

is left behind the displacement front and remains as thin films on porous media grains, in 

addition to the confirmed fact that water and CO2 are mutually soluble, either in a gaseous or 

supercritical state (Roels et al., 2014). The residual saline water gradually vaporizes into the 

dry-CO2 swept zone, leading to an increase in ion concentration and super-saturation of the 

brine, denoting complete formation dry-out and precipitation of salt in the porous medium when 

the salinity concentration in brine reaches its solubility limit. This behavior is mostly inherent 

in the near-injection area (Ott et al., 2010; Pruess & Mueller, 2009; Y. Wang et al., 2010; Kim 

et al., 2012; Oh et al., 2013). However, opinions differ regarding the salt precipitation pattern 

and the most influential mechanisms enhancing this process. Some studies have pretended that 

the salt accumulates locally near the injection point (Ott et al., 2010; Kim et al., 2012; Oh et al., 

2013). This precipitation pattern is inherent to the capillary-driven back flow of saline water 

into the dried-out zone (Pruess & Mueller, 2009; Miri et al., 2015). Therefore, three distinct 

zones have been identified (Figure 16), where a moving drying front is formed behind the CO2 

displacement of the resident brine (Ghafoori et al., 2017; Nooraiepour et al., 2018).  On the 

contrary, it was observed that dry-out might take place along the entire core length with 

homogeneous salt precipitation, or even non-local precipitation. This behavior has been 

reported during the propagation of CO2 in the saline aquifer with the assumption that reaction 

kinetics is slower compared to advection rates (Roels et al., 2014; Jones & Detwiler, 2019). 

While there is no consensus regarding the salt precipitation distribution either local or non-local 

and its effect on the reservoir permeability, the indisputable dependency was noted on the 

drying regime and its strong relation to the CO2 injection rate (Kim et al., 2012; Ott et al., 2013; 

Miri, 2016). The magnitude of the injection rate breaks the equilibrium between evaporative 

and capillary fluxes, by changing the pattern of the fluid flow and solute transport behavior and 

affecting the distribution of the mineralization (Detwiler & Rajaram, 2007).  



 

 

 

 

Figure 16 Conceptual propagation front separation into three zones, due to dry-out. L – length of the 

front from the injected well; Xdisp and Xdry are the length of the displacement and the dry-out fronts, 

respectively; Sg, dry and Sg,disp are the saturations of CO2 at the dry-out zone and displacement front, 

respectively;  X L – the solubility limit salt mass faction in brine, and  XNaCl,i – the initial salt mass 

fraction (G.Lima et al., 2020). 

2.4.1 Mechanisms and physics of salt precipitation in saline aquifers 

during CO2 injection  
It is vital to utilize all available tools for testing and mimicking the salt precipitation mechanism.   

The evaluation can be performed through numerical simulations, core flooding experiments, 

and micro-fluidics applying different parameters, time, and length scales. Miri and Hellevang 

(2016) in their study have summarized all available physical mechanisms which lead to and 

enhance the drying-out process, hence, evaporation of the residual brine and salt precipitation. 

The mechanisms are listed below and conceptually represented in Figure 17: 

1) Evaporation of the residual brine into the dry-CO2 front, after the two-phase 

displacement of injected scCO2  and formation brine; 

2) Capillary-driven back flow is formed due to the water saturation gradient away from 

the injection point, bringing the brine back towards the CO2 dry-out region through 

interconnected water films. 

3) Molecular diffusion of salt into the brine aqueous phase, in addition to a self-enhancing 

process since the salt crystals, is formed; 

4) Gravity bypass of unswept brine due to buoyancy (gravity “tongue” of CO2 is formed, 

leaving the brine underneath the sweeping front); 
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Figure 17 a) Two-phase displacement of Brine by CO2, formation of the gravity overrun due to 

buoyancy and capillary pressure back flow due to saturation differences between the swept zone with 

residual saturation and the zone where displacement has not happened yet. b) Increase of capillary 

pressure, increase of the back flow, and formation of the bypassed brine in the form of residual 

saturation and brine film around the grains c) Capillarity of salt drives more brine on films around the 

grains, initiating the evaporation process into the dry-out zone. d) Precipitation of salt and further self-

enhancement leading to clogging of CO2 pathways, which eventually can lead to complete clogging of 

the pore throats. 

 

The injection of scCO2 into the saline aquifer initiates the two-phase displacement mechanism, 

where primary drainage dominates due to the viscous forces, pushing the formation brine away 

from the injection side. The movement velocity of this front is strongly related to the injection 

magnitude, leading to the correlation of the governing underground mechanisms to the injection 

characteristics.  Further propagation of the displacement front leaves the residual brine trapped 

in the form of thin wetting films covering the grains or liquid bridges between the grains (Miri 

et al., 2015). The swept region is immediately subjected to the constant flow of the low vapor 

pressure dry-CO2, which signifies the initialization of the evaporation mechanism. The 

described above formulation of the mutual solubilities by (Spycher and Pruess, 2005; Spycher 

and Pruess, 2010) has shown that water is less soluble in the CO2 phase contrary to CO2 in the 

water phase by itself. Nevertheless, the existence of constant flow would signify the 



 

 

 

evaporation of a large portion of brine leading to the development of the dry-out front and then 

complete dry-out of the formation. The hysteresis effect should not be neglected, because water 

evaporation affects the relative permeability curves alteration and enhances evaporation. The 

speed of the dry-out front propagation is significantly slower than the velocity of the 

displacement front. However, both these fronts contribute to the movement of the water from 

the near-wellbore area, but time-wisely act differently. In addition, the mechanisms behind 

displacement and dry-out fronts are different. There is almost no evaporation within the 

displacement front, while there is no convective flow during dry-out (Ott et al., 2014; Peysson 

et al., 2014). An additional saturation gradient is created within the dry-out zone due to 

significant water mass exchange in this area (Peysson et al., 2014). This saturation gradient 

overpowers the gradient from the pure viscous displacement providing an extra capillary 

gradient, which is more powerful than the injection pressure gradient. As a result, this additional 

capillary pressure moves the water back toward the evaporation front, enhancing the 

evaporation process and precipitation (Pruess and Müller, 2009; Ott et al., 2015). Continuous 

vaporization increases the mass fraction of salt in the trapped brine activating the salt diffusion 

mechanism in opposite direction to the drying front (Pruess, 2009; Shahidzadeh-Bonn et al., 

2008). The solute diffusion and capillary back flow lead to the brine oversaturation by the salt 

mass fraction (magnitude tends to fluctuate between 26-27% by mass) signifying the salt 

precipitation out of the solution. The hydrophilic nature of the precipitated salt provides a self-

enhancing feature by imbibing the water from considerable distances to the evaporation front, 

meaning more precipitation (Miri et al., 2015). Moreover, salinization gives additional stability 

to the water films around the grains and further enhances the mineralization mechanism (Pruess 

and Müller, 2009).  
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2.4.2 Macroscopic salt distribution  
 

Miri and Hellevang (2016) have distinguished three drying regimes - diffusive, capillary, and 

evaporative. The main attribute which characterizes the specific regime is the relation between 

evaporation stabilization and capillary fluxes. The identification of the regime is important 

because it is related to the precipitation pattern, which can be represented in two different forms 

(local and non-local). According to Miri et al. (2015), local salt precipitation is described as a 

development of massive salt accumulation where the drying front is stabilized.  

The diffusive regime occurs when the capillary back flow fluxes dominate over the evaporation 

front. This regime is inherent with low injection rates and low evaporation because capillary 

forces overpower the drying front and bring the brine back towards the injection point. However, 

this minor vaporization near the injection zone increases the salt supersaturation and enhances 

salt diffusion, providing homogeneous distribution of salt throughout the porous medium 

(Peysson et al., 2014).  

The capillary regime (Figure 18) happens when the evaporation rate prevails over the capillary 

back flow at the beginning. However, further propagation of the drying front leads to an 

increase in water vapor pressure and, hence, a decrease in the evaporation rate and gradual 

prevalence of the capillary back flow. At some point, these forces equilibrate, and a steady state 

is reached, stabilizing the precipitation front (Miri and Hellevang, 2016; Ott et al., 2013). 

However, this equilibration is constantly destabilized due to the powerful capillary suction of 

formed salt, inducing the additional outflow of the brine to the precipitated area and massive 

salt accumulation. Nevertheless, it does not suppress the evaporation front from further 

migration into the porous medium (Ott et al., 2013; Miri et al., 2015).  

 

Figure 18 Capillary regime signifies massive salt accumulation due to salt capillary suction. 



 

 

 

The evaporative regime (Figure 19) is associated with a critical or above-critical injection rate 

(Kim et al., 2012; Andre et al., 2014). The high injection rate leads to a greater evaporation 

front than capillary back flow fluxes. It was noted that this regime contributes to the formation 

of the advancing drying front, which instantaneously evaporates the residual brine along the 

migration path into the dry-CO2 phase. It is generally accepted that salt distributes 

homogeneously in this region. 

 

 

Figure 19 Evaporative regime provides the homogeneous salt distribution along the migration path of 

the brine around the grains. 

 

Nevertheless, the identification of the existing regime is a challenging task, and the salt 

distribution pattern is still not easily predicted either. The uncertainties are induced not only by 

drying regimes but also by the thermodynamic conditions and some properties of the medium, 

such as the distribution of the pore throats in the porous medium or macro/microporosity (Andre 

et al., 2014; Ott et al., 2015). 
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2.4.3 Sensitivity studies on precipitation using a numerical approach  
 

The description of the physical mechanisms related to the salt precipitation has revealed the 

complexity of this process and proved its dependency on the following parameters: 

CO2 injection rate, capillary pressure, thermodynamic conditions (temperature, salinity, mutual 

solubilities formulation) and formation properties, which would affect CO2 propagation 

(porosity, absolute and relative permeability). It has not been mentioned earlier, but formation 

heterogeneities are also crucial in predicting CO2 plume migration, hence, dry-out front 

propagation and salt distribution. CO2 flows into the more permeable zones creating instabilities 

and channeling. 

To start the review of the sensitivity analysis, the critical observation and comparison between 

local equilibrium and reaction kinetics approach for mutual solubility modeling should be made. 

A significant discrepancy in the salt distribution was noted. The physics behind the application 

of the local equilibrium assumption (Spycher and Pruess, 2005) is provided in detail in Chapter 

2.3. However, Roels et al. (2014) have identified a mismatch between numerical and 

experimental results. It was suggested that the majority of the numerical simulators (e.g. 

TOUGH2) reveal heterogeneous salt distribution, mainly around the injection point. 

Nevertheless, it was described before that a diffusive drying regime in analytical cases predicts 

a homogeneous distribution of precipitants. It was assumed that this incompatibility is subjected 

to the improper implementation of a local equilibrium phase partitioning. Phase partitioning is 

the mechanism that is related to Gibbs's free energy. This energy is a consequence of the 

destabilization of equilibrium caused by CO2 injection, mainly spatial variations of pressures 

due to viscous pressure drop, capillary pressure, and concentration change (Sandler, 2006). The 

system attempts to bring the equilibrium back by releasing the Gibbs free energy in the direction 

of decreasing chemical potential, creating mass transfer (phase partitioning) along the length of 

the investigation (Roels et al., 2014).  As a result, Pinder and Celia (2006) have proposed the 

following equation to describe the mass transfer between phases (Eq. 41): 

41)  `b→6: = Ib→6: Ea6:,Y7S − a6: H 

Where, `b→6:  denotes the mass transfer rate of component i from phase a to b, Ib→6:  is mass 

transfer rate constant (relates the model results to the experimental data) and the 

termEa6:,Y7S − a6: H  describes the difference between the solubility limit and the actual 

concentration (mass fraction). 

The kinetic rate model has revealed the completed dry-out of the domain, it should be 

mentioned that the size of the investigated domain was relatively small (1 cm in diameter and 



 

 

 

3 cm in length). The solid precipitation profile was generally flat due to the uniform mass 

transfer between phases along the whole length. It is explained by the low saturation gradient 

and neglectable capillary back flow, resulting in an insignificant impact on the precipitation 

process (Figure 20). 

 

Figure 20 Comparison of solid saturations using kinetic and local equilibrium (TOUGH2) mutual 

solubilities models (Roels et al., 2014). 

1. Injection rate 

Pruess and Müller (2009) have tested the influence of different parameters on the magnitude of 

salt precipitation using general-purpose reservoir simulation code TOUGH2 (Pruess, 2004) in 

conjunction with a fluid property module “ECO2N”. It has already been mentioned that this 

simulator is associated with a mutual solubility model assuming a local equilibrium approach 

(Chapter 2.3) (Spycher and Pruess, 2005). It was concluded that a reduction in injection rate 

with the assistance of capillary pressure and gravity overrun (which becomes stronger with low 

rates), would signify higher solid salt concentration. Gravity and capillary effects prevent the 

propagation of the CO2 displacement front at the bottom of injected interval. The CO2 is 

immobile within this area, producing an almost stationary dry-out front, due to additional 

capillary-driven back flow of water. It causes significant precipitation that enhances the gravity 

overrun. It should be noted that within the same research, the highest solid saturation was 

achieved after an increment in residual saturation. A higher amount of trapped brine signifies 

more opportunities for evaporation and precipitation. 
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Case CO2 Rate (kg/s) P cap Solid saturation (%) 
1 25 Yes 6.97 
2 12.5 Yes 7.13 
3 6.25 Yes 7.47 

Table 1 Injection rates - sensitivity analysis (adapted from Pruess and Müller, 2009) 

Kim et al. (2012) and Wang et al. (2017) have performed a sensitivity analysis using the same 

TOUGH2 tool with the “ECO2N” module.  The same behavior was observed (Figure 21), 

where lower injection rates lead to higher local solid saturation near the injection point. As the 

rate increases, the drying front migrates deeper into the formation, showing a more uniform salt 

distribution. 

 

Figure 21 Sensitivity analysis of injection rates (adapted from Kim et al., 2012). 

G. Lima et al. (2020) analyzed the impact of precipitation on fracture aperture reduction, testing 

different injection rates and effective normal stress. The Moose simulator (Permann et al., 2020) 

was used in this study. The injection rate was expressed in the form of a Peclet number. It was 

identified that the fracture volumes for low Pe (31.6) have shown a larger reduction in aperture 

size, hence, more precipitation than in higher Pe cases (100). In addition, the case with higher 

effective stress has indicated relatively more volume of salt precipitated. 

The reaction kinetics approach was applied by H.Ott et al. (2015) to test the effect of the 

injection rate on the distance of propagation where evaporation takes place. H.Ott et al. (2015) 

have named it the distance of attraction (Ievap) with an explanation - the interval after which the 

saturation limit in CO2 was reached.  The linear dependency between the distance of attraction 

and the injection rates was found, however, after the minor instability near the injection point 

(Figure 22). 



 

 

 

 

Figure 22 The zone of attraction as a function of injection rate (H.Ott et al.,2015). 

Another attempt to test and compare the reaction kinetics and equilibrium approaches, in 

addition to different injection rates, was performed by S.Parvin et al. (2020). For this purpose, 

in-house MATLAB simulation software, MRST, (Bao et al., 2017; Lie et al., 2007) in 

conjunction with an electrolyte version of perturbed chain statistical associated fluid theory 

(ePC-SAFT) was utilized. The MRST tool has treated the salt as a separate solid phase in 

addition to gaseous and liquid phases, while ePC-SAFT was responsible for creating the fluid 

model which would account for the formation dry-out and subsequent halite precipitation. 

Interesting behavior was observed in comparing two-phase partitioning approaches. Identical 

results were obtained, especially for higher reaction rate constant (∼103 ). However, the 

magnitude of the solid saturation was slightly different, but the extent of the precipitation zone 

is similar (Figure 23a). Controversially, compare to the other studies, the work of S.Parvin et 

al. (2020) has identified the higher salt precipitation for the higher injection rates (Figure 23b). 

This behavior was explained as a higher injection flow rate signifies a higher vaporization rate 

leading to faster progress of the evaporation front. As a result, more salt is deposited with 

uniform precipitation throughout the dried zone.  

 

Figure 23 a) Comparison of kinetic and equilibrium models; b) Sensitivity analysis of injection rates 

(S.Parvin et al., 2020). 
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2. Capillary pressure 

Hypothetically, capillary pressure promotes the activation of brine back flow towards the dry-

out zone, enhancing the evaporation and intensity of precipitation (Miri et al., 2015). Some 

studies claim that it provides a negligible effect on salt precipitation. However, in conjunction 

with a low injection rate, the effect of capillary pressure can be significantly amplified.  For 

example, the simulation results of Pruess and Müller et al. (2009) have identified minor changes 

in salt precipitation, where high rates in combination with capillary pressure were tested. On 

the other hand, during the low-rate injection with capillary pressure, the solid saturation 

increased from 6.71% to 7.47%. In the Pruess and Müller et al. (2009) sensitivity analysis, a 

combination of capillary pressure and low rates manifested the highest spike in salt 

precipitation. In the study of  S.Parvin et al. (2020) three different capillary pressure magnitudes 

were tested – low, high, and custom low capillary pressure model with the salt self-enhancing 

mechanism. It was noted that the higher the capillary pressure the more salt precipitates behind 

the evaporation front, altering the precipitation pattern. However, the custom model with low 

Pc and self-enhancing mechanism has revealed similar to high Pc behavior. The analytical 

investigations of the Pc impact on the salt precipitation were performed by H.Kelly et al. (2018) 

and A. M. Norouzi et al. (2022). Both models have confirmed the significant impact of the 

capillary pressure on the magnitude of salt precipitation. H.Kelly et al. (2018) have used the 

concept of capillary number to express the impact of capillary pressure on the back flow of 

brine. It was summarized that the problem is largely controlled by a capillary number, the solid 

saturation of the precipitated salt around the injection well has linearly increased with 

decreasing capillary number. A. M. Norouzi et al. (2022) have proposed a novel approach to 

an analytical solution that considers the impact of capillary pressure. It is based on the fractional 

flow theory and the definition of shocks under the effect of capillary pressure. The study has 

confirmed that the propagation distance of the drying-out shock front is reduced under the 

governance of the capillary forces. As a result, capillary-driven back flow constantly brings the 

brine towards the dry-out region, enhancing the precipitation process and making it continuous 

versus time. Therefore, an increase of 14.71% in the average amount of precipitated salt was 

indicated, in addition to an increment of 58.73% at the near injection well zone (Figure 24).  

 

 



 

 

 

 

Figure 24 left) the case with no capillary pressure; right) the case with capillary effect (localized salt 

saturation) (A. M. Norouzi et al., 2022). 

 

3. Temperature, salinity, and clogging models 

The temperature increase leads to more gravity segregation between phases due to the lowering 

of the scCO2 density. As a result, the migration plume of the CO2 and, hence, the dry-out zone 

are extended. In addition, at elevated temperatures the solubility of water in the CO2 increases, 

resulting in the rapid achievement of the saturation limit, therefore precipitation starts earlier 

(Kim et al., 2012; Miri and Hellevang, 2016; S.Parvin et al., 2020). 

On the other hand, the increase in salinity induces a slight decrease in water solubility in the 

CO2 phase and a reduction in the evaporation rate. However, a noteworthy drop in the 

dissolution of CO2 in the brine is observed. The sensitivity analysis conducted by Kim et al. 

(2012) and S.Parvin et al. (2020) identified more salt precipitation due to the higher initial 

salinity of the resident brine. 

The effect of clogging models is controversial. However, it is important to consider them due 

to their dependency on the formation impairment and the relationship between porosity and 

permeability changes (S. Parvin et al., 2020). These models help to translate the changes in pore 

structure from pore-scale to continuum-scale (upscaling) (Masoudi et al., 2021). The widely 

applied models for the description of porosity/permeability relations are the cubic Kozeny-

Carman grain model (Carman, 1939), Verma and Pruess (V&P) (Verma & Pruess, 1988), and 

Power Law relations.  However, these models are generally a great source of uncertainties 

because they are based on idealized models of the pore network and might not apply to more 

complex porous media (G.Limma et al., 2020). For example, V&P is often used for numerical 

simulators, like TOUGH2 (Pruess, 2004) and there were cases when the permeability was 

reduced to zero due to finite porosity that corresponded to a fraction of the original porosity 

(Roels et al., 2016).  





 

 

 

25b) and the mass fraction of СO2 in the brine phase and vice versa is calculated according to 

the solubility limits at certain conditions (temperature and pressure) (Spycher and Pruess, 2005).  

 

Figure 25 a) The possible combination of phases in the water-CO2 system; b) The schematic 

representation of phase partitioning (Pan et al., 2015). 

3.2 DuMux 

DuMux was developed by the workgroup from Stuttgart University and is mostly used at 

the Department of Hydromechanics and Modelling of Hydrosystems (Koch, Gläser, et al., 

2020). However. it is not a separate simulator tool but can be considered as a multiphysics 

framework module for simulating fluid flow implemented in the wider framework called 

DUNE which stands for Distributed Unified Numerics Environment (Koch, Gläser, et al., 2020). 

The fundamental input files of any simulation in DuMux are built in the form of C++ 

programming language aside from the main function of the code (Koch, Gläser, et al., 2020). 

The main additional values of using an open-framework simulator are the possibility to create 

and introduce user-defined prerequisites and flexibly solve particular problems, in comparison 

to fixed and unchangeable reservoir simulations, like ECLIPSE. For example, DuMux was 

acknowledged during numerical studies for the efficiency evaluation of CO2 storage in the 

North German Basin and was used in simulation studies performed on the Ketzin pilot site in 

Brandenburg (Tatomir et al., 2019). Kempka et al., (2013). For the comparison of DuMux and 

the benchmark simulators TOUGH2 and ECLIPSE, Kempka et al., (2013) performed a 

numerical evaluation at the Ketzin pilot site into which CO2 was injected (Figure 26). It was 

concluded that the results obtained were a good match, just with a slight overestimation of the 

gas phase for DuMux. 
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Figure 26 CO2 mass evaluation with ECLIPSE, TOUGH2, and DuMux simulators (Kempka et al., 

2013). 

There are three main approaches for spatial discretization available in DuMux - the box method, 

cell-centered finite volume methods, and the staggered grid scheme (The DuMux Handbook, 

2021). For this paper, the main target is the box method because it integrates the benefits of 

both the Finite Element and Finite Volume methods. The advantage of the FE method is the 

possibility to use unstructured grids, while the FV method is mass conservative (Flemisch & 

Class, 2019). For the solution strategy, the equations of multi-phase flow are expressed in the 

equation for pressure and equations for saturations of phase/component/... transport. The 

pressure equation is defined as the sum of the mass balance equations and thus results in the 

total flow of the fluid system. The most appropriate sequential model for the DuMux simulator 

is the fractional flow formulation for two-phase flow. For this scheme, the IMplicit Pressure 

Explicit Saturation algorithm (IMPES) is commonly used (The DuMux Handbook, 2021). Then, 

a coupled system of nonlinear equations is solved simultaneously and iteratively. In DuMux, 

numeric differentiation is performed to calculate the Jacobian matrix. For this purpose, the 

following equation adapted from (Flemisch & Class, 2019) is solved iteratively (Equation 42), 

where the term Lk+1 denotes the new iteration, k + 1 refers to the current Newton iteration and 

k is the previous Newton iteration. 

42) J(Lk)(Lk+1-Lk) = -R(Lk) 

The procedure is repeated until the convergence between two subsequent iterations is reached, 

resulting in the final solution for the new time step. 

The multiphase flow with a specific amount of the participated components can be simulated 

by referring to one of the models provided by DuMux and then modifying it to the required 

needs. For example, in this study, the 2pncmin model was used. This model can be interpreted 

as the two-phase n-component flow of two compressible and partially miscible fluids in 



 

 

 

combination with mineral precipitation and dissolution. The standard multiphase Darcy 

approach is used as the equation for the conservation of momentum (Eq. 12). By inserting 

Darcy's law into the equations for the conservation of the components, it gets one transport 

equation for each component. Per default, Darcy's and Fick's laws are used for the fluid phase 

velocities and the diffusive fluxes. The solid or mineral phase is assumed to consist of a single 

component. Its mass balance consists only of storage and a source term. The model in principle 

uses mole fractions instead of mass fractions. To control the phase presence state, variable 

switch controlling was implemented. The phase switch occurs when the equilibrium 

concentration of a component in a phase is exceeded, instead of the sum of the components in 

the virtual phase (the phase which is not present) being greater than unity. The phase 

partitioning is performed in the “CO2VolumeVariables” file, in comparison to other models, it 

does not use a constraint solver for calculating the mole fractions (Figure 27). Instead, the mole 

fractions are calculated in the FluidSystem under the provided temperature, pressure, and 

salinity, according to the Spycher and Pruess (2004) derivation. The porosity is updated 

according to the reduction of the initial (or solid-phase-free porous medium) porosity by the 

accumulated volume fractions of the solid phases. Additionally, the permeability is recalculated, 

based on the current porosity, and using the Kozeny-Carman formulation (Eq. 43). 

 

Figure 27 CO2/Brine phases partitioning (part of the code): a)Pre-calculation using Pruess and 

Spycher's (2004) approach; b) Phase composition calculation within the model. 
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43) Permeability is calculated from porosity using I:d = WI:dD
J:

(EBJ)C3 

Where, kij is a tensor providing the anisotropy, L  is porosity, n and m are positive scalar 

constants and A is given by – A = k0(1−ϕ0)m/ϕ0n (where k0 and ϕ0 are a reference permeability 

and porosity). 

The next important consideration is the appropriate fluid system. A brine/CO2 fluid system is a 

compositional fluid with brine (H2O & NaCl) and carbon dioxide as components in both the 

liquid and the gas (supercritical) phase. Initially, the thermodynamical properties of each 

component are pre-defined separately, the example of brine viscosity is provided below (Figure 

28). Then, each component (CO2, Brine, NaCl) with pre-calculated fluid properties is imported 

in a compositional fluid system, where each parameter is found, considering all the physical 

and thermodynamical mixing mechanisms, the example of liquid density after interaction 

between CO2 and Water phases (Figure 29). 

 

Figure 28 Viscosity of brine calculated as a separate component. 

 

Figure 29 Liquid density of CO2 and Water in the compositional fluid system 



 

 

 

Having the functioning fluid system and model it is possible to proceed to the creation of the 

application, which is composed of the following files:  

• the main function (main. cc) which is responsible for defining the solvers 

(linear/nonlinear), calling the grid assembler, setting the temporal discretization 

scheme, timing, and exporting the simulation results (Figure 30). This linear solver is 

based on the biconjugate gradient stabilized method (BiCGSTAB) and the ILU 

preconditioner (The DuMux Handbook, 2021). BiCGSTAB is an iterative algorithm 

used to solve large asymmetric linear systems (Ocłoń et al., 2013). 

 

Figure 30 Part of the main.cc file, with defined solvers and assemblers. 

 

• the input file (params. input) is used to define the simulation parameters and 

conditions used at runtime, i.e. such as grid mesh, timestep size, simulation time, 

temperature, pressure, injection rate, rock properties (porosity, permeability), and 

flow properties (relative permeabilities and capillary pressure).  

 

Figure 31 Part of the params.the input file, with defined conditions and parameters.  
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• the problem file (problem. hh) which defines the mathematical model, initial and 

boundary conditions as well as the source/sink terms.  

 

Figure 32 Part of the problem.hh file, the example of the salt precipitation mechanism (when the NaCl 

solubility limit is exceeded), defined as a source term. 

 

• the spatial parameters file (spatialparams.hh) which characterizes the porous medium 

(relative permeability, capillary pressure, wetting phase, etc.). Regarding the 

available models for the relative permeability and capillary pressure modelling, 

DuMux has both the Brooks-Corey (Brooks and Corey, 1966) and van Genuchten's 

(van Genuchten, 1980) correlations (Chapter 2.3.1). 

 

Figure 33 Part of the spatialparams.hh file,  where the relative permeability/capillary and reference 

parameters for the Kozeny-Carman models are pre-defined. 



 

 

 

3.3 Moose 

Multiphysics Object-Oriented Software Environment (MOOSE) is an open-source C++ 

framework from Idaho National Laboratory (A.Lindsay et al., 2022) that provides an easily 

employed design of two underlying software libraries: the libMesh finite element library 

(B.Kirk et al., 2006), and the PETSc nonlinear solver library (S. Balay et al., 2017). The main 

attention is dedicated to the porous flow module that was developed for the description of the 

general non-isothermal, multicomponent, multiphase framework, including advection, 

diffusion, and dispersion of fluid components and conduction and advection of heat (C.Green, 

A.Wilkins, 2020). It is based on the high-precision equations of state for both brine and CO2, 

implementing mutual solubility of CO2 into the liquid brine and vice versa water vapor into the 

CO2-rich phase (C.Green, A.Wilkins, 2018). The phase partitioning is calculated in the same 

manner as in the previous simulators, using the accurate fugacity-based formulation by Spycher 

et al. (2003) and Spycher et al. (2005).  If the dissolution of CO2 into the brine and evaporation 

of brine into the CO2 phase happens instantaneously, signifying that these phases are preserved 

in instantaneous chemical equilibrium without adding reaction kinetics. The porous flow 

module is capable to work with a variety of non-linear variables, solving the equations based 

on phase pressures, saturations, mass fractions, and temperature. In addition, the simulation of 

miscible multiphase problems leads to phase switching (from one phase to two phases and vice 

versa), depending on the thermodynamical conditions. For this purpose, the primary variable 

switch mechanism was implemented. For example, to model the flow of only one phase the 

flowing variable can be used - the pressure, temperature, and mass fraction of a component in 

the phase (Figure 34). However, if the phase state has switched to a two-phase model, then the 

mass fraction variable is replaced by the saturation of one of the fluid phases (C.Green, 

A.Wilkins, 2018). 

 

Figure 34 Primary variables in miscible two-phase mode, where P a represents the pressure of phase 

a, T denotes the temperature, Xka is the mass fraction of component κ in phase a and S is the saturation 

of the phase a (C.Green, A.Wilkins, 2018). 

The main advantage of Moose over DuMux is the simplicity of use because Moose does not 

require managing so many different input files. Each term of a partial differential equation, 

which represents the physical mechanism related to the flow equation, can be simply induced 

in one input file. In addition, there are several hundred examples of input files, explaining and 

representing the performance of each part of the Porous Flow module (C.Green, A.Wilkins, 

2018). The parts of the input file are provided below: 
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Figure 35 a) The mesh description; b) The brine phase flow equation as input (mass and advective 

terms). 

 

Figure 36 a) The definition of a non-linear variable, several phases, and some components, an example 

of the Brooks-Corey capillary pressure input; b) Example of the Brooks-Corey relative permeability 

input. 

 

Figure 37 a) The example of the inflow(source) boundary; b) the example of the outflow boundary 

related to the liquid phase of the CO2 component. 
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Parameter Value Unit 

[Grid] 

Grid mesh dimensions 2-D 100x10 cm 

Number of grid cells 1D – 320 grid-
blocks  
in x - direction  

2-D – 120 grid-
blocks in x-
direction; 10 in 
y-direction 

Gravity Enabled - 

[Fluid system] 

Temperature 315 Kelvin 

Pressure 110 Bar 

Initial salinity 24 % 

Injection rates 2 or 20 ml/min 

The solubility limit of salt mass fraction 26 % 

[Rock properties] 

Reference porosity 0.221 % 

Reference permeability 9.02E-13 m2 

Brooks-Corey entry pressure 2500 Pa 

Brooks-Corey lambda 0.67   
Van Genuchten N parameter 1.864 

  
Van Genuchten alpha 2.4E-04   
Swr 0.11 

  
Snr 0.025   

Table 2 Initial parameters of the simulated model. 

 

 

 



 

 

 

 

Figure 38 Boundary conditions of the 2-D simulations. 

 

Figure 39 Boundary conditions of the 3-D simulations. 

The applied CO2-brine relative permeability and capillary pressure curves were calculated 

based on retention relations proposed by van Genuchten (1980) and Brooks–Corey (1964), the 

applied equations are extensively described in Chapter 2.3.1. The provided values are adopted 

based on experimental S − Pc and kr – S data performed by Krevor et al.(2012). According to 

that study, the S − Pc data were obtained by conducting a standard mercury injection method. 

Then, these data were reproduced to brine–CO2 systems assuming a brine–CO2 interfacial 

tension of 32 mN/m and a contact angle of 40◦ (Krevor et al.,2012; Oostrom et al.,2016). A 

series of steady-state drainage experiments were performed to obtain the kr − S relationship, 

while in-situ saturation was monitored using an X-ray CAT scanner (Krevor et al., 2012; Perrin 

and Benson, 2010). The data used and relative permeability and capillary pressure curves are 

presented in Figure 40 and Figure 41a/b. 

 

Table 3 Data for modelling the relative permeability and capillary pressure (Oostrom et al.,2016). 
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Figure 40 a) The relative permeability curves; b) The capillary pressure curves for Berea sandstone 

(adopted from Krevor et al.,2012; Oostrom et al.,2016).  

The simulations were performed comparing heterogeneous and homogeneous scenarios. To 

achieve the heterogeneity, the porosity was randomly distributed along the core with a value 

between 0.19 and 0.23, then by applying the Kozeny-Carman grain model, the permeability 

was randomly recalculated according to porosity (Figure 41). Another approach was used in 

DuMux for utilizing heterogeneity. In this case, the heterogeneity was generated applying 

random fields using lognormal distributions, with initial permeability as mean value and 20 % 

of it as standard deviation (Figure 42). 

 

Figure 41 Permeability distribution for the heterogeneous simulation in Moose. 

 

Figure 42 Permeability distribution for the heterogeneous simulation in DuMux. 



 

 

 

4.2 Results and Discussion Section 

4.2.1 Effect of heterogeneity, relative permeability, and capillary 

pressure. 
 

1. Effect of relative permeability on front propagation and gas 

saturation 

The contribution from the appropriate relative permeability model was evaluated by assuming 

the CO2 injection into a homogeneous 1-D domain of 1m length, which was saturated with 24% 

brine solution. However, such a drastic simplification of the simulation would not provide 

realistic results for mimicking laboratory experiments, it provides an insight into the injection 

process by exploiting the “similarity property” of the mathematical solution (K.Pruess, 

N.Muller, 2009). In addition, the 2-D simulations were conducted to confirm the observations 

from the 1-D runs. The starting point was to perform the injection with a rate of 20ml/min and 

zero capillary pressure. It should be noted that results from TOUGH2 simulator will be included 

in the comparison. The assumption of the TOUGH2 model is the application of the Van 

Genuchten relative permeability and capillary pressure. 

Interesting behavior can be noted about the front propagation using the Brooks-Corey relative 

permeability model. The shock front for this model was predicted almost twice larger compared 

to the Van Genuchten model. However, the extent of the average scCO2 saturation over the 

plume length was proportionally shorter, signifying the faster breakthrough for the Van 

Genuchten model. In Figure 43 it can be observed that for the VG model the breakthrough was 

around 800 seconds or 0.15PV, while for the BC model the breakthrough was around 2000 

seconds or 0.33PV. This behavior can be explained by referring to the Corey liquid relative 

permeability − Saturation relation, which significantly overestimates liquid relative 

permeability values of the pertinent saturation range in comparison to the Van Genuchten 

model. Therefore, the brine is easier to be displaced for the Brooks-Corey model, leading to 

larger average gas saturations and a shorter plume extent. Contrarily, the application of the VG 

model leads to the further migration of injected CO2, because the gas relative permeability 

values for the VG model are much larger as a function of gas saturation compared to the BC 

model. 

According to Oostrom et al. (2016), the BC relative permeability relation has a better match 

with the experimental data, resulting in good fits to both the S − Pc and kr − S experimental 

data. Therefore, the 2-D simulations are performed mostly considering the BC model as a 

reference in the evaluation. 
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Figure 43 a) Saturation front propagation comparing Brooks-Corey(BC) and Van Genuchten(VG) 

models, after 800 seconds using Moose; b) Using DuMux; c) Comparison of front propagation for 

Moose, DuMux and TOUGH2. 

 

Figure 44 Visual representation of front propagation for (left) Brooks-Corey,(right) Van Genuchten 

relative permeability models, without capillary pressure. 

Throughout the simulations, in the case of using the BC model, the dry-out zone is extended 

slightly farther and at the same time, the saturation profile after 10PV injected shows higher 

average saturation along the domain (Figure 45). The farther extent of the dry-out zone for the 

BC model can be explained by faster achieving the drying-out gas saturation. As it was 

mentioned before BC provides larger average gas saturations, and after achieving the 

breakthrough, the parameter such as the extent of the plume (shorter for BC) does not affect on 

time required to reach the critical gas saturation. However, higher salt precipitation was 

observed for the VG model (Figure 46 and Figure 48). This behavior is similar to the effect of 

capillary pressure presence because in Figure 48(a) more localized and higher salt precipitation 

was observed closer to the inlet. Since the extent of the dry-out zone is less, locally the dry-out 

saturation is achieved faster leading to slightly more potential for higher and more localized 

salt precipitation. 



 

 

 

 

Figure 45 a) Gas saturation distribution along the core after 10PV injected (DuMux); b) Moose; c) 

Comparison between DuMux, Moose, and TOUGH2. 

 

Figure 46 a) Gas saturation distribution along the core after 10PV injected using BC model; b) Gas 

saturation using VG model; c) The extent of the dry-out zone and salt precipitation using BC model; d) 

Salt precipitation using VG model. 

The impact evaluation from the relative permeability models reveals that the Brooks-Corey 

approach provides more practical results, specifically in these simulation scenarios, and 

represented the Berea sandstone core domain. In addition, Figure 45 and Figure 47 show that 

the performance wisely all three simulators provide comparable results in terms of gas 

saturation distribution along the core and specifically gas saturation growth at the first grid of 

the domain, where the gas saturation was reached approximately between 5 and 6 hours of 

constant injection. The possible mismatch can be caused by different discretization methods, 

and thermophysical properties calculation because all the simulators refer to the various 
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equations. For example, TOUGH2 employs a tabular EOS based on Altunin's correlation 

(1975), while Moose and DuMux refer to the Span and Wagner equation of state. In addition, 

for brine viscosity calculation TOUGH2 applies the EWASG from a correlation presented by 

Phillips et al. (1981), but DuMux considers the equation presented by Batzle and Wang (1992). 

 

 

Figure 47 a) Gas saturation at the inlet (1st grid cell) after 10PV injected using DuMux, comparing BC 

and VG models; b) Gas saturation at the inlet after 10PV injected using Moose; c) The comparison 

between simulators using different relative permeability models. 

 

Figure 48 a) Precipitated salt distribution along the domain after 10PVl; b) Evolution of salt 

precipitation at the inlet with the time. 

 



 

 

 

2. Effect of heterogeneity on front propagation, gas saturation, and 

salt precipitation 

Injection of CO2 into more realistic heterogeneous media results in more-complex processes of 

multiphase flow, non-uniform formation dry-out, and more distributed salt precipitation. 

However, the implementation of heterogeneity into numerical simulation is a more complex 

task, therefore assuming that the heterogeneity was described with one single set of parameters, 

by averaging of porosity and permeability, the kr (Sw) and Pc (Sw) are mainly the pseudo 

functions (H.Ott et al., 2011). For these simulation cases, the heterogeneity was generated from 

the random distribution of the reference permeability of 810mD with a variability of 20%. From 

the 1-D results (Figure 49), there is no obvious effect of heterogeneity on the front propagation, 

only a minor front advantage was distinguished for the Moose simulations. However, in the 2-

D visualization (Figure 50) the more prominent effect of heterogeneity can be observed, with 

father front propagation of around 5 cm. That is evidently induced by channeling in more 

permeable zones which signifies more domination in a low-viscous displacing phase. For the 

VG model there is a strong gravity over-run of the CO2 phase, resulting in the early 

breakthrough, which is observed at the top (Figure 50(c), (d)). The channeling mechanism is 

initiated when the displacement front is governed by the influence of the rock properties, for 

example, a variation in permeability or highly porous zone, which is in conjunction with 

variation in relative permeability and capillary pressure. The consequence of channeling results 

in unswept areas, hence, in higher saturation of the bypassed brine (higher residual saturation). 

 

 

Figure 49  a) Saturation front propagation comparing Homogeneous and Heterogeneous models, after 

800 seconds using Moose; b) Using DuMux. 
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Figure 50 a) and b) Comparison of  BC model for Homogeneous/Heterogeneous cases; c) and d) 

Comparison of  VG model for Homogeneous/Heterogeneous cases. 

From Figure 51, it can be concluded that such minor variation in heterogeneity does not affect 

the extent of the dry-out zone. However, further investigation has to be done for more complex 

rock structure, for example – carbonates.  For both simulators, DuMux and Moose assuming 0 

Pc conditions and after 10PV of CO2 injected, the length of the dry-out zone is the same – 

around 3 cm at the inlet. However, an additional comparison of the VG and BC relative 

permeability models has shown that due to the average gas saturation for the VG model being 

notably lower, the extent of the dry-out is respectively shorter. Further, Figure 52 confirmed 

that due to the faster breakthrough the maximum gas saturation for the heterogeneous cases is 

achieved faster, but it should be noted that the faster breakthrough and faster progress of gas 

saturation at the inlet did not have an influence on the dry-out extent. 

 

Figure 51 a) Gas saturation(dry-out) along the domain after 10PV injected in Moose; b) Gas 

saturation(dry-out) after 10PV injected in DuMux. 



 

 

 

 

Figure 52 a) Gas saturation at the inlet (1st grid cell)  after 10PV injected using DuMux, heterogeneity 

evaluation; b) Gas saturation at the inlet after 10PV injected using Moose. 

 

In terms of salt precipitation, the heterogeneity is only influenced by the pattern and distribution 

of the precipitate. It can be seen in Figure 53 and Figure 54 that the extent of the precipitation 

is the same for homogeneous and heterogeneous cases – 3 cm, but in Figure 54 the minor spikes 

in the amount of precipitation are distinguishable. This can signify that salt is asymmetry 

accumulated at the zones of higher permeability. Hypothetically, with the assumption of 

reaction kinetics, this salt distribution would be more visible, where the brine from the highly 

permeable pore throats would be evaporated faster, leading to more distributed precipitation. 

In addition, the significant effect of heterogeneity is more expressed under the additional action 

of capillary back flow. Having a more prominent distribution of the pore throats would result 

in more opportunities for the brine to be supplied in the dry-out area due to capillary pressure 

back flow, resulting in more evaporation and, hence, more precipitation for the heterogeneous 

cases.    

 

 

Figure 53 a)2-D representation of gas saturation after 10PV (Homogeneous);b) 2-D representation of 

gas saturation after 10PV (Heterogeneous). 
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Figure 54 a) Salt precipitation along the domain after 10PV injected using DuMux; b) Mass fraction of 

NaCl in brine along the domain after 10PV injected using Moose. 

 

Figure 55 a) Salt precipitation at the inlet after 10PV injected for heterogeneous case; b) Salt 

precipitation at the inlet after 10PV was injected for a homogeneous case. 

 

3. Effect of capillary pressure on gas saturation and salt 

precipitation 

Capillary pressure can be considered the most influential parameter in the localization of 

precipitation. In numerical simulations, the magnitude of capillary pressure is dictated by pore-

geometry distribution, for the BC capillary pressure model the pore-geometry factor is 

represented by l, while for the VG by a. The simulation domains with higher capillary pressure 

(more compacted grains) result in more significant capillary back-flow, affecting the 

localization of deposited salt. The results of the simulation cases have confirmed the generally 

accepted behavior when the capillary pressure provides an additional supply of fresh brine to 

the drying front. In terms of front propagation and spreading of the gas saturation, there is a 

clear effect from the capillary pressure (Figure 56 and Figure 57). The front becomes more 

stable and homogeneous with slight gravity overrun, this is due to greater influence from 

capillary forces than from the heterogeneity channeling, resulting in the front smeared out. The 



 

 

 

lower gas saturation is denoted by constant capillary back flow, bringing the fresh brine closer 

to the inlet (Figure 56(c)(d)). Hence, the distinguishable dry-out front has not been formed after 

10PV was injected, requiring more volume of CO2 and time for its formation. From Figure 57, 

it can be noted that there is a pronounced saturation gradient, which is governed by the capillary 

end-effect, signifying a geometrical property. However, in laboratory core scale experiments 

this capillary end effect is inhibited by capillary forces, mainly capillary redistribution due to 

back flow. In addition, Ott et al. (2015) have assumed based on the experimental data that water 

evaporates over the entire core length, equalizing the brine saturation by the presence of 

constant back flow, neglecting the end effect. The next Figure 58 provides comparable results 

for the gas saturation at the inlet. It can be concluded that there is a slight overestimation from 

the TOUGH2, due to different input parameters – the VG model for the capillary pressure and 

homogeneity of the domain.  

 

Figure 56 a) Gas saturation along the domain after 0.15PV injected without Pc; b) Gas saturation 

after 0.15PV injected with the effect of Pc; c) Gas saturation after 10PV injected without the effect of 

Pc; d) Gas saturation after 10PV injected with the effect of Pc. 

 

Figure 57 a) Comparison of Pc/no Pc gas saturation distribution along the domain after 10PV injected 

using DuMux; b) Gas saturation distribution along the domain after 10PV injected using Moose. 
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Figure 58 a) Gas saturation at the inlet (1st grid cell) after 10PV injected using DuMux, capillary 

pressure evaluation; b) Comparison of the simulators with active capillary pressure 

 

Results show that the appearance of the capillary pressure gradient induces the capillary-driven 

back flow which drives the brine toward the dry-out region, making the evaporation and 

precipitation processes continuous and more dominant versus time. Furthermore, since more 

water is evaporated in the dry CO2 stream, a higher concentration of salt in the trapped brine is 

observed, leading to more salt deposition. In Figure 59 and Figure 60 the significantly higher 

solid salt concentration can be noted, in addition to more localized salt precipitation at the inlet. 

Activation of the capillary pressure has resulted in a spike in salt deposition from 5% to 30%.  

All three simulators have shown matchable results and similar precipitation patterns (Figure 

59), where the cases with acting capillary pressure have revealed higher solid saturation, which 

is mainly localized at the very inlet.  

 

Figure 59 a) Salt precipitation along the domain after 10PV injected using DuMux, evaluating the 

effect of PC; b) Mass fraction of NaCl in brine along the domain after 10PV injected using Moose. 



 

 

 

 

Figure 60 a) 2-D Salt precipitation at the inlet without Pc; b) 2-D Salt precipitation at the inlet with 

acting Pc 

The visual representation of capillary back flow is represented in Figure 61, where the arrows 

point towards the act of the capillary forces. Initially, in Figure 61(a) there is no back flow can 

be observed, however, with increasing gas saturation at the inlet and initialization of the dry-

out front, the brine phase is brought back under capillary force towards the injection boundary. 

The capillary pressure gradients are largest at the dry-out. The final evaluation of the capillary 

pressure effect was performed by assessing permeability and porosity reduction (Figure 62). 

The more localized and higher deposits of salt precipitation have resulted in approximately 45% 

permeability reduction and 38% porosity reduction. However, it should be mentioned that both 

these parameters are coupled by the Kozeny-Carman grain model (Carman, 1939). 

 

 

Figure 61 a) Action of capillary forces after 0.15PV injected; b) and c) Action of capillary forces after 

10PV injected. 
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Figure 62 a) Permeability reduction at the inlet with Pc and without Pc; b) Porosity reduction at the 

inlet with Pc and without Pc 

 

4. Evaluation of the lower injection rate of 2ml/min 

The reduction of the injection rate to 2ml/min has not shown a significant difference in the 

magnitude and localization of the salt precipitation for both DuMux and TOUGH2, just a 

slightly higher solid concentration of about 2% was observed for the lower injection rate case 

(Figure 64). The possible explanation for this behavior is behind expertise between the capillary 

force and convective force. Figure 63 can be seen that a higher injection rate leads to higher 

capillary pressure, while lower capillary pressure for a lower injection rate respectively. 

Therefore, the higher capillary pressure governs the back flow effect for the 20ml/min and vice 

versa.  

 

Figure 63 a) Capillary pressure evolution at the inlet injecting 20ml/min; b) a) Capillary pressure 

evolution at the inlet injecting 2ml/min 

 



 

 

 

 

Figure 64 a) Solid salt at the inlet (1st grid cell) after 10PV injected using DuMux and TOUGH2,20 

ml/min; b) Solid salt at the inlet after 10PV injected using DuMux and TOUGH2, 2ml/min 

 

5. Complete clogging at 25.5PV – 0 porosity and 0 permeability 

The complete clogging of the inlet zone was observed after 25.5PV using DuMux software. 

However, a similar consequence was observed in TOUGH2 just slightly earlier, after around 

23PV (Figure 66). The precipitate is homogenously distributed around the injection area, 

completely covering just the first 0.03 cm of the investigated domain, resulting in the simulation 

shut down after approximately 45 hours of simulated time. In addition, the relatively small 

completely dry-out zone can be observed in Figure 67(a). The evolution of the permeability 

and porosity of the first grid block is represented in Figure 66(a)(b). It can be seen that the 

highest clogging and, hence, evaporation was observed between 1PV and 5PV injected, and the 

precipitation mechanism was activated just after 0.5PV injected or 1 hour of simulation time. 

 

Figure 65 a)Porosity blockage at the inlet after 25.5PV injected; b) Permeability blockage at the inlet 

after 25.5PV injected 
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Figure 66 a) Permeability evolution at the first grid block after 25.5PV DuMux; b) Permeability 

evolution at the first grid block after 25.5PV DuMux; c)Solid salt concentration at the first grid block 

using TOUGH2 

 

Figure 67 a)Gas saturation distribution along the domain after 25.5PV DuMux and TOUGH2; b) 

Permeability distribution along the domain after 25.5PV DuMux; c) Porosity distribution along the 

domain after 25.5PV. 

 

 

 



 

 

 

6. 3-D model visualization 

The final step was to perform the simulation in the 3-D domain, just for a better visual 

understanding of the salt distribution at the inlet and gas saturation (Figure 69) along the 

simulated core. It can be observed (Figure 68) that the highest NaCl concentration is located at 

the upper part of the inlet boundary, due to higher gas saturation at the top. It seems that due to 

gravity and buoyancy force the CO2 has mostly migrated to the upper part, forming a dry-CO2 

flow, where the brine is evaporated. 

 

Figure 68 3-D representation of NaCl mass fraction in brine after 10PV injected, using Moose. 

 

 

Figure 69 3-D representation of gas saturation after 10PV, using Moose. 
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scenarios the heterogeneity did not provide a significant effect on the magnitude of precipitation, 

just slightly changing the salt distribution near the injection boundary. Furthermore, the 

reduction of the injection rate from 20ml/min to 2ml/min has revealed just a minor change in 

the volume of salt precipitation. The possible explanation of this behavior was related to the 

growth of capillary pressure with higher injection rates, therefore, this increase in capillary 

pressure balances the effect of advective forces related to the injection influx. Finally, it was 

confirmed that with additional development the DuMux tool can be a good option for improving 

interpretations of laboratory experiments. Comparing these two simulators, DuMux has shown 

itself as more developed and more ultimate software for future CO2/ CCS projects, although 

DuMux is more complex in use. Even though it has a structured system of input files, which 

can be easily modified and implemented to a certain need, there is no doubt that extensive work 

has to be done in the direction of providing more guidance towards user’s friendly environment, 

where everything can be easily understood, for example, more meaningful and descriptive 

handbook. 

5.2 Future Work 

Although the benchmark models were developed, and the results are comparable with the 

TOUGH2 simulator, the main source of uncertainties still arises due to the local equilibrium 

assumption in the description of phase partitioning between CO2 and brine. Therefore, the main 

task for future work is to develop the kinetic model for the CO2 and brine phase partitioning 

within the DuMux environment. Since the local equilibrium approach overestimates the near 

injection clogging by salt accumulation. However, in real scenarios, the precipitation can 

happen significantly further under the governance of low flow velocities. For future work, a 

good starting point would be to investigate the part of the code represented in Figure 70, which 

in theory can be modified similarly as the Eq. (41), which describes the reaction kinetics mass 

transfer between phases. 

 

Figure 70 The part of the 2pncmin base problem (DuMux), which can be considered for modification 

for future reaction kinetics model development.
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